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1 Mixing in the food industry: trends and 
challenges

P.J. Cullen and Colm P. O’Donnell

1.1 Role of mixing

Mixing is a fundamental unit operation in the chemical, pharmaceutical and food process 
industries. Mixing increases the homogeneity of a system by reducing non-uniformity or 
gradients in composition, properties or temperature. Besides the primary objective of homo-
geneity, secondary objectives of mixing include control of heat and mass transfer rates, reac-
tions and structural changes (Harnby et al. 2001). In food processing applications, additional 
mixing challenges include sanitary design, complex rheology, desire for continuous process-
ing and the effects of mixing on final product texture and sensory profiles.

The mixing of liquids, solids and gases is one of the most common unit operations in the 
food industry. Mixing is frequently employed to develop the desired product characteristics 
such as texture rather than simply ensure product homogeneity. If mixing fails to achieve 
the required product yield, quality, and organoleptic or functional attributes, production 
costs may increase significantly.

1.2 Design criteria for mixing

As described earlier, mixing is rarely a process with a sole intended effect; a number of 
physico-chemical processes may occur simultaneously within a mixer. Consequently, 
numerous mixer designs are proposed to meet these demands (Chapter 5). Although cat-
egorisation of mixing equipment is difficult, some mixers are used primarily for either liq-
uids or powders, whereas others are employed for combinations of liquids and powders. 
Many unique design challenges apply to food mixing as food properties such as texture, 
flavour, shelf-life and safety must also be considered. The effectiveness of mixing can be 
assessed only in the context of the quality of the end product.

Within the food industry, relationships established between the quality of mixed products 
and the operating parameters of mixing are often empirical, and consequently, the design 
of mixing systems are frequently not based upon well-established scientific principles. 
Patwardhan and Joshi (1999) indicated an enormous scope for improvement in the efficiency 
of mixing processes (mixing time per unit power consumption). Mixer design is slowly 
changing from a complete experimental process to a partially numerical and experimental 
one. Consequently, the design of new mixing devices is more efficient. On-going demand 
for improved impeller designs usually comes from the users of industrial mixing equipment 
when vessels are to be designed for new plants or improvement in the existing design is 
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desired for enhancing quality, capacity, process efficiency and energy efficiency. For meet-
ing these objectives, it is imperative that the relationship between the flow pattern and the 
design objective is understood (Patwardhan & Joshi 1999).

There is a need to develop and evaluate new in-line mixers to meet the requirements 
of the food industry, where there is an increasing trend towards high-capacity continuous 
processes. Irrespective of the type of mixer used, hygienic design and suitability for cleaning-
in-place are critical. Static mixers may be employed for continuous processing, making 
them an attractive alternative to stirred tanks, as similar and sometimes better performance 
can be achieved at lower cost. Motionless mixers, typically, have lower energy consump-
tions and are of sanitary design due to the absence of moving parts (Thakur et al. 2003).

The energy requirements for food mixing applications can vary significantly. For exam-
ple, emulsification requires high energy levels, whereas dispersion of delicate particulate 
matter in shear sensitive liquids requires much lower energy levels. Mechanical damage to 
food particles in suspension can result from the stirring action of an impeller. It is possible 
that resultant comminution or attrition of the particles might be such that the overall quality 
of the product is affected.

Given the wide variety and complexity of mixing tasks, careful design and scale-up stud-
ies are required to ensure that effective mixing is achieved in an efficient manner. Mixing 
scale-up is an empirical process that begins when the first ingredient is chosen, and contin-
ues until a successful process is in production (Chapter 6). The challenge is to scale up the 
equipment and ingredients to an effective size for production, while duplicating the results 
obtained during development. Failure to adequately consider mixing issues at laboratory 
or pilot scale may result in significant problems on scale-up. The costs incurred in solving 
these problems may be significantly more than the cost of investigating and solving mixing 
problems during the process development phase.

1.3 Specific challenges in food mixing

Significant advances in food mixing have been derived from chemical engineering 
research. Consequently, the complex rheological challenges arising from non-Newtonian 
food materials and the inclusion of large particles have not been sufficiently investigated. 
The complex rheology of food products can influence the effectiveness of a given geometry 
to achieve the desired mixing outcomes (Chapter 3). Food mixing can involve ingredients 
of different physical properties and quantities. Food materials mixed may range from nano-
emulsions, to large particulate suspensions, to highly viscous pastes or dry powders.

The wide variety of particulates with different sizes, shapes and strengths used in the 
food industry can result in major segregation issues. Producing particulates with similar 
sizes, agglomerating ingredients, or reducing vibration during transport can all help reduce 
these segregation problems (Chapter 13).

Also, as food safety is of critical importance in the food industry, mixing processes 
should not contaminate the product or allow conditions facilitating microbial growth. 
Consequently, it is important to use appropriate cleaning regimes and equipment with ade-
quate hygienic design (Chapter 13).

1.3.1 Quality assurance compliance through mixing

The evolution of the food industry towards higher level processing, increasing consumer 
expectations and the recent growth of nutraceuticals necessitates a more scientific under-
standing of mixing within the food industry. New quality assurance risks are emerging 
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with mixed food products due to the addition of functional ingredients and increasingly 
stringent labelling legislation. In 2006 the EU passed Regulation (EC) No. 1925/2006 to 
regulate the addition of vitamins, minerals and other substances to foods which have a 
nutritional or physiological effect. The total amount of such additives present in the food 
may not exceed the regulated maximum levels listed on the label. In 2007 the U.S. Food 
and Drug Administration (FDA) issued a final rule for current good manufacturing prac-
tices (CGMPs) for dietary supplements, requiring that proper controls are in place to ensure 
such products are processed in a consistent manner, and meet quality standards including 
purity, strength, and composition. The blurring of the line between the food and pharma-
ceutical industries is resulting in novel opportunities for each sector coupled with new chal-
lenges. Consequently, the food industry can no longer afford to depend upon a ‘black box’ 
approach to mixing.

As the food industry is increasingly governed by legislation, it is imperative that unit 
operations such as mixing are effectively controlled to reduce product variability. The objec-
tive is to move from a paradigm of ‘testing quality in’ to ‘building quality in by design’. 
Fundamental understanding and optimisation of food mixing will facilitate the evolution of 
the industry towards higher level processing and novel products with added value.

As stated the food industry has adopted its understanding of mixing from other proc-
ess industries, including chemical and pharmaceutical. For pharmaceuticals, active ingredi-
ents are typically dispersed at relatively low concentrations throughout a dispersion media, 
making the objective of homogeneity difficult. Pharmaceuticals are similar to nutraceuti-
cals or functional foods with regard to the objective of dispersing such active ingredients 
equally throughout a carrier; however, there are significant differences. Health-promoting 
properties of foods are not necessarily due to single components, but rather a few or several 
active ingredients. This creates a significant paradigm shift from the pharmaceutical model, 
which is based on the efficacy of single agents. Also, pharmaceutical carriers (excipients) 
are generally not limited by consumer acceptance criteria of taste, nutrition and texture.

1.3.2 Engineering texture through mixing

Mixing in the food industry is employed not only to combine multiple ingredients, but also 
to modify the structure of foods. The unique aspect of the food industry is the develop-
ment of texture through mixing and the influence of mixing on the sensory characteris-
tics of foods. Complex food structures influenced by mixing include dough, where shear 
and extensional forces generated by the mixer may be used to develop flour and water into 
a viscoelastic protein matrix that is capable of retaining the gas produced during proving 
and baking (Rielly 1997). Other examples of structured fluids produced by mixing include 
creams and margarines, where the flow field developed in the mixer is used to disperse one 
liquid phase in another, forming a stable emulsion with the desired rheological and orga-
noleptic properties (Rielly 1997).

Another unique aspect of mixing within the food industry is where gas bubbles are 
incorporated into liquid or viscoelastic matrices to impart novel and functional properties. 
Bubble incorporation in processes such as the manufacture of ice creams and chocolate 
confectionery is now so widely practised that air and gases are increasingly recognised as 
food ingredients (Chapter 12). In contrast, bubble incorporation—which inevitably accom-
panies mixing of viscous recipes such as sauces and salad cream—is undesirable, as this 
can result in inconsistent filling of packages and can also accelerate spoilage. De-aeration 
or bubble exclusion can be classified as a food mixing operation, as the end product of their 
exclusion results in a greater level of homogeneity.
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The development of food micro- or nano-emulsions facilitates the addition of novel sen-
sory characteristics to foods (Chapter 9). This can be achieved via a reduced calorific food 
in which emulsions are designed to give all the sensory properties of high-fat products with 
lower calorific content. The addition and delivery of micronutrients in this manner is not 
detectable to the consumer.

1.4 Advances in the science of mixing

The food industry must continually seek improvement in process design to increase effi-
ciency and facilitate the development of novel products. Despite the ubiquity of mixing 
processes and the vast quantities of materials mixed every day, mixing processes are not 
fully understood scientifically. Although there is broad agreement that mixing is compli-
cated, there is no agreement as to the source of the complications; from a rheology perspec-
tive, the constitutive equation is of paramount importance, whereas from a fluid mechanics 
viewpoint, the complexities of the flow field are of interest (Ottino 1990).

Advances in computational techniques have facilitated a more fundamental understand-
ing of the mixing process for both complex fluids and mixer designs. Computational fluid 
dynamics (CFD) provides explanations for fluid flow, heat and mass transfer phenom-
ena, potentially leading to better equipment design and process control for food mixing. 
Although very significant advances have been made over the last few years in the numeri-
cal solution of the equations of fluid motion using CFD methods, relatively few studies 
have been carried out on food mixing. It is likely that CFD modelling will be increasingly 
employed for optimisation of food processes including mixing.

Perfect mixing is rarely possible; consequently, mixing will be a source of variability 
within the manufacturing process. There is an increasing trend in the food industry to adopt 
a process analytical technology (PAT) framework for innovative process manufacturing and 
quality assurance. This framework facilitates a move from a paradigm of ‘testing quality 
in’ post manufacture to ‘designing quality in’ during manufacture. Recent developments in 
imaging and monitoring technologies facilitate the mapping of flow within processing ves-
sels, enabling the identification of regions of poor mixing. Sensing technologies such as NIR 
spectrometry and NIR chemical imaging have been proposed as control systems for deter-
mining the optimum mixing time. NIR chemical imaging is an emerging technique that inte-
grates conventional imaging and spectroscopy to attain both spatial and spectral information 
from an object. Recently, this technology has shown promise for monitoring the blending 
of pharmaceutical ingredients. Monitoring and control of the mixing processes in the food 
industry is critical, as incomplete or over-mixing of a product may result in product separa-
tion, attrition and undesirable product texture (Chapter 7). In some applications, the effects 
of mixing can continue well after the mixing action has ceased, and it could be quite some 
time before the end point is reached. In such situations, on-line monitoring and process con-
trol can be very challenging. Monitoring of mixing in many food applications is particularly 
challenging, especially in processes involving gas inclusion and crystallisation, where the 
effects of mixing can continue even after agitation has stopped.

1.5 Book objectives

This book addresses an identified gap in the literature by providing a dedicated and 
in-depth reference for mixing processes within the food industry. Although there are a 
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number of creditable references covering general mixing, such publications are often 
biased towards the chemical industry; therefore, topics specific to food mixing and unique 
food applications are often neglected. This book brings together essential information on 
the principles and applications of mixing within food processing.

This book covers the underlying principles of mixing, equipment design, novel monitor-
ing techniques and numerical techniques available to advance the scientific understanding 
of food mixing. Food mixing applications are described in detail. This book will be useful 
for engineers and scientists who need to specify and select mixing equipment for specific 
processing applications. It will also assist with the identification and solving of the wide 
range of mixing problems that occur in industry.
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2 Mixing fundamentals

Kasiviswanathan Muthukumarappan

2.1 Introduction

Mixing is a fundamental process in many food processing operations such as the prepara-
tions of ingredients, the addition of solids to liquids, the development of structure and incor-
poration of air in the mixing process. More and more processed and manufactured foods are 
being produced in which mixing has an important role. A complete mixing process pro-
duces a uniform mixture in minimum time with minimum cost for processing. The food 
processing industry relies heavily on mixing to ensure delivery of a product with constant 
properties. For example, consumers expect all containers of soups, breakfast cereals, fruit 
mixes, etc., to have the same amount of each ingredient to meet their nutritional needs.

The mixing and/or agitation of solids, liquids and gases is one of the key unit operations 
in the food processing industry. Different types of system are required for different mixing 
operations in the food industry.

• Solid–solid mixing: Ensuring that all the ingredients in a cereal box are mixed uniformly 
to provide consistent nutrition according to labelling, for textural effects, or to give a 
specific taste.

• Solid–liquid mixing: The addition of solids to liquids is involved in the reconstitution of 
fluids, such as addition of coffee, milk and sugar to hot water. The addition of liquid to 
solid systems is the key to the production of many food batters, pastes and doughs.

• Liquid–liquid mixing: The creation of liquid–liquid emulsions is central to the manufac-
ture of margarines and spreads.

• Gas–liquid mixing: Ascertaining that enough air is mixed into a fermentor liquid to 
ensure microbial growth is not oxygen limited.

It is important to define exactly the meaning of the terms ‘agitation’ and ‘mixing’, and it is 
perhaps much easier to do by considering liquid–liquid systems. The agitation of a liquid 
may be defined as the establishment of a particular flow pattern within the liquid, usually a 
circulatory motion within a container. On the other hand, mixing implies the random distri-
bution of two or more ingredients throughout a system. In general, mixing is brought about 
by agitation. However, it would be difficult to continue to use both words according to their 
precise meaning, and therefore, in this chapter, the term ‘mixing’ will be used to mean both 
the random distribution of components and the means for bringing about that randomness, 
that is, the mechanisms of agitation.
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2.2 Defining mixing

The primary objective in mixing is to achieve a homogenous mixture; generally, this 
means, attaining a nearly uniform distribution of the ingredients. A distinction may be 
drawn between batch and continuous processes. In a batch process, the objective is to pro-
duce a spatially homogenous mixture and, up to a point, an increase in batch time leads 
to an improvement in mixture uniformity. In contrast, the outlet stream from a continuous 
mixing process should contain the same proportions of the ingredients and should have 
received the same treatment within the process. Overall, the concentrations of the ingredi-
ents should be uniformly distributed in the output stream, should not vary with time and the 
processing of each part of the mixture should be the same.

Consider that the mixture is divided into a number of samples or sub-mixtures. If the 
mixture is homogeneous, then the composition of sample or sub-mixtures would be exactly 
the same. Figure 2.1a shows a homogeneous but non-random distribution of particles con-
taining 50% black and 50% white particles. The mixture is divided into sub-mixtures, each 
containing 16 particles, and clearly, there are eight white particles in each sample. The ran-
dom probability of producing the ordered structure shown in Figure 2.1a is extremely small 
(Brennan et al. 1976). In general, the best that a mixer can achieve is to distribute the white 
particles randomly in space, as shown in Figure 2.1b. Now, each sub-mixture of 16 parti-
cles contains different number of white particles (8, 10, 7 and 7). But on an average, there 
are eight whites in each sample. It may appear that the material is not fully mixed, but 
further random distribution of the particles would not result in any improvement in mixture 
(Rielly et al. 1994).

Complete mixing could be defined as the case wherein all the sub-mixtures are found 
to contain the components in the same proportion as the original mixture (Earle 1983). On 
this basis, the mixture shown in Figure 2.1a would be completely mixed, which is rather 
impossible in reality. In contrast, the mixture shown in Figure 2.1b does not contain eight 
white particles in each sub-mixture, even though the particles are entirely randomly dis-
tributed. In the following sections, methods are described for quantifying the variation in 
concentration and comparing it with the random mixture.

A clear distinction between ‘dispersive’ and ‘non-dispersive’ mixing mechanisms will 
be the key to a fundamental understanding of the mixing process and its optimisation. In 
a multi-phase food system, dispersive mixing involves the reduction in size of a cohesive 

(a) (b)

Fig. 2.1 (a) Non-random mixture of particles. (b) Random mixture of particles. In both cases, the 
mixture contains 50% black and 50% white particles.
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minor component such as clusters of solid particle or droplets of liquid. Distributive mixing 
is the process of spreading the minor component throughout the matrix in order to obtain 
a good spatial distribution. In any mixing device, these two mechanisms may occur simul-
taneously or stepwise. Figure 2.2 depicts these two mixing mechanisms schematically. The 
conditions under which dispersive mixing occurs are determined by the balance between 
the cohesive forces holding agglomerates or droplets together and the disruptive hydrody-
namic forces. Quantitative studies of droplet break-up in simple shear and pure elonga-
tional flows have shown that elongational flows are more effective than simple shear flows, 
especially in the case of high viscosity ratios and low interfacial tensions (Bentley & Leal 
1986; Elemans et al. 1993).

These effects are most intense near the blades of the mixer. The distorted fluid ele-
ments are convected into the bulk flow, where they are re-oriented before passing once 
more through the region of high shear or accelerated flow. Molecular diffusion is required 
to bring about homogeneity on a molecular scale, but this is a very slow process in vis-
cous liquid foods, and typically, the criterion for mixer design is to reduce average scale 
of segregation until in-homogeneities are not visible at the required scale of scrutiny. In 
static mixers, the mixer blades or elements physically cut and twist the fluid elements and 
re-orient them in the flow. Figure 2.3 shows the effect of a series of cutting and twisting 
operation that reduces the scale of segregation until the required degree of homogeneity is 
achieved.

Most of the food processes are essentially molecular-level processes, so only mixing on 
that level can directly influence their course, whereas mixing mechanisms on larger scales 

(a) (b)

(c) (d)

Fig. 2.2 Schematic of dispersive and distributive mechanisms: (a) bad dispersion with bad distribution; 
(b) bad dispersion with good distribution; (c) good dispersion with bad distribution; (d) good dispersion 
with good distribution.
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have an indirect influence by changing the environment for local mixing. Mixing mecha-
nisms can be grouped into three main categories, depending on their characteristic length 
scale. Small scale mixing, close to the molecular level, is referred to as micromixing; mix-
ing on a large scale is referred to as macromixing and intermediate scale mixing is called 
mesomixing.

2.2.1 Macromixing

For a process carried out in a stirred tank of volume (V), the largest scale of mixing is the 
scale of the whole reactor. Macromixing refers to flow processes controlling the mean con-
centration and the residence time distribution, that is, the mean convective flow in the vessel. 
Macromixing can be characterised by the circulation time τC, which can be estimated as:

 
τC

C

�
V

Q
 (2.1)

where Q C NdC imp� 1
3 , N is the stirring rate, dimp is the impeller diameter, QC is the circula-

tion capacity, and C1 � 1.5 is a constant depending on the pumping capacity of the impel-
ler (e.g., Rushton turbine).

2.2.2 Mesomixing

Mesomixing refers to the coarse scale turbulent exchange between the fresh feed and its 
surroundings. A fast chemical reaction is usually localised near the feed point, where a 
plume of fresh feed is formed. This plume is of a coarse scale relative to the micromixing 
scales, but of a fine scale relative to the scale of the system. Spatial evolution of the plume 
can be identified with the mechanism of turbulent diffusion. A characteristic time for tur-
bulent diffusion τD can be defined through the feed addition rate Qfeed, the velocity u close 
to the feed point and the turbulent diffusivity DT.

 τD
feed

T

�
Q

u D*
 (2.2)

Another aspect of mesomixing is related to the inertial-convective process of disintegration 
of large eddies, with a size r larger than the Kolmogorov microscale η but smaller than the 

Cut & Twist

Fig. 2.3 Distributive mixing.
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large energy-containing eddies of size L. Inertial-convective disintegration proceeds with-
out being influenced by molecular mixing, but it influences itself the micromixing since 
the structure of the large eddies determines the environment for small scale mixing. When 
assuming equal integral scales for velocity and concentration, a characteristic time constant 
τs for the inertial-convective mixing can be estimated as:

 τs

2/3

1/32

3
� �

k L

ε ε4
 (2.3)

where k is the turbulent kinetic energy and ε is the energy dissipation rate.

2.2.3 Micromixing

Small scale mixing in liquids is driven by the mechanism of the viscous-convective defor-
mation of fluid elements, followed by molecular diffusion. An important feature of micro-
mixing is the accelerating effect of viscous-convective deformation on molecular diffusion. 
A characteristic time constant for viscous-convective mixing (for r � η), τE, is known as 
the engulfment time constant:

 τE
1/21

17.24 ( / )� �
E

ν ε  (2.4)

where E is the engulfment parameter and v is the kinematic viscosity.

2.3 Scale of scrutiny

The quality of a mixture depends heavily on the scale at which it is examined. For exam-
ple, a sample of milk may appear to be a homogeneous mixture when viewed by naked 
eye; but, it becomes apparent that it is composed of fat globules of varying size entrapped 
in a protein matrix, when observed under a microscope. Thus, the degree of homogene-
ity can only be determined once a suitable scale of scrutiny has been established, and the 
scale of scrutiny itself depends on the end use of the mixture. A second example to validate 
this point would be of mixing ingredients (nutrients/calories) to make a cake for human 
consumption in a weight watchers programme. If the main objective is to ensure that each 
person receives the correct amount of calories daily from the cake, then the appropriate 
scale of scrutiny for that mixture would be the daily consumption of the cake. However, 
if the criterion is that the nutrient/calorie intake should be controlled on a weekly basis, 
then the scale of scrutiny should be chosen as the weekly consumption of the cake. In the 
latter case, there might be considerable variations in nutrient concentration between daily 
consumptions to allow for variations in metabolic activities of each person. However, if the 
consumer expects the cake to be uniform in colour and texture, then the scale of scrutiny 
would be much reduced.

Danckwerts (1953) explained the importance of establishing the scale of scrutiny, and 
defined it as the minimum size of the regions of segregation which would cause the mix-
ture to be regarded as imperfectly mixed. The situation is much more complex, as ‘mixed-
ness’ is determined not only by the size of the regions of imperfectly mixed material, but 
also by the intensity of segregation between these regions. In practice, it may not be pos-
sible to make more than an approximate estimate of the scale of scrutiny, but the concept 
is useful in defining the quality of any mixture. Establishing a scale of scrutiny appropriate 
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to the end use of the mixed product fixes the size or volume of the samples to be used to 
assess the mixture quality.

2.4 Quantifying mixedness

The purpose of mixing is to obtain a randomisation of the particles, by which variation in 
concentration between samples should fall below a prescribed value. A distinction can be 
made between coarse and fine grained mixtures. Coarse grained mixtures normally have 
few particles which can be easily identified, when examined on a scale of scrutiny com-
parable with the particle size, and they are highly segregated as shown in Figure 2.1. Fine 
grained mixtures have large number of particles, and existence of concentration gradient 
at a given scale of scrutiny is normal. In solids mixing, there is no intrinsic motion, so 
there are a number of discrete units; whereas, in mixing of fluids, there are a large number 
of mixing units, molecules are capable of random motion and diffusion processes produce 
uniform mixture in due course of time. The following discussion applies to fine and coarse 
grained mixtures; for simplicity, binary mixtures are considered.

Scale of segregation (to describe the size of unmixed region) and intensity of segregation 
(concentration variation) are two measures to quantify the quality of mixtures proposed 
by Danckwerts (1953). Consider a mixture containing components A and B with concen-
trations a and b, respectively. The quantity ‘a’ denotes a mass fraction, such that a � 1 
represents pure component A at a point and a � 0 represents pure component B; hence 
a � b � 1 and a b� �1, where overbar represents an average spanning the whole mixture. 
A correlation coefficient may be defined as given below, which gives information on the 
average of the product of the concentration differences from the mean, at a position x and 
at positions a distance r away.

R r a x a a x r a a x a b x b b x r b b x( ) ( ( ) )( ( ) ) / ( ( ) ) ( ( ) )( ( ) ) / ( ( )� � � � � � � � �2 ��b )2  
(2.5)

Scale segregation within a mixture can be measured in two ways, namely, on a distance and 
volume basis. Danckwerts (1953) defined length (S) and volume (V ) scale of segregation, 
using the above correlation coefficient.

 S R r r V r R r r� �( ) ( )d and d2
0

2

0
π

� �

∫ ∫  (2.6)

For linear function, it is easy to show that

 V S�
4

3
3π

 (2.7)

The length and volume scale of segregation represents the maximum length and vol-
ume, respectively, at which the unmixed material can be detected within the mixture. 
It can be shown that these two scales are independent of component fractions present in the 
mixture.

In fluid mixture, the diffusion process nullifies the concentration gradient. Danckwerts 
(1953) proposed a second measure of mixedness based on the concentration variance 
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of a given component in the mixture. Mean concentration and variance are given 
below:

 a
n
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1
∑  (2.8)
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where ai is the concentration of a in sample i and n is the number of samples analysed from 
the mixture; n � 1 ensures that estimate is unbiased. Perfect and completely segregated 
mixtures have variance of zero and maximum value, respectively. The variance of com-
pletely segregated mixture of particles is given as σ0

2 1� �a a( ), where a  is the fraction of 
one of the components in the mixture.

Danckwerts (1953) defined intensity of segregation as:
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 (2.10)

so that completely segregated mixture has I � 1 and uniform mixture has I � 0. The impact 
of changes in the length scale and intensity of segregation on mixture quality is presented 
schematically in Figure 2.4. By decreasing intensity of segregation, the mixture becomes 
more diffuse; wherein, decreasing the length scale of segregation reduces the size of the 
non-homogeneities.

Fig. 2.4 The effects of scale and intensity of segregation on mixedness.
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2.4.1 Inference of mixing indices

According to Lacey (1954), statistics can be used to measure the status of a mixture. Many 
researchers have also proposed the use of mixing indices, which is similar to the intensity of 
segregation, as given earlier by Danckwerts (1953). There is a practical difficulty in using 
length scale of segregation because it requires a large number of measurements of pairs of 
concentrations to estimate the correlation coefficient, and hence it is no longer used. Many 
researchers have proposed to measure mixedness based on concentration variance from a 
number of samples of the mixture. Lacey (1943) proposed the following equation for con-
centration variance of a fully randomized binary mixture of the same-sized particles:

 

σR
p

2 1
�

�a a

n

( )
 (2.11)

where np is the number of particles within each sample and a  is the mean fraction of 
component A in the mixture. As the number of particles increase, the random variance 
decrease; again, np depends on the scale of scrutiny of mixture and the particle size. If the 
particle size is decreased, there will be an improvement in degree of homogeneity of the 
mixture. However, agglomerates are produced when particle size decreases below 1 μm due 
to an increase in cohesive interactions between the particles, so approaching a zero vari-
ance mixture is difficult in practice.

Lacey (1954) assumed that initially the binary components are fully segregated with a 
concentration variance σ0

2, and proposed a different mixing index to represent the close-
ness of approach to the random mixture, as given below.
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M is the ratio of the mixing that has occurred to the amount of mixing that could occur. 
M values vary between 0 for a completely segregated mixture and 1 for a fully randomised 
mixture. Table 2.1 summarises the definition of mixing indices proposed by various 
researchers. Most of the equations are based on variance whereas equations H and K are 
based on standard deviation. Choosing a definition of mixing index for a given application 
depends on its ability to correlate mixedness with time by a simple linear relationship.

Let us consider equation J, where the driving force for mixing is the difference in variance 
between a given time t and end point. Hence, the rate of change of variance can be written as:
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where k is a rate constant representing the rate at which the mixing proceeds. Integrating this 
equation between the variance of σ0

2 at time 0 and σ2 at time t, we get the following equation.
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If we substitute from equation J of mixing index:

 M � exp (�kt) (2.15)

The time required to get the desired degree of mixing can be found by plotting the log of 
experimental values of the mixing against time. The existence of a linear relationship vali-
dates the choice of mixing index.

2.5 Determining the end point of mixing

In any mixing operation, the state of mixture at the end of the operation is known as the 
end point. The concentration of one or more of the components in a mixture is measured 

Table 2.1 Definitions of mixing index.

Mixing index 
definition

Range of values

ReferenceFully segregated Fully mixed

A M � �1
0

σ
σ

0 1 Rose and Robinson (1965)

B M � �1
2

0
2

σ
σ

0 1 Miles (1962)

C M �
�

�

σ σ

σ σ
0
2 2

0
2 2

R

0 1 Lacey (1954)

D M �
σ
σ
R σ

σ
R

0

1 Wiedenbaum and Bonilla 
(1955)

E M �
σ
σ0

1 σ
σ

R

0

Yano et al. (1956)

F M �
�

�

( / )
( / )
σ σ
σ σ

0

0

1
1R

0 1 Beaudry (1948)

G M �
�

�

ln ln
ln ln

σ σ

σ σ
0
2 2

0
2 2

R

0 1 Ashton and Valentin 
(1966)

H M �
�

�

σ σ
σ σ

0

R

0 1 Lacey (1943)

I M �
σ
σ

2

0
2

1 σ
σ

R
2

0
2

Westmacott and Lineham 
(1960)

J M �
�

�

σ σ
σ σ

2 2

0
2 2

R

R

0 1 Smith (2003)

K M �
�

�

σ σ
σ σ

R

R0

0 1 Smith (2003)

L M �
�

�

ln ln
ln ln

σ σ
σ σ

R

R

0 1 Smith (2003)
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by calculating the intensity of segregation, mixing index, etc. These parameters are used 
to determine the end point of a mixing operation. The methods used to determine the end 
point generally rely on measuring the concentration of one or more components in the mix-
ture. In the food processing industry, the technique used to measure end point should be 
non-intrusive, easily cleaned, should not contaminate the product and simple to operate.

2.5.1 Solids mixing

End point during solids mixing process is assessed by sampling as the appropriate scale of 
scrutiny. Analysis of the samples yields information on fraction component. The variance 
for a number of samples analysed can be calculated using the following equation (Rielly 
et al. 1994):
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where Ci is the concentration of a component C in sample i and n is the number of sam-
ples analysed from the mixture. The variance given by the equation describes how the con-
centration of C in various regions of the mixture differs from the mean concentration—a 
perfect mixture will have this value as 0. The maximum variance occurs for a segregated 
mixture, in which the concentration of component C at a particular point would be either 
0 or 1. The variance of a completely segregated mixture is given by the following equation.

 σ2 1� �C C( )  (2.17)

Using this variance, one of the mixing indices, as given below, will be calculated to iden-
tify the end point or extent of mixing in solids mixing operation (Fellows 2000):
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where σ� is the standard deviation of a perfectly mixed sample, σ0 is the standard deviation 
of a sample at the start of mixing and σm is the standard deviation of a sample taken during 
mixing. σ0 can be found using:

 
σ0 � �V V1 11( )  (2.21)

where V is the average fractional volume or mass of a component in the mixture. The mix-
ing index M1 is used when approximately equal masses of components are mixed and/or at 
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relatively low mixing rates, M2 is used when a small quantity of one component is incorpo-
rated into a larger bulk of material and/or at higher mixing rates and M3 is used for liquids 
or solids mixing. The mixing time is related to mixing index as:

 ln M � � Ktm (2.22)

where K is a mixing rate constant, which varies with the type of mixer and the nature of the 
components, and tm is mixing time.

A set of samples taken at definite intervals during mixing gives information on the rate 
of mixing and closeness to randomly mixed state. In practice, the end point of the mix-
ture would be chosen as somewhat away from a fully random state, taking into account the 
errors introduced during sampling and analysis. The overall concentration variance may be 
calculated from:

 
σ σ σ σ σ2 2 2 2 2� � � �m a s p  (2.23)

where σ σa s
2 2,  and σp

2  represent variances due to analytical errors, sampling errors and 
purity differences, respectively. σm

2  represents the variance due to imperfect mixing and 
reduces to a value σr

2  in fully random state. The variance calculated using the above equa-
tions is for a finite number of samples and is only an unbiased estimate of the true concen-
tration variance of the mixture. The larger the number of samples extracted, the better is the 
estimate of the concentration variance. A higher number of samples collected should give 
a better estimate of the concentration variance, and generally, 20–40 samples are required 
to give correct information on homogeneity. Moreover, the samples should be withdrawn 
from different locations within the mixer to get an overall measure of mixedness. Samples 
can be removed by a variety of probes (e.g., a thief probe) or can be inspected by fibre 
optic probes, image analysis, etc. The samples are analysed by particle counting, gravimet-
ric methods and sieve analysis methods.

2.5.2 Fluid mixing

Concepts of scale and intensity of segregation are used to characterise fluid mixing opera-
tions. As homogeneity is approached, the length scale of segregation is expected to decrease 
to a small value, and it is difficult to measure very small length scales. To calculate this small 
value, it is necessary for concentration measurements to be made on a very fine scale, less 
than the scale of segregation. All the probes have finite measurement volumes, and a mixture 
containing heterogeneities on a length scale which are much less the probe resolution scale 
would appear from the measurement device as well mixed. In fluid mixing operations, various 
tracers such as dye, electrolyte, temperature refractive index, acid base reaction, etc., are used 
to express the mixedness of the fluid. Visual/light absorption, conductivity probe, thermocou-
ple, colour change of pH indicator, etc., are used as measuring techniques when the afore-
mentioned tracers are used to measure the mixedness of the fluid. In fluid mixing, a sample 
variance, or simply comparing the variance of concentration at a point with mean, is generally 
preferred in order to avoid difficulties associated with measuring the scale of segregation.

A common method in the batch mixing process of various fluids is to measure the con-
centration of an inert tracer component in the flow and say that the system is well mixed 
when fluctuations in the concentration fall within prescribed limits. A 95% mixing time 
is defined as the time at which the tracer concentration falls and stays within �5% of the 
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final mean concentration (Rielly et al. 1994). The difficulties in batch mixing operations 
are related to tracer volume, resolution scale of the measurement probe, location of tracer 
addition and that of the probe. In turbulent flow, the measured 95% time is independent 
of the position of the probe. However, in laminar flow, the measured time depends on the 
location of the probe within the vessel. In this case, a global mixing time can be measured 
by locating measurement probes at a number of representative positions within the flow. 
The time variation of concentration variance may be calculated for n number of probes as:
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where Ci(t) is the concentration measured by probe i and C� is the mean concentration in the 
tank. In continuous processing, it is the residence time within the mixer that determines the 
mixture quality in the output streams. The ratio of standard deviation and the mean of 
the tracer element in the output stream are often used to describe the degree of mixing in 
static mixers. In these mixers, pipeline inserts cause flow splitting and re-orientation, giving a 
form of distributive mixing.

In case of high-viscosity liquids agitated by high-speed dual impellers, flow visualisation 
using neutrally buoyant particles can be used. For high-viscosity, shear-thinning fluids such as 
xanthan gum and sodium carboxy methyl cellulose, the fluid in the region close to the agitator 
experiences high shear stress. At some distance from the impeller, the shear stress is low and 
the apparent viscosity is high; the liquid is almost stationary. Moreover, Bingham plastic liq-
uids have a yield stress requiring two impellers to generate flow in the whole vessel. Dilatant 
foods like corn flour and chocolate should be mixed with great care. If adequate power is 
not available in the mixer, the increase in viscosity causes damage to the drive mechanism. 
A folding or cutting action prevalent in some planetary mixers or paddle mixers is suitable 
for this type of food (Fellows 2000). In these cases, the liquid flow is defined by a series of 
dimensionless numbers: the Reynolds number, Re(D2N ρm/μm), the Froude number, Fr(DN2/g) 
and the Power number, Po (P/ρmN3D5), where P is power transmitted via the agitator, ρm is 
density of mixture and μm is viscosity of the mixture. These are related as:

 Po � K(Re)n (Fr)m (2.25)

where K, n and m are factors relating to the geometry of the agitator, which are found by 
experiment. The density of the mixture is found by addition of component densities of the 
continuous and dispersed phases:

 ρm � V1 ρ1 � V2 ρ2 (2.26)

where V is the volume fraction, and 1, 2 refer to continuous and disperse phases, respec-
tively. The viscosity of a mixture is found by using the following equations.

 μ μ μm
V V

 unbaffled � 1 2
1 2  (2.27)
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2.5.3 Multi-phase mixing

Multi-phase mixing operations include dispersion of gas in a liquid, suspension of sol-
ids in a liquid during dissolution, dispersion of one liquid in another to promote interface 
mass transfer, etc. In these cases, the phases have a natural tendency to separate. In batch 
processing, these mixtures can be maintained in a well-mixed state only by a continuous 
supply of energy through agitation. The distribution of the dispersed phase in the con-
tinuous phase in the equilibrium state depends on the intensity of agitation. For example, 
during suspension of food particles in a viscous sauce, increasing rotational speed of the 
agitator blades leads to more uniform distribution. The quality of mixture is often judged 
visually through a transparent window. For gas–liquid mixtures, the minimum impeller 
speed, NCD, given by the following equation can be used to describe complete dispersion of 
the gas for pipe spargers:
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where, VG is mean volumetric gas flow rate, T is tank diameter and D is impeller diameter. 
For solid–liquid mixtures, when all the particles are in motion and none remains at the bot-
tom of the tank for more than 1–2 s, then this condition is known as just suspended. The 
impeller speed for just-suspended condition is given as:
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 (2.30)

where dp is particle diameter, x is the percentage solids fraction by mass, D is the impeller 
diameter and s is a constant that depends on impeller and tank geometry. In food process-
ing, it is quite common to have to draw-down and homogenise floating solids, for example, 
hydration of dried vegetables or meat. A partially baffled tank to draw-down solids through 
a central vortex can be used for this type of application.

2.5.4 Alternative measures of mixedness in 
industrial practice

In food processing applications, several other criteria are used to define the well-mixed or 
uniformly dispersed condition, and not all of them are directly related to the distribution 
of concentration or phase fraction within the mixture. Organoleptic or textural qualities 
are often used as indicators of product quality or the state of mixing. The combination of 
mouth feel, flavour and odour is complex to measure using instrumentation. These prop-
erties are commonly assessed by a sensory panel consisting of a number of experienced 
tasters, who individually rate perceived qualities of the food material in different catego-
ries. These methods are reliable and consistent, but cannot be routinely implemented to 
assess the mixedness of a significant fraction of the product output; rather, they are used as 
a measure for occasionally checking product quality and for detecting long-term changes 
in the manufacturing process. Moreover, mixing of food products may involve a number of 
simultaneous processing objectives.
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2.6 Residence time distributions

In general, mixing can be accomplished using a batch process or a continuous process. The 
batch operation aims to achieve spatial mixing as described in Section 2.2, whereas contin-
uous operations are able to produce mixing in space and mixing in time (also called axial 
mixing). For example, in the continuous operation of a well-mixed stirred tank, inside the 
vessel, the mixture is perfectly homogeneous in space, such that the outlet stream contains 
exactly the same composition as in the vessel. In this case, the mixing in time is character-
ised by a residence time distribution as follows:
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where τ is the mean residence time given by vessel volume/volumetric flow rate, E(t) dt 
is the probability that the material residence time is between t and (t�dt) in the mixer. 
Equation (2.31) shows that there is a wide distribution of residence times in a well-mixed 
vessel, such as 10% of the material is retained for t � 0.11τ and 10% resides for t 	 2.3τ, 
indicating that there is a non-homogeneity in the time histories of the materials leaving the 
vessel. Therefore, the two concepts of mixing in space and in time are not always helpful, 
and the use of a residence time distribution to evaluate mixing quality can be misleading. 
Moreover, increasing the degree of back-mixing in a vessel generally increases the spread 
of residence times and non-homogeneity of processing histories.

2.6.1 Modelling of residence time distributions

A typical mixing process can be visualised as moving of individual particles relative to a 
fixed reference. This is a three-dimensional flow problem. If the movement of each particle 
could be analysed separately and then the mass integrated, the mixing or residence time can 
be modelled. The main problem in doing this is determining the forces acting on a particle 
(Lindley 1991). A driving force is imparted by the mixer, but this force is applied directly on 
only relatively few particles, and particle movement is resisted by unknown forces from the 
reminder of the particulate matter. Applying the concepts of mathematical modelling that 
includes fundamental laws of mixing and performance parameters would allow quick and 
easy investigation of residence time distributions. For example, the mean residence time in a 
screw type mixer can be expressed as a function of ti and E(t) (Gautam & Choudhury 1999):
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where, ci is the tracer concentration in the sample producing the observed voltage response 
across the resistor at time ti, and Δti is the time interval between successive samplings.
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3 Kinematics of flow and mixing 
mechanisms

Brijesh Tiwari and P.J. Cullen

3.1 Introduction

Mixing theory has attracted the interest of fluid dynamicists and engineers for its relevance 
in understanding some of the most fundamental problems involving fluid flows, and for 
its practical impact in connection with the chemical, pharmaceutical and food processing 
industries (Baldyga & Bourne 1999). The first quantitative approach to mixing dates back 
to Danckwerts (1952, 1958), who introduced global indices of the ‘degree of mixedness’ 
such as the intensity of segregation, which essentially corresponds to the concentration var-
iance of an advecting–diffusing dye carried by the flow, and the linear scale of segregation, 
yielding the average ‘diameter’ of the partially mixed structures.

About two decades ago, a new approach to characterise mixing in flow systems spread 
out in the fluid dynamics community (Aref 1984; Ottino 1989). This approach originated 
from the observation that even simple, large-scale velocity fields can generate mixing 
structures at arbitrarily small scale. This theory constituted a breakthrough in fluid mix-
ing. In fact, until then, the wordings ‘mixing flow’ and ‘turbulent flow’ were used almost 
interchangeably (Cerbelli et al. 2006). Methods and quantities derived from dynamical sys-
tem theory were directly applied to simple flows, laboratory equipment, stirred tanks, static 
mixers and constituted what is now referred to as the Lagrangian or kinematic theory of 
laminar mixing (Ottino 1989; Beigie et al. 1994).

Our understanding of fluid mixing is advancing by developments in turbulence and 
chaos theory, along with advances in complimentary fields of imaging and computation. 
However, there is still no complete description of turbulence, with flows within mixing 
systems complicated by recirculation, geometric effects and instabilities on several scales 
of motion (Kresta & Brodkey 2004). Turbulence plays a central role in many mixing proc-
esses and is commonly induced by the process industries in mixers to facilitate effective 
mixing. However, the food industry regularly deals with viscous fluids, which necessitate 
mixing in the laminar flow regime, where effective mixing may prove challenging. This 
chapter discusses the role of turbulent and laminar flow in fluid mixing. Comparably, the 
influence of particulate flow on the mixing of solids is also reviewed.

3.2 Fluid mixing

The modern approach to the study of mixing in laminar fluid flows applies dynamical 
systems theory and concepts to the Lagrangian description of fluid flow. The Lagrangian 



22 Food Mixing: Principles and Applications

description uses Cartesian coordinates that move with a particle. When we speak of a fluid 
particle, we mean an element of fluid of negligible dimensions. The equations of fluid 
motion are obtained by applying the principles of mechanics to a fluid particle. In the case 
of an incompressible viscous (Newtonian) fluid of uniform density, the following equations 
are obtained (King 1998).

Considering the Navier–Stokes equations for an incompressible fluid:
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where ω � � 
 u is the vorticity, ω 
 u is the lamb vector, p is the pressure, ρ is the den-
sity and �2u is the dissipation field. Solving these Navier–Stokes equations, we obtain the 
velocity field u(x, t). The dynamical systems setting for the study of the transport and mix-
ing of a fluid particle is the study of the trajectories of:

 x
.
 � u(x, t) (3.2)

where each initial condition corresponds to a different fluid particle. A trajectory is the 
path the fluid particle takes through the fluid, and the phase space is physical space (King 
1998).

To investigate the mixing in a fully three-dimensional laminar flow, it is difficult to obtain 
u(x, t) because the majority of studies have been restricted to time-dependent forcing of 2D 
velocity fields (Ottino 1989) and 3D flows based on qualitative or kinematic models which 
mimic a velocity field but do not satisfy equations (3.1) (Feingold et al. 1988; Bajer & 
Moffatt 1990; Holm & Kimura 1991; Stone et al. 1991; Jones & Young 1994). Only by 
studying the kinematics of velocity fields satisfying the Navier–Stokes equations can an 
understanding be achieved of how inertia and viscosity influence the mixing properties 
throughout the fluid—a question of both fundamental and practical interest.

The Navier–Stokes equations for a Newtonian fluid are simply equations for the veloc-
ity vector field, whereas the rheological equations for a visco-elastic fluid involve a non-
linear ‘constitutive equation’ for the stress tensor. Any calculation is therefore much harder 
for visco-elastic flow, and even conceptually simple approximation schemes often lead to 
cumbersome expressions with many terms. Secondly, the structure of these equations is 
such that in flow regions with significant shear, components of the stress tensor tend to 
grow exponentially, making extension of numerical techniques to significant Weissenberg 
numbers (Wb) difficult, resulting in it being termed the high Weissenberg number problem 
(HWNP) (Owens & Phillips 2002; Fattal & Kupferman 2004; Hulsen et al. 2005). The 
HWNP has been the major stumbling block in computational rheology for the last three 
decades. The term ‘HWNP’ refers to the empirical observation that all numerical methods 
break down when the Weissenberg number exceeds a critical value (Hulsen et al. 2005).

3.2.1 Kinematics of fluid flow

Fluid flow can be expressed by either one of two ways viz. Lagrangian or Eulerian 
approaches. To express fluid velocity with the Eulerian approach, a point in a flow field is 
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selected using the Cartesian coordinate system (x, y, z), and observed changes in properties 
such as velocity, pressure and/or temperature as the fluid passes through this particular point 
are measured. However, in the steady state condition, the flow properties are no longer a 
function of time. The Eulerian viewpoint is commonly used, and it is the preferred method 
in the study of fluid mechanics. In this case, velocity depends upon the point in space and 
time. In the Lagrangian viewpoint, an individual fluid particle is considered for all time. The 
Lagrangian description of fluid mechanics is based on an observer following the trajectories 
of fluid particles, which are moving mathematical fluid points of infinitesimal size but large 
compared to molecular dimensions as required by continuum assumptions (Yeung 2002). 
This viewpoint is widely used in dynamics and statics and easy to use for a single particle 
and works well for solid particle tracking techniques (Chapter 7). In this approach, as the 
fluid particle travels about the flow field, the changes in flow properties such as velocity is 
obtained by differentiating the position vector [r(t)] with respect to time:

 r(t) � xi � yj � zk (3.3)
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 V(t) � ui � vj � wk (3.5)

where i, j, k are unit vectors in x, y,  z directions and u, v, w are the respective component 
velocities.

It is not practical to keep track of the positions of all particles in a flow field; conse-
quently, the Eulerian approach is often preferred over the Lagrangian approach. However, 
both the approaches can be used in the study of fluid mechanics. A Lagrangian approach 
following the motion of infinitesimal material fluid elements (which by definition move 
with the local instantaneous flow) is conceptually natural and practically useful for describ-
ing turbulent transport (Yeung 2002). Important early contributions in this line of research 
include those of Taylor (1921) who studied the statistics of displacement of a single fluid 
particle, Richardson (1926) who studied the dispersion of particle pairs relative to each 
other and Batchelor (1949, 1952) who established formal connections between the statis-
tics of fluid particle motion and the concentration field of a diffusing contaminant. The 
kinematic approach has contributed to a better understanding of existing mixing devices as 
well as to the rational design of new ones (Harvey & Rogers 1996; Zalc et al. 2001).

Motion of individual particles in a fluid can be either regular, that is integrable (termi-
nology used by fluid dynamicist for regular flow), or chaotic. A laminar flow field is one 
in which velocity, pressure and other flow parameters do not vary irregularly with time. 
A chaotic flow field is one in which the path and final position of a particle placed within 
the field are extremely sensitive to their initial position (Rothstein et al. 1999). Chaotic 
advection is the process of mixing using flow fields that are entirely regular in space and 
time, yet which cause particles initially close together, to become widely separated, and 
the flow as a whole well mixed (see Section 3.3). Chaotic flows have been proven to be the 
only effective route to destroy segregation rapidly in viscous mixing applications, which 
are particularly prone to remain inhomogeneous for long periods of time (Lamberto et al. 
1996; Avalosse & Crochet 1997; Hobbs et al. 1997; Unger & Muzzio 1999). Before dis-
cussing mixing in various flow regimes, it is important to quantify the flow regime.
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3.2.2 Quantification of flow regimes

Hydrodynamic flow in classical and quantum fluid mechanics can be classified into one 
of two broad categories or regimes, namely, laminar and turbulent flows. The flow regime, 
whether laminar or turbulent, is important in understanding the mixing mechanism. 
Laminar flow exists over a very low range of velocities, whereas turbulent flow occurs 
at higher velocities. When viscous forces predominate, the flow is laminar. Conversely, 
in turbulent flow, inertial forces dominate and the fluid forms eddies with widely differ-
ent length and time scales. However, such predictions are valid only for constant flow and 
become more difficult where flow is pulsatile or radial. The situation is further compli-
cated if the contained fluid is non-Newtonian (Janssen et al. 2007). In general, the pat-
tern of the flow varies with the velocity, the physical properties of the fluid and the 
geometry of the surface, for example tube or an open surface. In the majority of moderate 
and high-speed flow problems, some form of random variation of flow variables exists. 
The laminar treatment is generally not applicable when such variations occur. Turbulent 
flow is defined as a flow with random variation of various flow quantities such as velocity, 
pressure and density. Turbulence is a property of a flow, not that of a fluid (Zienkiewicz 
et al. 2005). In turbulent flow, the inertia stresses dominate over the viscous stresses, 
leading to small-scale chaotic behaviour in the fluid motion. Turbulent flow is generally 
dominated by recirculation, swirling of a fluid or apparent randomness. Recirculation or 
randomness does not necessarily indicate turbulent flow, and it may also be present in 
laminar flow.

Flows of visco-elastic fluids are characterised by the Weissenberg number (Wb) which 
measures the importance of relaxation, elasticity and anisotropy effects due to the visco-
elasticity. The Reynolds number (Re) and Wb behave in a similar fashion. However, trans-
formation towards turbulent flow for either case largely depends upon flow geometry 
(Morozov & van Saarloos 2007).

Flow regimes can be quantified based on the type of mixer employed, including stirred 
tank, static mixer, bubble column reactor or flow in a pipe or a duct.

3.2.2.1 Tube flow and static mixers

The flow rate and physical properties of a Newtonian fluid may be used to predict its pat-
tern of flow in a simple circular pipe. The parameters determining the type of flow present 
is expressed by the Reynolds number given by:

 
Re �

ρ
μ
VD

 (3.6)

where V, D, ρ and μ are fluid velocity, pipe diameter, fluid density and fluid viscosity, 
respectively.

 Laminar flow: Re � 2,000
 Transitional flow: 2,000 � Re � 4,000
 Completely turbulent: Re 	 4,000

By inserting a series of flow orientation elements along the axis of a straight pipe, the flow 
can be periodically split and remixed at the junctions along with stretching and folding 
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within the elements. Static mixers may function in either the laminar, transitional or turbu-
lent flow regimes.

The same general concepts of an open type apply to flows in static mixers except that the 
transition values for Re are lower by a factor of about 2 (Regner et al. 2006). Flows are generally 
laminar for Re � 50 and turbulent for Re 	 1,000. The inserts cause systematic disturbances to 
the flow field so that complex but fairly reproducible flow behaviour can be expected in the 
intermediate range 50 � Re � 1,000 (Regner et al. 2006). More exact numbers depend on the 
design of the elements including their aspect ratio (length-to-diameter ratio) of the elements.

Apart from the primary flows, which follow the curvature of the mixer elements, addi-
tional structures in the flow (secondary flows) may significantly influence the mixing 
process. Vortices have been reported to occur at flow rates above certain Reynolds num-
bers (Re) (Jaffer & Wood 1998; Ujhidy et al. 2003). For a given geometry, this critical 
Reynolds number is dependent on the aspect ratio, that is, short elements lead to a low crit-
ical Reynolds number (Regner et al. 2006). Figure 3.1 shows how a striation is rotated and 
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Fig. 3.1 The rotation and stretching of a striation in a Lightnin Series 45 static mixer: (a) due to 
primary flow at a Reynolds number of 1 and (b) due to primary and secondary flows at a Reynolds 
number of 80. [Reprinted from Regner et al. (2006) with permission from Elsevier.]
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stretched at a Reynolds number of 1 and 80, respectively, by the trajectories of particles. 
At Re � 1, the striation is only affected by the primary flow, whereas at Re � 80, any addi-
tional rotation and stretching occurs due to vortices in the middle of the mixer elements 
and at the element intersection (Regner et al. 2006).

Table 3.1 shows the flow regime for a number of commercially available static mixers.

3.2.2.2 Stirred tanks

The stirred tank is the most common industrial mixer used by the processing industries of 
detergents, creams, drugs, foods, vaccines and chemicals. A modified Reynolds number is 
employed for stirred tanks, based upon the impeller diameter (d) and rotational speed (N).

 
Re �

ρ
μ

d N2

 (3.7)

The flow patterns within a stirred tank will be governed by the type of impeller employed. 
The flow patterns include: (a) axial flow which coincides with the axis of the impel-
ler shaft, (b) radial flow which is parallel to the impeller radius toward the vessel wall, 
and (c) tangential flow which is induced by swirling or by formation of a vortex. Mixing 
in tangential flow pattern is limited due to small velocity gradients. Figure 3.2 shows the 
flow regime transition with change in Re number in a stirred tank agitated by an impeller. 
Figures 3.2a and 3.2b show the region where Reynolds number is small and is in lami-
nar flow, whereas Figure 3.2c shows the transition region from laminar to completely 
turbulent flow. For stirred vessels, the flow is laminar for Re � 10 and fully turbulent 
for Re � 104.

For viscous fluids the laminar flow regime dominates, where even small disturbances are 
dampened out by the viscous forces. If we attempt to induce turbulence with high rotational 
speed impellers, the flow velocities decay rapidly at distances from the impeller. Caverns of 
well-mixed regions are formed, surrounded by the regions of unmixed or stationary fluid. 
Consequently, numerous mixing designs operate in the laminar regime such as close clear-
ance impellers including helical ribbons and anchors.

Quantification of the flow regime in a stirred tank has not been accurately characterised 
in the laminar regime neither with the Eulerian velocity field nor with the Lagrangian par-
ticle trajectories (Harvey & Rogers 1996; Harvey et al. 1997; Ranade 1997; de la Villéon 
et al. 1998; Tanguy et al. 1998; Lamberto et al. 2001). Alvarez-Hernández et al. (2002) 
examined the transport of fluorescent dye in a tank stirred by three co-axial ‘Rushton’ 
impellers, each with six equally spaced vertical vanes. The experiment showed that a small 
aliquot of dye would ultimately spread to cover approximately 80% of the cross-sectional 
area of the tank. If the impellers are replaced by disks of the same outer diameter, a very 
similar flow is generated, but essentially no convective mixing occurs. Dye injected any-
where in the flow becomes trapped in toroidal recirculating regions. Alvarez-Hernández 
et al. (2002) reported that the stirring action alone does not generate detectable global 
mixing. They demonstrated that the flow in stirred tank mixers is almost identical to a dom-
inant non-chaotic circulatory flow. Mixing occurs only due to small perturbations to a non-
chaotic flow that leads to the emergence of 3D horseshoes. Horseshoes indicate that the 
system is chaotic which involves repetitive stretching and folding (Ottino 1989), an opera-
tion referred to as a horseshoe map in mathematics.



Table 3.1 Industrial applications of static mixers along with flow regime.

Mixer Flow regime Area of application References/
Company

Kenics Laminar/
turbulent

Thermal homogenisation of polymer melt
Gas–liquid dispersion
Dilution of feed to reactor
Dispersion of viscous liquids

Chen (1975)
Smith (1978)

Turbulent Berkman and 
Calabrese (1988)

980 � Re
� 8,500

Enhancement of forced flow boiling heat 
exchanger

Azer and Lin (1980)

SMX Laminar Mixing of high-viscosity liquids and liquids 
with extremely diverse viscosity, homogenisation 
of melts in polymer processing

Koch-Glitsch Inc. 
(2001)

SMV Turbulent Low-viscosity mixing and mass transfer in 
gas–liquid systems

Koch-Glitsch Inc. 
(2001)

SMXL Laminar Liquid–liquid extraction
Homogeneous dispersion and emulsions
Heat transfer enhancement for viscous fluids
Sludge conditioning, pulp stock blending, 
bleaching and dilution, bleaching of suspen-
sion and slurries

Koch-Glitsch Inc. 
(2001)

SMF
Koch-Glitsch Inc. 
(2001)

SMR Laminar Polystyrene polymerisation and 
devolatilisation

HEV Turbulent Low-viscosity liquid–liquid blending, gas–gas 
mixing

Chemineer Inc. 
(1988)

LPD Laminar Blend two resins to form a homogeneous 
mixture

Turbulent Blending grades of oil or gasoline Ross Engineering Inc. 
(2001)

LLPD Turbulent Liquid–liquid dispersions Ross Engineering Inc. 
(2001)

Laminar Blend out thermal gradient in viscous streams Ross Engineering Inc. 
(2001)

ISG Laminar Blending catalyst, dye or additive into viscous 
fluid

Ross Engineering Inc. 
(2001)

Homogenisation of polymer dope
Pipeline reactor to provide selectivity of 
product

Turbulent Wastewater neutralisation
Inliner mixer 
series 45

Turbulent Fast reaction and blending application 
including widely differing viscosity, densities and 
fluid with unusual properties, such as polymer

Lightnin (2001)

Chemical and petrochemical systems, hydro-
carbon refining, caustics, pulp and fast reactions

Inliner mixer 
series 50 
SMV-4

1,400 � Re
� 3,700

Fine liquid–liquid dispersions 
(water–kerosene)

16,000 � Re
� 58,000

Dispersion of immiscible fluids, for example, 
water–kerosene
Phase inversion in liquid–liquid system, for 
example, water–organic, water–CCl4

Al-Taweel and Walker 
(1983), Sembira 
et al. (1986), Tidhar 
et al. (1986)

Static-mixer
woven screen 
Komax SM

Turbulent Dispersion of kerosene in water. Mixing food 
products such as margarine and tomato 
pastes, viscous liquids like syrups and light 
fluids like juices

Al-Taweel and Walker 
(1983), Komax 
Systems Inc. (2001)
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3.2.2.3 Bubble columns

In bubble column reactors, a commonly used device in the process industries, a dispersed 
gas phase moves in a continuous liquid phase, and accordingly, the flow conditions in the 
gas phase are of essential importance for understanding and modelling of these reactors. 
The flow regime in a bubble column reactor can be defined based on the nature of disper-
sion. In general, based on the bubble size distribution, the radial distribution of gas hold-up 
and the macro-scale liquid circulations, two different flow regimes have been identified in 
bubble columns: the dispersed bubble (homogeneous) and coalesced bubble (heterogene-
ous) flow regimes (Deckwer 1992; Tzeng et al. 1993; Chen et al. 1994; Lin et al. 1996; 
Zahradnik et al. 1997; Ruzicka et al. 2001; Mouza et al. 2005). These two regimes along 
with the transition regime are shown in Figure 3.3. The two flow regimes can be clearly 
distinguished visually and can be simply identified from the dependence of gas hold-up 
on the superficial gas velocity demonstrated schematically (Zahradnik et al. 1997) (Figure 
3.4). The homogeneous bubbling regime, represented by the line AB in Figure 3.4, is char-
acterised by the almost uniform size of bubbles and by radially uniform gas hold-up. The 
bubbles generated at the sparger rise undisturbed vertically or with small-scale transverse 
and axial oscillations. The extent of bubble coalescence and break-up in the bed is negli-
gible, and hence, the sizes of bubbles and the value of the bubble-bed voidage are entirely 
governed by the type and design of the gas sparger and by physical properties of the gas–
liquid system. There is no large-scale liquid circulation in the bed. The liquid phase tur-
bulence is not isotropic and its scale is of the order of the bubble size. Conversely, the 
heterogeneous bubbling regime is characterised by the wide distribution of bubble sizes 
and by the existence of a radial gas hold-up profile. A portion of gas throughput, which 
increases with increasing gas velocity, is transported through the bed in the form of fast-
rising large bubbles. Macro-scale circulation of the liquid phase is induced by the void-
age profile, with velocities one to two orders of magnitude higher than the common range 
of superficial liquid velocities. The turbulence characteristics are assumed to be isotropic, 

n n

(a) (b) (c)

Laminar or turbulent zone

Stagnation zone

n

Fig. 3.2 Transition of flow regime in stirred tank: (a) laminar and stagnation, (b) laminar with 
stagnation and (c) transitional region.
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and the scale of turbulence is proportional to the column diameter. The limits of the tran-
sition region between the homogeneous and the heterogeneous bubbling regimes (B and 
D in Figure 3.4) are characterised by the onset and the complete development of liquid 
circulation patterns in the bed. In the transition regime, dependence fractional gas hold-up 
and superficial velocity typically exhibit a clearly pronounced maximum, reflecting the 
increasingly negative effect of the developing liquid circulation on the gas hold-up values 
(Zahradnik et al. 1997).
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Fig. 3.4 Schematic diagram showing relationship between flow regime, superficial gas velocity and 
fractional gas hold-up.

(a) (b) (c)

Fig. 3.3 Schematic representation of the flow regimes in a bubble column: (a) dispersed bubble 
flow regime, (b) vortical flow regime and (c) turbulent flow regime. White arrows: time-averaged liquid 
flow patterns; black arrows: instantaneous liquid flow patterns; grey colour: liquid phase; white circles/
ellipses: gas phase. [Reprinted from Díaz et al. (2008) with permission from Elsevier.]
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Dispersed bubble flow regime (homogeneous)

This is also known as the laminar, uniform, dispersed, bubbly flow regime. It generally 
takes place at low values of superficial gas velocity and is characterised by: (a) a narrow 
bubble size distribution with bubbles rising vertically; (b) a time-averaged uniform radial 
distribution of both the gas hold-up and the liquid velocity and (c) the inexistence of large-
scale liquid circulations (although small liquid vortices are detected). The bubbles rise 
almost vertically and lift up a considerable amount of liquid to the top of the column. The 
liquid thus carried up must return down, as there is zero net liquid flow in the column. The 
liquid counter-current delays the bubble rise, hence increasing the gas hold-up. This small-
scale liquid velocity field is unsteady and highly fluctuating on short time scales; however, 
the long-time radial profiles of velocity (Hills 1974; Lapin & Lubbert 1994) and voidage 
(Kumar et al. 1997) are flat.

Coalesced bubble flow regime (heterogeneous)

This is also known as the turbulent, circulation, clustered, churn-turbulent regime. It is 
produced by either (a) plates with small and closely spaced orifices at high gas flow or 
(b) plates with large orifices at any gas flow. The former case results from the instability of 
a dispersed bubble flow regime and the subsequent transition. This flow regime exists for 
higher values of superficial gas and presents a wide bubble size distribution due to the now 
significant influence of the coalescence and break-up processes. Both the gas hold-up and 
the liquid velocity exhibit a remarkable radial profile when their values are time-averaged. 
Additionally, the liquid phase develops highly chaotic and dynamic macro-scale circulation 
patterns. As in case of homogeneous flow regimes, the liquid circulations in heterogeneous 
flow regimes are highly non-stationary in short time scales (Chen et al. 1994; Devanathan 
et al. 1995). However, the long-time radial profiles of velocity and voidage are not flat as 
in case of homogeneous flow regimes, and display roughly parabolic dependence on the 
column radius with a maximum on the centreline (Franz et al. 1984).

In both the dispersed bubble and coalesced bubble flow regimes, the liquid vortices are 
highly unsteady, but their dimension determines the resulting time-averaged liquid velocity 
and gas hold-up profiles, as only bubble column size flow structures contribute to the time-
averaged calculations (Mudde & Van Den Akker 1999; Ruzicka et al. 2001b). Therefore, 
when the dispersed bubble regime prevails, the radial profiles of the time-averaged val-
ues of gas hold-up and liquid velocity time are flat. Those profiles become approximately 
parabolic as the coalesced bubble regime gets established. Table 3.2 shows the difference 
between two flow regimes.

Owing to the different behaviour of bubble-bed reactors in the homogeneous and het-
erogeneous bubbling regimes, the dependences of the rates of momentum, mass and heat 
transfer on the design and operating parameters of these reactors (such as reactor geometry, 
gas and liquid flow rates, and gas and liquid phase properties) are also substantially differ-
ent. For rational reactor design, it is of essential importance to know the range of param-
eters over which a particular regime prevails and the conditions under which the regime 
transition occurs (Zahradnik et al. 1997).

Following the pioneering papers of Aoyama et al. (1968) and Ohki and lnoue (1970), 
numerous experimental studies have examined the conditions of formation and stability of 
homogeneous and heterogeneous bubbling regimes in bubble column reactors and/or deter-
mined the critical values of superficial gas velocity at which the transition between the two 
respective regimes occurs (Zahradnik & Kastanek 1979; Pilhofer 1980; Joshi & Lali 1984; 
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Jamialahmadi & Mueller-Steinhagen 1989; Krishna et al. 1991). In their comprehensive 
treatise on bubble column hydrodynamics, Ranade and Joshi (1987) developed a math-
ematical description of the gas hold-up structure in the homogeneous and heterogeneous 
bubbling regimes, and subsequently, proposed relations predicting transition values of gas 
hold-up for small (2 mm) and large (�2 mm) diameter bubbles. Following their work, an 
attempt at theoretical analysis of the transition from the homogeneous to the heterogeneous 
bubbling regime in two-dimensional bubble columns was made by Shnip et al. (1992), who 
eventually developed quantitative transition criteria for both semibatch and continuous col-
umn operations. An empirical correlation for the transition from the homogeneous to the 
heterogeneous regime has been developed by Wilkinson et al. (1992), taking into account 
the effect of gas phase density and physical properties of the liquid phase (for pure coalesc-
ing liquids). Research on the bubbling regime duality has been given a new impulse with 
the work of Biesheuvel and Gorissen (1990), who derived one-dimensional conservation 
equations governing gas–liquid flow at small deviations from the uniform state and used 
them subsequently to describe the features of propagation of void fraction disturbances and 
to investigate the stability of the uniform (homogeneous) bubbly flow. Their analysis has 
been modified by Krishna et al. (1993) to examine the effect of gas density on the delay in 
the regime transition observed with the increase in gas density. In the wake of the attempts 
at general treatment of the transition phenomena, a new generation of experimental works 
appeared lately, aimed at characterising the homogeneous and the heterogeneous bub-
bling regimes and identifying regime transition, with the help of sophisticated experimen-
tal methods as well as evaluating procedures of non-linear dynamics (Thimmapuram et al. 
1992; Bakshi et al. 1995; Letzel et al. 1996; Hyndman et al. 1997). In spite of the long-
term activities of numerous researchers, the attempts at a general treatment of the bub-
bling regime duality do not seem to be adequately backed by the experimental evidence 
characterising the influence of design and operating parameters of bubble column reac-
tors on the regime stability and transition and/or on the behaviour of gas–liquid beds in 
the respective bubbling regimes. In particular, inspection of the literature clearly indicates 

Table 3.2 Qualitative comparison of homogeneous and heterogeneous flow regimes in bubble columns.

Flow regime

Homogeneous Heterogeneous

Plate Orifice size Small Large
Orifice pitch Small Large
Number of orifice Large Small

Bubbles Size Small Large
Formation Break-up of fine jets Break-up of strong jets
Coalescence No Yes
Rise Almost vertically Irregular path

Voidage Mean value Low High
Non-uniformity Small Large
Mean radial profile Zero Non-zero
Voidage gas flow rate graph Convex Concave

Liquid flow Scales excited �Bubble size �Column size
Circulations No Yes
Mean radial profile Zero Non-zero

Boundaries Importance High Low
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the lack of quantitative information on the effect of column (and to a lesser extent even 
distributor) geometry on the bubbling regime characteristics and the transition conditions 
in non-coalescent media. Accordingly, the effect of apparatus and sparger geometry has 
not been adequately reflected in the criteria proposed in the literature for regime transition 
(Ranade & Joshi 1987; Wilkinson et al. 1992), or, as in the case of Shnip et al. (1992), 
implications of such an effect have not been appropriately verified. Similarly, correlation of 
the effect of liquid phase properties has been limited to pure coalescent liquids (Wilkinson 
et al. 1992), though it has been acknowledged that coalescence hindering in aqueous solu-
tions of electrolytes or alcohols may result in a delay of the regime transition to higher 
superficial gas velocities and gas hold-up values. It has therefore been felt that, in parallel 
with the attempts at general theoretical treatment of bubbling regime duality in bubble col-
umn reactors, it might be useful to present comprehensive experimental evidence mapping 
the changes of bubble-bed characteristics with bubbling regime transition and demonstrat-
ing the multifaceted effects of design parameters and liquid phase properties on the for-
mation and stability of respective bubbling regimes and on the conditions of their mutual 
transition.

Factors influencing formation and stability of bubbling regimes

Stability of the bubbling regime and respective values of bubble-bed voidage are strongly 
influenced by the type and geometry of a gas distributor, in the case of the most common 
perforated distributing plates (Zahradnik et al. 1997). Table 3.3 shows the effects of operat-
ing and design parameters on flow regime transition and the stability of bubbling regimes. 
At a constant value of the aspect ratio (height/diameter of bubble column), both the stabil-
ity region of the homogeneous bubbling regime and the maximum value of the homogene-
ous gas hold-up are negatively influenced by increasing the column diameter. Conversely, 
for heterogeneous bubble beds, gas hold-up is independent of the column diameter for 
D � 0.15 m (Zahradnik et al. 1997). These may not be true in large-diameter units, which 
may require experimental validation to clarify the scale-up issue under the homogeneous 
and transition bubbling conditions.

3.2.3 Chaotic advection

Mixing in the laminar flow regime is accomplished very slowly by molecular diffusion, 
and mixing rate is greatly accelerated by turbulence. Turbulence is associated with large 
velocity gradients, especially, in the small scales (eddies) and high shear rates (Bagtzoglou 
et al. 2006). Hence, in food mixing, use of turbulence may not be desirable in certain cases. 
For example, the high shear rates could modify rheological and functional properties of 
proteins and may damage enzymes or beneficial microorganisms such as yeasts involved 
in fermentation. In other situations such as flows of very viscous fluids, including viscous 
suspensions and pastes, the flow remains laminar. A fundamental mixing process, namely, 
chaotic advection has been proposed in fluid dynamical systems theory based on the pio-
neering work of Aref (1984). Chaotic advection causes simple, non-turbulent flows to 
exhibit very complicated particle trajectories that result in enhanced mixing. Several stud-
ies demonstrate chaotic advection in low Reynolds number flows. Since the mid-1980s, 
a substantial number of investigators have demonstrated that chaotic advection can occur 
in a wide variety of laminar flows, from creeping flow to potential flow, and in a number 
of different flow systems, including unsteady two-dimensional flow and both steady and 
time-periodic three-dimensional flows (Stremler et al. 2004). Chaotic advection occurs 
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Table 3.3 Generalised effect of operating and design parameters on flow regime transition.

Parameter Effect on flow regime transition References

Pressure In general, an increase in pressure 
results in an increase in transition 
velocity

Krishna et al. (1991), Wilkinson 
et al. (1992), Reilly et al. (1994), 
Lin et al. (1999), Shaikh and 
Al-Dahhan (2005)

Temperature An increase in temperature increases 
the transition velocity and delays flow 
regime transition

Bukur et al. (1987), Lin et al.
(1999)

Viscosity An increase in viscosity, in general, 
advances flow regime transition

Wilkinson (1991), Ruzicka et al.
(2001)

Surface tension Reduction in surface tension increases 
transition velocity

 Urseanu (2000)

Solids loading An increase in solids loading, in 
general, decreases transition velocity

Krishna et al. (1999), Vandu 
(2005), Mena et al. (2005), Shaikh 
and Al-Dahhan (2006)

Sparger (hole size) Transition velocity decreases with an 
increase in hole size up to certain hole 
size

Sarrafi et al. (1999), 
Jamialahmadi et al. (2000)

Sparger (perforation 
pitch)

Transition velocity increases with 
perforation pitch and then remains the 
same after certain critical value

Sarrafi et al. (1999), 
Jamialahmadi et al. (2000)

Liquid height An increase in liquid height reduces the 
transition velocity

Sarrafi et al. (1999), Ruzicka et al.
(2001)

Column diameter Conflicting results. An increase in 
column diameter increases transition 
velocity (Group 1) while column 
diameter advances flow regime 
transition (Group 2)

Group 1: Ohki and Inoue 
(1970), Sarrafi et al. (1999), 
Jamialahmadi et al. (2000), 
Urseanu (2000)
Group 2: Zahradnik et al. (1997), 
Ruzicka et al. (2001)

Aspect ratio Aspect ratio decreases the transition 
velocity. However, it alone is not 
sufficient to provide reliable information 
on flow regime stability

Ruzicka et al. (2001), Thorat and 
Joshi (2004)

when highly complicated particle trajectories are observed in the Lagrangian frame of ref-
erence even for simple, well-behaved velocity fields. Aref (1984) made the fundamental 
observation that the stream function (ψ) in 2D incompressible flows plays the role of a 
Hamiltonian in classical mechanics. If ψ were to be time dependent, it is possible for the 
system to exhibit chaotic particle trajectories. The required time dependence of the stream 
function need not be due to the effects of high Reynolds number flows in which the veloci-
ties fluctuate stochastically, but may be caused by some simple, external modulation of the 
flow system. The role of diffusion and transient velocities has been studied numerically and 
experimentally in the dispersal of passive scalars produced in a low Reynolds number journal-
bearing flow by Dutta and Chevray (1995). The ability of chaotic advection to enhance 
mixing in laminar flows on the macroscale and the fact that chaotic advection occurs in 
numerous geometries (Table 3.4) and under a variety of flow conditions make it an obvious 
tool for designing devices that mix well on the microscale.
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Chaotic advection can be used to control the rate and quality of mixing (D’Alessandro et al. 
1999). The two controlling mechanisms of the convective mixing process, stretching and 
folding, occur simultaneously at different rates in each portion of the flow, creating complex 
patterns (Szalai et al. 2003). Figure 3.5 shows the characteristic of chaotic advection.

In two dimensions, chaotic advection (Rothstein et al. 1999) requires a time-dependent 
flow. In three dimensions, it can occur in steady flow. Chaotic advection enhances the qual-
ity of mixing because one of the hallmarks of chaos is the exponential separation of ini-
tially nearby points. If all pairs of points in some region of the flow separate exponentially, 
interfaces stretch dramatically and the end result for the bulk fluid is improved mixing. 
Over the past two decades, chaotic advection has become a mainstay of the literature on 
fluid stirring and mixing. The immediate applications to the mixing of viscous fluids in 
chemical engineering have been supplemented by more esoteric examples (Ottino 1989; 
Aref & El Naschie 1995) such as mixing in physiological flows, in microfluidic channels, 
in geophysical fluids such as molten rock, and even in tidal flows in shallow waters.

Even though the first theoretical example of chaotic advection was a 3D flow (Hénon 
1966), the number of theoretical studies addressing chaos and mixing in such flows is 

Table 3.4 Application of chaotic advection.

Applications References

Tendril–whorl flow Khakhar et al. (1987)

Pulsed source-sink systems Jones and Aref (1988)

Eccentric journal-bearing flow Aref and Balachandar (1986), Chaiken et al. (1986, 
1987)

Lid-driven cavity flow Chien et al. (1986), Leong and Ottino (1989)

Twisted-pipe flow Jones et al. (1989)

Pulsed source-sink flow Jones and Aref (1988)

Taylor–Couette flows Ashwin and King (1995), Mezid (2001)

Two-dimensional vortex flows Rom-Kedar and Poje (1999), Krasny and Nitsche 
(2002), Boyland et al. (2003)

Three-dimensional vortex flows MacKay (1994), Solomon and Mezid (2003)

Time-periodic vortex flows Rothstein et al. (1999)

Two-dimensional cellular flow Rothstein et al. (1999)

Open cavity flow Horner et al. (2002)

Stirred tanks Meleshko and Aref (1996), Boyland et al. (2000), 
Finn et al. (2003)

Heat transfer enhancement Ghosh et al. (1992), Bryden and Brenner (1996), 
Ganesan et al. (1997), Mokrani et al. (1997)

Enhanced heat transfer for heat exchangers Sen and Chang (1991)

Fuel cell cooling Lasbet et al. (2007)

Novel polymer processing Zumbrunnen and Inamdar (2001), Kwon and 
Zumbrunnen (2001)

Field of medicine (low RE mixing enabled human 
plasma mixing without damaging the cells)

Omurtag et al. (1996)

To create long-chain polymers as low velocities 
prevent the viscous disunion of such molecules

Miles et al. (1994)
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small (MacKay 1994; Ashwin & King 1995; Haller & Mèzic 1998). Most chaotic mix-
ing experiments have been restricted to two-dimensional, time-periodic flows, and this has 
shaped advances in theory as well. A prototypical, bounded, three-dimensional flow with a 
moderate Reynolds number was reported by Fountain et al. (1998), which reveals detailed 
chaotic structures with high-period islands. Islands are unmixed regions, which translate, 
stretch and contract periodically, and they represent the primary obstacle to efficient mix-
ing. Particle trajectories in chaotic regions separate exponentially fast, and material fila-
ments are continuously stretched and folded by means of horseshoes (Leong et al. 1988). 
Formally, the advection equations are a Hamiltonian system (Aref 1984), for which consid-
erable theory already exists (Wiggins 1992).

3.2.4 Fluid mixing mechanisms

Mixing in the food industry implies not only a stirring process in stirred tank, where fluid 
particles are transported mechanically and distributed more uniformly, but also involves 
diffusion, which smoothes the concentration gradients created by advection (Raynal & 
Gence 1997). As discussed in Chapter 2, the scale and intensity of segregation are impor-
tant when evaluating mixing. Molecular diffusion is needed to reduce segregation intensity. 

Fig. 3.5 Fluid labelled with fluorescein was initially confined to the right half of a cell. Forcing occurs 
by a time-periodic electric current in the presence of a spatially periodic magnet array. The repetitive 
stretching and folding that is characteristic of chaotic advection is evident. [Reprinted from Rothstein et al.
(1999) with permission from Macmillan Publishers Ltd.]
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It will occur in all flow regimes; however, turbulence decreases the scale of segregation 
by dramatically increasing the interfacial area available for molecular diffusion to occur. 
Turbulent mixing can be viewed as a three-stage process (Eckart 1948) of entrainment, dis-
persion (or stirring) and diffusion, spanning the full spectrum of space-time scales of the 
flow. In liquids, where mass diffusivities are much smaller than kinematic viscosities, it is 
useful to further split diffusive action into two steps, one in which viscosity acts (acquisi-
tion of small-scale vorticity) and the second where mass diffusion takes place (Batchelor 
1959; Dimotakis 1986). In the simplest case, mixing is passive, as occurs between passive 
scalars. A passive scalar is a diffusive contaminant in a fluid flow and is present in such 
low concentration that it has no dynamical effect on the fluid dynamics itself. Passive scalar 
behaviour is important in turbulent mixing, combustion and pollution and provides impetus 
for the study of turbulence itself (Warhaft 2000). Examples of such mixing include: mixing 
of density-matched gases; the dispersion and mixing of non-reacting trace markers such 
as pollutants, small temperature differences, small-particle smoke/clouds, or ink; and other 
low-concentration dyes in a liquid. Such mixing does not couple back on the flow dynam-
ics; although dispersion and mixing are driven by the turbulent flow, a correct accounting 
of mixing is not required to describe the flow dynamics (Dimotakis 2005). Whereas, mix-
ing of different-density fluids in an acceleration/gravitational field, as in Rayleigh–Taylor 
(Rayleigh 1883; Taylor 1950) and Richtmyer–Meshkov (Richtmyer 1960; Meshkov 1969) 
instability flows, and mixing of the temperature and salinity fields in large-scale ocean 
currents and the thermohaline circulation (Adkins et al. 2002; Wunsch 2002; Wunsch & 
Ferrari 2004) are coupled to the flow dynamics. Progress in the study of turbulent mix-
ing has mostly been confined to a process, which does not describe fluid dynamics, with 
results for high Reynolds number flows mostly limited to a few canonical cases (e.g., grid/
isotropic turbulence, channel and pipe flows, and free shear layers and jets) and largely 
based on empirical data (Dimotakis 2005).

Laminar mixing is proposed for slow flows compared to turbulent mixing. The task is 
how to achieve efficient laminar mixing. A general question asked for mixing is ‘how to 
mix’ and possible common answer would be to make the flow turbulent. This choice of 
making flow turbulent may not be the best choice. For example, if suppose we have to mix 
a food hydrocolloid in a Newtonian fluid (water or a juice), to prepare a solution of 	1% 
w/v will be very viscous, and then making the flow turbulent implies a large energy dis-
sipation rate (Raynal & Gence 1997). On the other hand, the energy dissipation required in 
a Stokes flow is very small (advective inertial forces are significantly small compared with 
viscous forces; RE �� 1), but complete mixing takes longer time.

3.2.4.1 Turbulent mixing

Effective mixing occurs in turbulent flows, where the flow field itself is composed of a 
complex hierarchy of interacting eddies of various sizes. As a three-dimensional eddy 
moves with the bulk flow, it rotates, exchanging material with its surroundings, leading 
to changes in size and shape. It is this dynamic behaviour that leads to the effective mix-
ing observed with turbulence. The presence of particulate matter, walls, baffles, impeller 
blades, etc., may result in the formation of highly distorted eddies, further enhancing its 
dynamic life cycle.

Turbulence results in the formation of eddies of various length scales. A significant pro-
portion of the kinetic energy of the turbulent motion is contained within the large-scale 
structures. This energy is transferred from these large-scale structures to decreasingly 
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smaller scales, resulting in the hierarchy of eddies. These eddies will mix fluid on their 
own scale (Aref 1999). For example, if a large eddy encounters an immiscible drop much 
smaller than itself, it may simply incorporate the drop without any significant deforma-
tion of the drop. However, if the eddy is of similar scale to the drop, significant distortion 
occurs, where the drop is either torn apart by two counter-rotating eddies or elongated by 
two co-rotating eddies (Kresta & Brodkey 2004). If the drop encounters eddies smaller than 
itself, components of the drop may be torn from it. Eventually, this process creates struc-
tures that are sufficiently small to allow molecular diffusion to become significant, and the 
viscous dissipation of energy finally takes place. The scale at which this occurs is known 
as the Kolmogorov length scale (η). These smallest scales of turbulence are considered to 
be similar for all turbulent flows and simply depend on the rate of turbulent kinetic energy 
dissipation (ε) and kinematic viscosity (ν).
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The time taken to dissipate the energy contained within this small eddy is given as the 
Kolmogorov time scale (equation 3.9).
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3.2.4.2 Laminar mixing

As shown in the previous section, turbulence is intrinsically time dependent, with continual 
reorientation of the fluid particle. However, mixing in the laminar flow regime, as observed 
with pipe flow, depends on molecular diffusion and is consequently relatively poor. The 
flow will be dominated by viscous forces, not non-linear inertia forces, resulting in time 
independence. Fluid particles will be confined within streamlines, resulting in limited mix-
ing. For liquid mixing, considerable time will be required to ensure proper mixing owing to 
the slow rate of molecular diffusion. However, with design we can initiate periodic forcing 
of the fluid. For stirred tanks, the impeller speed may be constant; however, as it sweeps 
through the fluid, it disturbs the fluid periodically (Szalai et al. 2003). The resultant chaotic 
flow gives rise to effective mixing, where fluid elements are exponentially stretched.

The mechanism for laminar mixing for such viscous fluids includes reorientation and 
redistribution of the material. Mixing in laminar flows can be enhanced through chaotic 
advection, the phenomenon in which passive particles advected by a periodic velocity field 
exhibit chaotic trajectories (Aref 1984, 1990, 2002; Ottino 1989). Relative to integrable 
advection, chaotic advection enhances stretching and folding of material interfaces. Figure 
3.6 shows the principle of chaotic mixing, where a fluid element is stretched and subse-
quently folded. The process is repeated (n  � 2, 3, 4, . . .) and an exponential increase in 
the interfacial area is observed, leading to increased diffusion and homogenisation.

Rothstein et al. (1999) demonstrated a major difference between chaotic, laminar and 
turbulent mixing. They reported that there is relative order in chaos. For example, a com-
plex spatial pattern created by chaotic advection due to periodic stirring of the fluid has 
a simple time dependence. Chaotic advection produces a complex spatial structure with 
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simple time dependence, whereas in turbulent advection, there is complexity both in space 
and time. Chaotic advection of a fluid can cause an initially inhomogeneous impurity 
(a passive scalar field) to develop a complex spatial structure as the elements of the fluid 
are stretched and folded, even if the velocity field is periodic in time (Aref 1984; Ottino 
1990; Fountain et al. 1998). In chaotic advection, an interesting event is the development 
of persistent spatial patterns, whose amplitude decays slowly with time but without change 
of form. Rothstein et al. (1999) observed the formation of structurally invariant but slowly 
decaying mixing patterns. Advective stretching of the fluid elements and molecular diffu-
sion work together to produce effective mixing. Chaotic mixing occurs by time-periodic 
cellular flows, leading to a persistent spatial structure, a complex pattern that recurs peri-
odically while its amplitude decays slowly with time owing to a delicate balance of two 
distinct processes, stretching and diffusion (Rothstein et al. 1999).

3.2.4.3 Mixing transition

Flow regime transition is the dynamical events occurring sequentially during the process of 
transition from a laminar state of stratified parallel flow to a state of intense three-dimensional 
turbulence. There are essentially three distinct phases in the evolution of such flows: (a) ini-
tial parallel shear instability and subsequent Kelvin–Helmholtz (KH) stage of flow evolution, 
(b) the stage of onset and growth of the three-dimensional secondary instability through 
which shear aligned convective rolls are nucleated in the region surrounding the KH billow 
cores and, finally, (c) the stage of turbulent-mixing layer collapse characterised by intense vis-
cous dissipation and triggered fundamentally by the breakdown of the shear aligned convec-
tive rolls that grow on, and then destroy, the primary KH billow (Peltier & Caulfield 2003). 
A KH instability may occur when a velocity shear is present within a continuous fluid or 
when there is sufficient velocity difference across the interface between two fluids. The onset 
of the KH instability is given by a suitably defined Richardson number, Ri (equation 3.10). 
These three stages of the mixing transition are illustrated qualitatively in Plate 3.1. Isosurfaces 
of cross-stream and streamwise vorticity from a direct numerical simulation (DNS) are 

n � 1

StretchingFluid element Folding

n � 2 n � 3 n � 4

Fig. 3.6 Stretching and folding as observed in chaotic mixing showing an exponential increase in the 
contact area as the sequence is repeated.
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shown, in which the streamwise length of the domain is restricted to a single wavelength of 
the fastest growing mode of the linear instability through which the transition process is ini-
tially engendered:
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where N2 is the square of the Brunt–Vaisala frequency and V(z) is the initial height varia-
tion of background horizontal velocity.

Carpenter et al. (2007) performed a series of DNSs. DNS has the advantage of directly 
resolving the smallest scales of variability present in the flow such that the turbulence and 
mixing characteristics do not require parameterisation. In this way, the mixing behav-
iour is modelled without relying on a turbulence closure scheme. The simulation results 
of Carpenter et al. (2007) show that there are two different mixing mechanisms present. 
The first is a feature of KH instabilities and is characterised by a significant overturning 
of the density interface. This leads to the mixing and production of intermediate density 
fluid causing a final density profile that is layered. The second mixing mechanism is found 
in Holmboe instabilities and consists of regions of mixing and turbulence production that 
are located on one or both sides of the density interface. It is comprised of a cusp-like 
wave that periodically ejects partially mixed fluid from the top or bottom of the interface. 
As the instability does not generate overturning, the density interface is able to ‘retain its 
identity’ throughout the mixing event. The amount of mixing that takes place is found to be 
strongly dependent on the degree of asymmetry in the flow. As the asymmetry is increased, 
the amount of mixing also increases; however, this is not necessarily an accurate repre-
sentation of natural conditions as the pairing mechanism is expected to play a role in the 
dynamics of the flow. The development of three-dimensional secondary structure showed 
by Carpenter et al. (2007) agrees with previous studies by Caulfield and Peltier (2000), 
Peltier and Caulfield (2003) and Schowalter et al. (1994) and consists of the formation of 
streamwise vortices, particularly in the gravitationally unstable regions. The presence of 
the density interface and the periodic ejection of interfacial fluid were also found to influ-
ence the development of these vortices. The formation and breakdown of streamwise vorti-
ces appears to be an important step in the transition to turbulence.

3.2.4.4 Improving mixing efficiency

The fluid dynamicist faces an open challenge to enhance the mixing rate or entrain fluids at 
low Reynolds number (laminar flow regime). It has been shown that crossing two laminar 
flows of fluid at a small angle can aid mixing by invoking a transition to turbulent flow and 
can hence improve the mixing performance (Milojevic & Schneider 1993). Woodfield et al. 
(2003) reported improved mixing by the introduction of a multi-holed baffle plate, which 
dramatically improves laminar mixing. The mechanism by which mixing is enhanced is 
that of structure generation. The liquid flows issuing from the holes create recirculation 
zones (vortical structures), which promote interaction between the liquids. The mixing per-
formance is strongly dependent on the formation of vortical structures generated by the 
baffle plate which are dependent on geometrical parameters such as the vessel diameter 
and position of the baffle (Moghtaderi et al. 2006). Further, smaller baffle spacing results 
in better mixing due to stronger vortex motion and shear mixing (Wang et al. 2005).



40 Food Mixing: Principles and Applications

The addition of baffles is beneficial to enhance mixing effectiveness. As mixing occurs 
at the interface of the two fluids through molecular diffusion, in order to improve mixing, 
one must increase the interfacial area between the two fluids. Recently, approaches have 
been identified to improve mixing in the laminar flow regime.

3.3 Solids mixing

Mixing of solids or granular materials is no doubt important. However, it is less developed 
compared to fluids (Ottino 1990) and certainly is not yet at a point where a first-principles 
modelling approach is either realistic or possible (Ottino & Khakhar 2000).

Lacey (1954) first attempted to describe solid mixing based on analogies with fluid mix-
ing by developing physical concepts. He classified the solid mixing mechanism as: (a) con-
vective mixing, (b) dispersive mixing and (c) shear mixing, all in the context of granular 
flows. The understanding of mixing of granular matter is more complex than that of regu-
lar fluids, and modelling of the mixing of granular materials requires a confluence of sev-
eral tools, including continuum and discrete descriptions such as particle dynamics, Monte 
Carlo (MC) simulations, and cellular automata calculations combined with considerable 
geometrical insight. Moreover, continuum and discrete descriptions of granular flows are 
regime dependent, which may require adopting different sub-viewpoints. The grain inertia 
regime is dominated by binary collisions. The quasi-static regime is characterised by lasting 
particle contacts (Jackson 1986). MC simulations and cellular automata algorithms are often 
too idealised to mimic realistic situations. Shortcomings of continuum descriptions manifest 
on macroscopic scales; particle segregation is an instance in which physical mesoscale pro-
cesses are imperfectly understood. Although particle dynamics simulations, akin to molecu-
lar dynamics (Cundall & Strack 1979), are exact in principle, they require precise physical 
properties and interaction models, and the results may provide little insight because they are 
as specific as those originated by a single well-controlled experiment (Cleary et al. 1998).

3.3.1 Mixing flow in solids

Consider a rotating cylinder as a mixing system. In this case, a flow is well defined and can 
be classified into different regimes (Henein et al. 1983; Rajchenbach 1990). Henein et al. 
(1983) confirmed experimentally the existence of different regimes for bed movement.

• Avalanching or slumping.
• Continuous-flow, rolling or cascading regime.
• Cataracting and centrifuging.

Henein et al. (1983) studied the boundaries between some of these regimes. At low rota-
tional speeds (quantified in terms of the Froude number, Fr � ωL2/g, where g is the accel-
eration due to gravity, L is the length scale of the system and ω is the rotational speed), the 
flow comprises discrete avalanches; one stops before the next one begins (the avalanching or 
slumping regime). At higher speeds, a steady flow is obtained with a thin cascading layer at 
the free surface of the rotating bed (continuous-flow, rolling or cascading regime); if inertial 
effects are small, the free surface is nearly flat. At still higher speeds, particle inertia effects 
become important, and particles may become airborne (cataracting regime). Fr � 1 corre-
sponds to the critical speed for centrifuging (Figure 3.7). In the slumping regime, the motion 
of the solids is similar but it is not continuous; sliding movement is achieved by slumps 
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that may be local and sporadic (Gonzalez & Romero 2005). The flow of particles during an 
avalanche is complex and determines the extent of mixing (Ottino & Khakhar 2000).

3.3.2 Solids mixing mechanism

The rate of the mixing process and the achievable homogeneity are significantly influenced 
by the mixing mechanism (Gyenis 1999). Therefore, insight into the mechanism of mixing 
gives a possibility to improve and control the operation. To achieve an effective mixer, one 
should have fair knowledge of the fundamentals of mixing and the mechanism involved. 
The mechanism involved can be considered as a qualitative feature, which characterises the 
intermingling of components. Visual observation is the simplest tool to achieve informa-
tion on the mechanism (Gyenis 1999). But in the case of different mixing mechanisms act-
ing simultaneously, it is important to assess their relative contribution to the global result of 
operation or to determine the dominant ones. Lacey (1954) pointed out the following three 
mixing mechanisms of dry granular materials.

Convective mixing: This involves the transfer of larger particle groups from one 
location to another. Convection generally causes certain shear between the adjacent 
regions moving at different velocities, and vice versa; shear cannot exist without relative 
displacements, that is, convection.

Diffusive mixing: This involves the distribution of particles over a freshly developed 
surface. Diffusive particle mixing is analogous to molecular diffusion, taking place in 
fluids, with respect to the random walk of particles. This analogy is not faultless because, 
in addition to great differences between their size and physical properties, the crucial 
difference is that molecular diffusion takes place spontaneously, while particles should 
be energised to move. In some particle systems, random movements of particle groups 
may also occur, together with their dispersion and combination, analogously to turbulent 
dispersion or eddy diffusion in fluids.

Shear mixing: This involves the development of slipping planes within the grain 
packing.

Increasing Froude number

Avalanching Rolling/Cascading  Cataracting Centrifuging

L

y

�

x
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Fig. 3.7 Schematic view of flow regimes in a rotating cylinder with increasing rotational speed (ω).
In the avalanching regime, the dashed line shows the position of the interface after an avalanche, 
and βi and βf are the free surface angles just before and after an avalanche. The angle β in the 
rolling/cascading or continuous-flow regime is the dynamic or equilibrium angle of repose. (With kind 
permission of Springer Science and Business Media.)
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3.4 Identification of mixing mechanisms

3.4.1 Solids

There are two principal possibilities to identify the mechanism of mixing: (a) direct meth-
ods, by observing the movement of the particle bed or individual constituents during 
operation and/or (b) indirect methods, by analysing the spatial distribution of components 
after given mixing times. In principle, spatial distribution is the consequence of the rela-
tive movements of constituents; therefore, the results obtained by these methods can be 
mutually reconstructed from each other and must be equivalent. Selection between them 
depends on the available measurement techniques and the nature of the studied system. 
From another respect, investigations very often have to be carried out at different levels to 
elucidate microscopic and macroscopic mechanisms.

From several experimental studies, it has been demonstrated that the mixing process 
occurred through a diffusion mechanism in different transport devices (Scott & Bridgewater 
1976; Hwang & Hogg 1980; Buggish & Löffelmann 1989; Zik & Stavans 1991; Hsiau & 
Hunt 1993a,b; Hunt et al. 1994; Natarajan et al. 1995; Hsiau & Shieh 1999; Hsiau et al. 
2005). Computer simulation has been employed to study the mixing behaviours in different 
granular-flow systems. Cleary et al. (1998) delivered a simulation study of granular mixing 
to demonstrate that the amount and nature of the mixing were quite sensitive to a range of 
physical properties. Henrique et al. (2000) used computer simulation to examine the influ-
ence of granular temperature gradient on the mixing condition.

3.4.2 Fluids

Many computational studies have been done, for laminar flow and mixing of Newtonian flu-
ids in static mixers, using finite element and finite volume models. Static mixers produce a 
multitude of striation layers in laminar flow. A very fine mesh for a computational simula-
tion is necessary to get a good representation of the concentration field, but this requires sub-
stantial computer resources. Particle tracking is often used to visualise mixing performance 
because numerical diffusion in a pseudo-concentration method to track changes in mixing 
quality displays much faster mixing than the real physical diffusion in laminar flow (Bakker & 
Laroche 1993; Fleischli et al. 1997). Fleischli et al. (1997) simulated the velocity fields and 
concentration fields in both Kenics and SMX static mixers. They found that the results from 
particle tracking show much better agreement with concentration measurements than those 
obtained from solving mass transfer equation in the same grid. Rauline et al. (1998, 2000) 
simulated the velocity fields for creeping flow conditions in Kenics, Inliner, LPD, Cleveland, 
SMX and ISG static mixers. Pressure drop, extensional efficiency, stretching, mean shear rate 
and the coefficient of variation in the particle distribution were used to compare the perform-
ance of the static mixers. The SMX mixer is the most efficient among the six mixers studied. 
Fourcade et al. (2001) simulated mixing in a Kenics static mixer and an SMX static mixer. 
They defined an average rate of striation thinning to describe the mixing performance in static 
mixers. They used laser-induced fluorescence (LIF) (Chapter 7) experiments to qualitatively 
verify the computational striation patterns. Recently, Zalc et al. (2002) simulated the flow 
and mixing in an SMX static mixer at several values of Reynolds number. Their simulations 
showed that lower Reynolds number flow condition shows better mixing efficiency and cen-
treline injection is better than off-centre injection. They found that the pressure drop ratio at 
RE  10 is constant and it increases quickly with increasing Re when RE 	 10.
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4 Rheology and mixing

P.J. Cullen and Robin K. Connelly

4.1 Introduction

Rheology is defined as the science of deformation and flow (Morrison 2004). It provides 
insight into material phenomena, which are governed by the microscopic scale at a macro-
scopic level. Rheology entails the study of materials with properties described by relation-
ships between force and deformation. A viscous liquid may be defined as a medium in 
which the energy needed to deform it is completely dissipated in the process of deformation. 
Consequently, it will not recover from the deformation. Conversely, an elastic solid is a mate-
rial which stores the work from the deformation process and returns energy after removal of 
the deformation forces. In this sense, the ideal behaviour of solid and fluid as described by 
Newton–Stokes and Hooke laws lies on the boundaries of rheology (Figure 4.1).

As rheology describes how matter responds to applied stress or strain, it finds application in 
diverse areas such as product development, process engineering calculations, quality control, 
stability studies and correlations to sensory data. Many processed foods are formulated to dis-
play desired rheological behaviour under specific stress conditions such as gravity, pouring, 
mouth feel, etc. However, it is unlikely that one of these will be to facilitate ease of mixing.

With regard to mixing, rheology plays a critical part in the ease at which mixing pro-
ceeds and is a primary factor governing the design of mixing geometries. Food displays 
a vast array of rheological behaviour such as shear thinning, plasticity and viscoelasticity, 
which may influence mixing either positively or negatively. Apart from rheology influenc-
ing the mixing process, the mixing process may in turn significantly influence food rhe-
ology, and ultimately, consumer acceptability. This chapter provides an overview of food 
rheology with particular reference to the influence of rheology on fluid mixing.
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Solid
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Plasticity

Fluid
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Fig. 4.1 Rheology within continuum mechanics.
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4.2 Dispersion rheology

Dispersions are defined as homogeneous or heterogeneous systems in which a solid (rigid 
or deformable) or liquid phase is dispersed in a liquid medium. Dispersions may destabi-
lise or transform over time under a range of forces including inter-particle, gravitational 
and shear. Dispersion behaviour will be influenced by both the characteristics of the dis-
persed phase (particles) and the dispersing medium. A vast range of dispersions and con-
centrated (high percentage total solids) suspensions are found in the food industry ranging 
from low-viscosity Newtonian colloidal suspensions (solids < 1 μm) to highly concentrated 
non-Newtonian liquids containing large suspended matter (Cullen & O’Donnell 2003).

4.2.1 Forces acting on dispersed particles

To understand the flow behaviour of dispersions, a survey of the forces acting on the dis-
persed particles is required. Such forces include colloidal forces, gravitational forces and 
hydrodynamic forces.

4.2.1.1 Colloidal forces

Inter-particle forces, which may be attractive (van der Waal) or repulsive (electrostatic) in 
nature, become significant for colloidal particles. If the net result of the forces is attractive, 
the particles tend to flocculate. To develop stability in a counteracting repulsive force, a 
surfactant material or electrostatic charge on the particle’s surface is required. Brownian 
forces randomise particle spatial distribution, which may overcome sedimentation prob-
lems where flocculation can be prevented.

4.2.1.2 Gravitational forces

Particles greater in size than colloidal tend to settle under the influence of gravity unless 
the relative densities of the particle and the suspending medium are comparable. Stokes’ 
equation (4.1) describes the rate of sedimentation or creaming (v) of an isolated particle in 
a Newtonian fluid of viscosity (μ) as a function of particle radius (r), the force of gravity 
(g) and the density difference between the particle (ρp) and the suspending fluid (ρs).
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Stokes’ law applies where particle settling is independent of neighbouring particles. As 
particle phase fraction increases, there is appreciable interference of the flow patterns sur-
rounding the falling particles. However, where a minimum level of concentration is reached 
and where particle size distribution is not greater than 10:1, particles tend to settle at simi-
lar rates.

4.2.1.3 Hydrodynamic forces

The orientation distribution of non-spherical particles depends upon the ratio of the hydro-
dynamic forces to randomisation effects caused by Brownian forces. Hydrodynamic forces, 
which are viscosity dependent, cause the alignment of a particle’s major axis with the 
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direction of flow, reducing frictional resistance (Figure 4.2). The Peclet number (Pe) quan-
tifies the contribution of each term as a dimensionless shear rate:
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3

 (4.2)

where r is particle radius, T is absolute temperature, k� is Boltzmann constant, μs is viscos-
ity of suspending fluid and �γ is shear rate. The Peclet number ranges from Pe � 0, which 
indicates randomisation of the particle orientation by Brownian forces, to Pe → �, which 
indicates alignment of the particles with the flow.

4.2.2 Parameters affecting suspension rheology

4.2.2.1 Concentration

Suspended particulate matter causes small increases in viscosity at low concentrations with 
the effect becoming significantly more pronounced at high concentrations. Suspended par-
ticles disturb the flow field under shear, squeezing the flow stream between adjoining parti-
cles (Figure 4.2). Viscosity for Newtonian suspensions may be described by equation (4.3), 
which can be seen to depend primarily on the ratio of particle volume fraction (φ) to maxi-
mum packing (φm).
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Concentration increases particle phase volume, resulting in increased particle–particle 
interaction. The effect of concentration on apparent viscosity may be described by an expo-
nential relationship.

Concentration 

Shape/
orientation

Fig. 4.2 Effects of particle concentration and orientation on fluid viscosity.
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The exhibition of a yield stress occurs where inter-particle attraction forms flocs that 
in turn develop a three-dimensional network throughout the fluid. Such a network pro-
vides additional structure to a fluid, resulting in solid-like behaviour under low stresses. 
A minimum stress is required for sufficient structural breakdown and the initiation of flow. 
Hydrocolloids are widely used as structuring agents to control suspension stability of large 
particulates along with organoleptic and processing parameters of foods. Such rheology 
modifiers often display pseudoplastic and viscoelastic behaviour resulting in solid-like 
behaviour of a suspension under low-stress environments, providing improved particle sus-
pension ability to the continuous phase.

If particle concentration approaches the maximum packing volume, particle interaction 
results in large aggregates that make homogeneous flow increasingly difficult. Inter-particle 
friction then becomes less viscous in nature, which may result in cracks under shear.

4.2.2.2 Particle geometry

Most food suspensions do not have a regular or simple geometry that can be characterised 
by size and shape. Viscosity increases as shape diverges from that of a sphere, and particle 
rotation increases with particle size. The effects of the particle size distribution on suspen-
sion behaviour may be pronounced with significantly different particle diameters, resulting 
in a marked decrease in viscosity. As smaller particles interpose larger ones, the void frac-
tion is decreased resulting in increased maximum packing.

Suspension rheology will be affected by the motion and orientation of the particles. 
Hydrodynamic forces, caused by the difference in velocity of the suspending fluid and the 
particle, act on the particle or aggregated particles. Thus, the flow behaviour of the system 
is a function of the relative motion and orientation of the particles. Under low shear condi-
tions, hydrodynamic forces may not be sufficient to disrupt flocs, which act as particles 
with fixed size and shape, resulting in a constant viscosity. Larger forces under increas-
ing shear rates will cause the flocs to deform and disrupt. Alignment with the shear field 
results in shear thinning behaviour (Figure 4.3). A constant viscosity may be exhibited at 
high shear rates where flocs are completely disrupted or the rate of floc formation equals 
the rate of floc disruption. Complex rheological behaviour such as shear thinning and time-
dependency effects may be associated with the shear-induced breakdown and possible 
rebuilding of structure.
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Fig. 4.3 Typical shear thinning behaviour for plot of shear rate versus apparent viscosity.
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4.3 Fluid rheology and mixing

4.3.1 Shear flow

Shear flows occur when force is applied parallel to a face of a fluid element (shear stress, σ) 
and results in a shear deformation where there is an angular displacement of parallel sur-
faces in the fluid element (shear strain, γ). The rate at which the shear deformation occurs 
is the shear rate ( �γ ). Shear flow is the dominate flow type found in most mixers.

The typical rheological behaviours of fluid foods under steady shear conditions are depicted 
in the rheogram in Figure 4.4. The most basic behaviour is the case in which the shear stress 
is proportional to the shear rate as seen in curve 4, where the slope is the Newtonian viscos-
ity (μ) as was originally defined by Newton’s viscosity law. Curves 3 and 5 describe shear 
thinning (or pseudoplastic) and shear thickening (or dilatant) behaviours, respectively, and are 
both described by the power law model. Curves 1 and 2 describe fluids that have a dynamic 
yield stress (σy) that must be overcome before fluid flow commences. At stress levels greater 
than the yield stress, Bingham fluids (curve 2) exhibit shear stress that is proportional to shear 
rate with the slope described as the plastic viscosity (μpl), whereas fluids exhibiting continued 
shear thinning behaviour are described as viscoplastic (curve 1). This range of behaviours can 
be generally described using the Herschel–Bulkley model (Steffe 1996):

 
σ σ γ� �y K n�  (4.4)

where K is the consistency coefficient and n is the flow behaviour index. It directly 
describes the behaviour seen in curve 1 of Figure 4.4 as well as that in curve 2 when 
n � 1 to give the Bingham model, where K � μpl. When the yield stress is zero (σy � 0), 
equation (4.4) takes the form of the power law model with the pseudoplastic behaviour of 
curve 3 modelled when n � 1 and dilatant behaviour of curve 5 modelled when n 	 1. In 
the case where both σy � 0 and n � 1, equation (4.4) reduces to the Newtonian case of 
curve 4 where K becomes the Newtonian viscosity (μ).

4.3.1.1 Shear thinning flow

Shear thinning behaviour is observed with structured foods, where viscosity decreases 
with applied shear. Consequently, the viscosity at any given shear rate must be reported 
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Fig. 4.4 Flow curves for typical time-independent fluids. 1—viscoplastic fluid, 2—bingham fluid, 
3—pseudoplastic fluid, 4—Newtonian fluid and 5—dilatant fluid.
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as apparent viscosity ( / )η σ γa � � . The fluid’s microstructure, which may be due to either 
macromolecule entanglement or particle–particle interaction, is broken down under shear. 
Rheograms of such complex fluids typically display two regions of near constant viscos-
ity connected by a shear thinning region. The zero shear viscosity (η0) corresponds to a 
region where the fluid is completely structured. The intermediate shear thinning region, 
typically characterised by the power law, corresponds to structural breakdown. The second 
Newtonian infinite shear viscosity (η�) region corresponds to complete structural break-
down. Where a fluid structure can recover, the shear thinning behaviour may be independ-
ent of time, as at a constant shear rate there is an equilibrium between the rate of structural 
breakdown and recovery. Fortunately, the rheological behaviour of these structured fluid 
food materials can generally be considered to fall entirely in the shear thinning region for 
the shear rate range of interest during mixing.

The shear stresses responsible for the mixing process will naturally be governed by the 
shear rate. However, the shear rate will be defined by both the impeller and fluid proper-
ties. Figure 4.5 shows a typical velocity profile near a rotating impeller. The shear rate may 
be determined from the local slope. High shear rates will be generated near the impeller. 
However, the volume of fluid exposed to these rates may be relatively small; consequently, 
it is important to quantify mixing in terms of shear rate and fluid volume. For power law 
fluids, the apparent viscosity will increase from a minimum value close to the impeller to 
a maximum value far away from the impeller. Metzner and Otto (1957) proposed equa-
tion (4.5) in which an apparent viscosity is evaluated at an average shear rate, based on the 
assumption that the average shear rate is directly proportional to the rotational speed of the 
impeller.

 
�γa s� k N  (4.5)

The shear rate constant of proportionality ks is dependent upon the impeller geometry, 
but is usually found to be independent of fluid properties and impeller speed (Shamlou & 
Edwards 1985).

At first glance, it is logical to expect an increase in the ease of mixing with increased 
shear rate and time for shear thinning fluids, similar to the benefits often found when 
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Fig. 4.5 Typical velocity profile near a rotating impeller.
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pumping such fluids. However, this is not necessarily the case. Anderson et al. (2000) 
showed that shear thinning may have both positive and negative effects on mixing effi-
ciency. The viscosity of such fluids may change dramatically at high shear rates, whereas 
mixing equipment is generally designed to work effectively only within a limited viscosity 
range.

It is also possible for the viscosity of fluids to increase as a function of shear. Shear 
thickening (or dilatant) fluids are frequently solid suspensions, such as concentrated raw 
corn starch in water (Steffe 1996). As observed with shear thinning, the shear thickening 
phenomena occurs due to the rearrangement of the fluid’s microstructure. For example, in 
the case of concentrated raw corn starch in water, at low shear rates the water has a lubri-
cating effect such that the starch particles can slide past each other easily, thus exhibiting a 
low apparent viscosity. However, as the shear rate increases, increased resistance caused by 
particle–particle interactions causes the apparent viscosity to increase substantially (Steffe 
1996). During mixing, the shear thickening behaviour can actually cause the material near 
the impeller to behave as a solid, and thus effectively change the geometry of the impeller 
(Delaplace et al. 2000). The design of mixers for shear thickening solid suspensions can 
still be done using the Metzner and Otto concept, but requires the use of geometrically 
similar mixing elements in the rheometer for the calculation of the apparent viscosity curve 
used in the calibration process in order to determine an appropriate value for ks (Jomha 
et al. 1990). Care should be taken when mixing shear thickening fluids, as the development 
of increased resistance to flow may damage the mixer, if the apparent viscosity exceeds the 
limits for which the mixer was designed for.

4.3.1.2 Yield stress

Materials with a yield stress do not flow until a minimum yield stress (σy) is exceeded. 
Below this minimum stress, the structure of the materials is sufficiently rigid to prevent 
flow and instead stores the applied energy (Figure 4.4). Upon breach of the yield stress 
value, the structure disintegrates and flow is initiated. Although the existence of a yield 
stress may be argued (Barnes & Walters 1985) based on the theory that everything flows 
given sufficient time or sufficiently sensitive measurement equipment, it is an engineering 
reality influencing process design, product stability and sensory assessment. The ability to 
build in a yield stress within food systems is one of the most valuable strategies available in 
food product development. The use of structure-modifying ingredients such as biopolymers 
allows the design and control of desired rheological behaviour at varying applied stress 
conditions within food systems.

Mixing of shear thinning fluids that exhibit yield stresses may result in the formation 
of a well-mixed region around the impeller and stagnant fluid elsewhere within the vessel. 
Wichterle and Wein (1981) showed that fluids with a yield stress are mobile around the 
impeller where shear stresses are high, whereas the same fluid is stagnant away from the 
impeller. The term ‘cavern’ was used from this work to describe a region of good mixing. 
Numerous studies have focused on the influence of various impeller designs on the mix-
ing of yield stress fluids (Elson 1990; Galindo & Nienow 1993; Amanullah et al. 1997). 
Prediction of the cavern properties is critical in the mixing of shear thinning fluids with 
yield stresses, to ensure optimal mixing. Several studies have correlated cavern size to 
energy introduced to the system via torque measurements. Solomon et al. (1981) developed 
the following mathematical model for a spherical cavern during impeller mixing of a yield 
stress fluid based on a momentum balance. This model assumes that the power dissipated 
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by the impeller is transmitted through the fluid to the cavern wall, the shear stress at the 
cavern boundary equals the fluid yield stress and the predominant motion of the fluid within 
the cavern is tangential:
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where DC, D, N, ρ, σy and Po are cavern diameter, impeller diameter, impeller speed, fluid 
density, fluid yield stress and power number, respectively.

Similar models have been developed for different cavern shapes (spherical, cylindrical 
and toroidal), different flow regimes within the cavern and for various rheological models. 
Tanguy et al. (1994) and Bertrand et al. (1996) showed the influence of viscoplasticity on the 
flow pattern and power consumption for anchor impellers. Wilkens et al. (2005) developed 
and experimentally validated a model to predict the elliptical torus cavern shape for radial 
impellers and axial flow impellers at low speeds mixing ketchup that exhibited Bingham 
behaviour. Arratia et al. (2006) showed robust segregation between caverns for yield stress 
fluids in multi-impeller systems, leading to poor global mixing. Such insight will facilitate 
more efficient design for dealing with yield stress fluids, such as breaking the special sym-
metry by positioning the impeller off-centre resulting in weaker cavern segregation.

Until recently, the majority of studies on mixing of yield stress fluids has focused on 
2-D flows, and indeed, much remains to be learned about mixing on non-Newtonian fluids 
in 3-D. Computational fluid dynamics (CFD) (Pakzad et al. 2008a) and novel mea surement 
techniques (Chapter 7) including x-ray (Elson et al. 1986), electrical resistance tomography 
(Pakzad et al. 2008b), planar laser-induced fluorescence (PLIF) (Arratia et al. 2006) and 
positron emission particle tracking (PEPT) (Chapter 10) are providing increased insight 
into cavern formation in the mixing of fluids possessing yield stresses. Such developments 
have facilitated research into 3-D flows within mixing systems for fluids displaying com-
plex rheology.

4.3.1.3 Thixotropy

Thixotropy is defined as the progressive decrease in viscosity with time for a constant applied 
shear stress, followed by a gradual recovery when the stress is removed. The mechani-
cal properties of thixotropy systems result from the competition between the spontaneous 
restructuring of the microstructure at rest and its destruction under shear. Such materials 
exhibit a complex rheological behaviour comprising shear thinning, time-dependent viscosity 
and a yield stress (Couerbe et al. 2008). Despite the importance of mixing of thixotropy flu-
ids, there are few studies in the literature. Edwards et al. (1976) studied the effects of various 
mixing impellers on the structural breakdown of a range of fluids including ketchup, salad 
cream and yoghurt. They reported that average shear rates from the mixers using the Metzner 
and Otto (1957) technique compared well to shear rate viscometry data. Similarly, Sestak 
et al. (1986) used the technique to predict power consumption by various anchor impellers 
for thixotropy fluids in their equilibrium state after breakdown. Maingonnat et al. (2005) 
modelled the build-up of a thixotropic fluid under viscometric conditions. They employed 
the stretched exponential model to describe the rheological build-up:

 η(t) � η0 � (η� � η0)(1 � e�(t/σ)) (4.7)
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where t is a characteristic time. η� is the viscosity value at equilibrium and η0 is the fluid 
viscosity when the structure is completely broken down. They applied the Metzner and 
Otto concept to experimental data obtained with a small-scale mixing device and reported 
accurate predictions of the initial and equilibrium viscosities. However the build-up kinet-
ics were not described precisely, especially for low shear rates. Recently, Couerbe et al. 
(2008) studied the impact of thixotropy on flow patterns induced in a stirred tank. They 
employed particle image velocimetry (PIV) to characterize the steady state flow fields in 
the stirred tank with the mixing efficiency of the impeller quantified in terms of its pump-
ing capacity, cavern volume and the ratio of the axial to radial flow rates. The authors also 
employed CFD to predict 3D flows of the fluids.

4.3.1.4 Viscoelasticity

In order to conceptualise viscoelasticity, analogies with simple mechanical models consist-
ing of a spring of modulus (E) representing elastic behaviour and a dashpot representing a 
Newtonian fluid of viscosity (η) are useful. These analogues provide insight into the physi-
cal behaviour of such materials by breaking down the dissipative viscous processes (time-
dependent) and energy-storage processes. These terms may be arranged in series (Maxwell 
model) or parallel (Kelvin–Voigt model) (Figure 4.6). In the Maxwell model, for slow 
motions, the viscous dashpot will dominate (Rao 2007). However, for rapid stress changes, 
the model approaches elastic behaviour.

Mixing difficulties involved in the mixing viscoelastic materials are due to energy stor-
age and release. Elastic effects result in normal forces being generated within the fluid as 
well as the shear forces from the viscous component. Such normal forces may give rise to 
rod climbing (Weissenberg effect) and flow reversal. However, there is no comprehensive 
understanding of the effects of viscoelasticity on mixing. Difficulties arise in experimenta-
tion with completely separating the effects caused by shear thinning from viscoelasticity 
and in simulations with the use of viscoelastic models. Literature reveals contradictions in 
the effects of viscoelasticity, with Niederkorn and Ottino (1993) reporting that even mildly 
elastic model fluids caused a significant negative impact on mixing. However Fan et al. 
(2000) reported that similar elastic fluids gave results that were comparable to Newtonian 
fluids. Carreau et al. (1993) investigated the influence of shear thinning and elasticity on 
power consumption for the mixing of viscous fluids using helical ribbon agitators. They 
reported that power consumption increases appreciably with fluid elasticity. They observed 
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Fig. 4.6 Analogues of visco-elastic behaviour: (a) Maxwell model and (b) Kelvin–Voigt model.
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that the departure from the generalised Newtonian power curve occurred at smaller 
Reynolds numbers for viscoelastic fluids as compared with inelastic non-Newtonian or 
Newtonian fluids. Conversely, Zhou et al. (2000) found that fluid elasticity had no clear 
effects on the power consumption of a double planetary mixer. They suggested that this 
finding may be due to the specific configuration of the two intermeshing blades.

Connelly and Kokini (2003) studied the effects of viscoelasticity on mixing flows from 
kneading paddles in a single-screw continuous mixer, using 2-D finite element numerical 
simulations. Viscoelasticity caused the shear and normal stresses to vary greatly from the 
viscous results, with a resulting loss of symmetry in the velocity and pressure profiles in 
the flow region. Connelly and Kokini (2004) showed that viscoelasticity changes the shear 
stress distributions around the impeller blades as seen in Plate 4.1. They also reported that 
shear thinning behaviour led to an increase in the size of plug flow regions whereas visco-
elasticity increased the size of the elongational flow regions.

A group at the University of Wales has studied simplified single and double concen-
tric cylinder model mixers in filled and partially filled conditions using a combination of 
numerical modelling and experimental results in model mixers to better understand dough 
kneading in order to improve performance of industrial dough mixers (Baloch et al. 2002; 
Binding et al. 2003; Couch & Binding, 2003; Sujatha et al. 2003). Their wall-driven mixer 
finite element method (FEM) simulation results include Carreau flow model simula-
tions of partially filled conditions with concentric and eccentric stirrers using an arbitrary 
Lagrangian–Eularian scheme to model the free surface, as well as viscoelastic Oldroyd-B 
and Phan-Thien/Tanner simulations of the fully filled case with concentric, eccentric and 
double eccentric stirrers. They found the asymmetrical stirrer positioning of a single stir-
rer provided the best mixing of viscoelastic fluids. Their experimental techniques included 
laser scatter technology, laser doppler anemometry (LDA) and a video capture technique 
to determine velocity profiles and peeling stresses in a prototype industrial mixer allowing 
both horizontal and vertical orientations and mixing speeds between 25 and 450 rpm with 
the cylindrical bowl and stirring rods fashioned from Perspex. Close agreement was found 
between numerical and experimental flow fields and free surface profiles.

4.3.2 Elongational flow

Figure 4.7 shows a fluid element within converging streams undergoing stretching at a con-
stant rate along the x axis. In pure extensional flow, all the shear stresses are zero and the 
normal stresses are equal in the y and z directions. The elongational viscosity depends on 

x

y
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Element volume
is conserved
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Fig. 4.7 A fluid element within converging streams undergoing stretching at a constant rate along the 
x axis.
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the elongational strain rate and time. Assuming fluid incompressibility, the volume will be 
conserved and the elongational strain rate is calculated as follows.

 
�ε �

∂
∂
v

x
x  (4.8)

The normal viscous stress differences are:

 σxx � σyy � σxx � σzz � ηE ε (4.9)

where ηE is the elongational viscosity. The elongational viscosity will depend upon the 
strain rate and time. The Trouton ratio gives the ratio of the elongational viscosity to the 
shear viscosity.
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For Newtonian fluids, the Trouton ratio is 3. However, for some non-Newtonian fluids, the 
Trouton ratio may be magnitudes greater than Newtonian fluids.

Elongational flow may result in significantly different effects than shear flow on fluid behav-
iour. This is due to the way the flow fields orientate long molecules of high molecular weight. 
With shear flow, the presence of a differential velocity across the flow field encourages molec-
ular chains to rotate rather than stretch (Figure 4.8). The tendency of molecules to rotate rather 
than elongate depends on the magnitude of the shear field, with relatively more elongation and 
less rotation at high shear rates (Steffe 1996). However, with elongational flow, the molecu-
lar orientation tends to be in the direction of the flow field as there are no competing forces 
to cause rotation. Therefore, extensional flow induces the maximum stretching of molecular 
chains resulting in large resistances to deformation. The nature of the molecule, branched ver-
sus linear, may significantly influence the flow behaviour during elongational flow.

Elongational flow plays an important role in many food process applications such as 
dough mixing with helical ribbons (Steffe 1996). Elongational flow may be more effective 
than simple shear flow for dispersive mixing, especially at high viscosities and low interfa-
cial tensions (Elemans et al. 1993). The presence of non-zero vorticity in shear flow causes 
the portion of the agglomerates whose fracture surface lies nearly in the plane formed by 
principal strain and compression directions to orbit as a rigid body and not rupture (Manas-
Zloczower & Feke 1989).

(a) (b)

Fig. 4.8 Dispersion in (a) shear and (b) elongational flows.
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Dispersive mixing involves the rupture of clumps or agglomerates by forcing the mixture 
to pass through high shear zones generated in narrow clearances (Prakash & Kokini 2000). 
Using a rigid dumbbell model, the maximum force acting on an agglomerate for steady 
shear flow may be expressed as:

 F rmax � 3 2πηγ�  (4.11)

where r is the radius of the agglomerate. Comparatively, the maximum force for steady 
elongational flow is as follows.

 F rmax � 6 2πηε�  (4.12)

When elongational flow is present, the maximum forces trying to disperse an agglomerate 
is twice as large as the ones present in shear flow. Elongational flow may not only result in 
more effective dispersion, but may also result in less viscous dissipation than shear flow, 
requiring less power consumption and temperature rises. However, in practice, with shear 
flow very large shear rates are obtainable, whereas for elongational flow large rates are 
hard to obtain. Hence, virtually, all dispersive mixers are based on shear dispersion in nar-
row clearances.

4.4 Effects of mixing on fluid rheology

The effects of the mixing process on food rheology may be significant, resulting in both pos-
itive and negative changes. Factors that influence the rheological properties of mixed fluids 
include processing variables such as speed and time of mixing, impeller geometry, process-
ing temperature, and intrinsic fluid characteristics including solids volume fraction and time-
dependency effects. During mixing, material elements undergo continuous transient changes 
because shear and extensional rates vary a great deal from location to location (Prakash & 
Kokini 2000). Positive effects of high shear mixing include the manufacture of emulsions 
(Chapter 9). Negative effects include the breakdown of desired structure and particle attri-
tion for suspensions (Chapter 10). To minimise such negative effects, it is important to pre-
vent over- or under-mixing by monitoring the mixing process (Chapter 7) and using suitable 
mixer designs (Chapter 5) when mixing fluids that are succeptible to structural damage.

The effects of mixing time have been extensively examined for dough mixing. Mixing 
time is found to be a critical factor influencing dough rheological properties, including 
compliance, elastic recovery, cohesiveness, adhesiveness, extensional viscosity along with 
the consistency and hardness of final products such as biscuits (Manohar & Rao 1997). 
Glutenin and, particularly, the glutenin macropolymer (GMP) fraction are considered to 
play a pivotal role in the manufacture of dough-based products (Wang et al. 2007). Don 
et al. (2005) and Weegels et al. (1997) showed that the structure of gluten protein changes 
during dough mixing and is associated with changes in ultrastructural characteristics of glu-
ten and viscoelastic properties of dough. Weegels et al. (1997) showed that mixing changes 
the physicochemical properties of glutenin. After resting, dough viscoelasticity is influ-
enced by glutenin particle properties (Don et al. 2005). However, there is no clear consen-
sus on how mixing induces the formation of a viscoelastic network in dough (Hoseney & 
Rogers 1990; Wang et al. 2007).



62 Food Mixing: Principles and Applications

Two of the most common empirical mixing instruments which follow rheological 
changes due to the development of the viscoelastic network in dough during mixing are 
the twin sigma blade Farinograph (C.W. Brabender, Hackensack, NJ) and the planetary pin 
mixing Mixograph (National Manufacturing, TMCO, Inc., Lincoln, NE). They measure the 
torque taken to mix the dough, and the dough is considered fully mixed or developed when 
the torque is at a peak or just beyond a peak value. However, the intensity of the mixing in 
the two instruments is not the same because they use completely different geometry and 
mixing actions (Connelly & Kokini 2006a,b). It has been shown that for some very hard or 
strong flours, the less-intensive Farinograph is never able to fully develop the dough (Rao 
et al. 2000). In addition, researchers using the Mixograph have found the strain to peak at 
high speeds to be only a function of work input by the mixers and therefore independent 
of mixing speed (Anderssen et al. 1998), whereas others using the Farinograph have found 
that the strain to peak is dependant on mixer speed as well as work input (Zounis & Quail 
1997).

A reason for the differing results in these two standard empirical mixing rheometers is 
that a minimum intensity is required to develop dough (Kilborn & Tipples 1972). An indi-
cation of why this may be the case is the fact that during fundamental rheological testing at 
the low strains (�1.0%) that are required to be in the linear range for dough, the behaviour 
of dough is that of a viscoelastic solid, whereas the behaviour of dough at higher strains 
is that of an elastoviscous liquid (Faubion & Hoseney 1989; Connelly & McIntier 2008). 
Factors that affect the intensity likely include the mixing speed or rate of strain and the 
mixing effectiveness of the particular test geometry, with the minimum intensity for dough 
made from a particular flour also dependent on the flour strength and dough composition. 
The effectiveness of the mixing geometry is related to the strain rate distribution and elon-
gation or flow type distribution, as well as the overall distributive mixing ability (Connelly 
& Kokini 2006a,b). There are also indications (Schluentz et al. 2000; Lee et al. 2001) that 
dough development may be a function of both energy input and type of deformation, with 
pure elongational flow developing the protein matrix more efficiently than pure shear flow 
for a given energy input, in a fashion similar to the effect of flow type or strength on disper-
sive mixing of cohesive clumps or agglomerates (Manas-Zloczower & Feke 1989; Elemans 
et al. 1993).

Ross et al. (2006) examined the effects of mixing on the rheological properties of an agar 
gel and found that mixing resulted in stronger gels. They reported that mixing affected the 
degree of porosity induced in the system by incorporation of air bubbles, but these bubbles 
did not weaken the gel’s macrostructure. Similarly, for alginate pastes, greater gel strength 
was found for high shear mixing when compared to low shear mixing (Inoue et al. 2002). 
Conversely, the authors propose that the high shear mixing may result in air removal. Given 
the critical role air plays on the quality of dough-based products, the effects of mixing on 
the incorporation of air bubbles has been studied extensively for dough rheology. Literature 
indicates that mixing increases the number of bubbles more than the size of the bubbles 
in the system (Scanlon & Zghal 2001). Overall control of the mixing process will govern 
product macrostructure as influenced by pore size and porosity due to the number and size 
of air bubbles. However, mixing speed was reported to decrease bubble size in whey protein 
isolate foams (Hanselmann & Windhab 1999). The authors reported that as the flow field 
around the mixing blades transitioned from laminar to turbulent, an increased break-up 
of bubbles was found resulting in a larger number of smaller bubbles. Improved gas disper-
sion in the laminar flow field was also achieved with a higher-viscosity fluid and, conse-
quently, an increase in the mechanical energy input.
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The effects of mixing time on the rheology and coating characteristics of batter was stud-
ied by Lee et al. (2002), who reported that the maximum retention of batter could be con-
trolled by inputting the corrected amount of energy during the mixing process. They also 
found that foods coated with undermixed batter resulted in lower quality attributes than 
those coated with overmixed batter.

4.5 Mixer rheometry

4.5.1 Theory

The rotational rheometer is the most widely used instrument for fluid characterisation. 
Conventional geometries such as Couette, parallel plate, and cone and plate, which display 
well-defined shear rates, should ideally be used for rheological characterisation. The theory 
of such geometries is effectively reviewed by Steffe (1996). However, such geometries are 
frequently limited due to the effects of the solid phase, including wall effects and particle 
settling. Geometries based on mixing impellers allow the study of fluids displaying com-
plex characteristics including large particulates, settling problems, slip and time depend-
ency. Geometries that facilitate mixing, such as helical ribbons, vanes, anchors and paddles, 
can overcome settling out problems and errors due to slip. As with conventional rotational 
techniques, the fundamental principle of operation is the determination of shaft torque as a 
function of rotational speed. Owing to complex flow patterns, and hence shear rates, abso-
lute rheological data may be difficult to obtain. However, such data may be representative 
of a fluid’s rheological characteristics (Cullen et al. 2003).

A technique developed for the determination of power consumption during fluid mixing 
and adopted for rheological analysis has been widely used and is generally referred to as 
‘mixer viscometry’ (Rao 1975). Power consumption for Newtonian fluids within a mixing 
system may be expressed in terms of power number Po � (P/ρd5 N3) and mixing Reynolds 
number Re � (ρd2 N/μ), which may be empirically related to each other in the laminar 
flow region (Re � 10) by the equation:

 
Po

A

Re
�  (4.13)

where A is a geometric constant. An average shear rate may be determined using the 
Metzner and Otto technique. The shear rate constant of proportionality ks is dependent 
upon impeller geometry, but is usually found to be independent of fluid properties and 
impeller speed (Shamlou & Edwards 1985). There are a number of techniques for deter-
mining the constant ks. Rieger and Novak (1973) demonstrated that if equation (4.13) is 
valid, a plot of (1 � n) versus log10(P/KΩn�1d3) results in a straight line of slope �ks for 
the impeller geometry. This technique is commonly referred to as the slope method. For 
any given impeller geometry, the variables required include power, rotational speed, impel-
ler diameter and the power law parameters for a number of test fluids spanning the flow 
behaviour index (n) spectrum. A second technique, referred to as the matching viscosity 
technique, matches the power consumption/torque developed for non-Newtonian test fluids 
with a Newtonian fluid. Comparisons between the different calculation methods are dis-
cussed in detail by Castell-Perez and Steffe (1992).
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Shear stress/shear rate curves can also be determined from torque and rotational speed 
data for mixing geometries using a Couette analogy (Castell-Perez et al. 1991; Steffe 
1996). In the case of a power law fluid in the concentric cylinder viscometer (Steffe 1996):
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where σa is the average shear stress (Pa), M is the torque (N m), �γa is the average shear rate 
(s�1), Ω � 2πN/60 is angular velocity (rad/s), N is the blade speed (rpm), Rb and Rc (m) are 
the radii of the inner (bob or mixing element) and the outer (cup) cylinders, respectively, 
r (m) is an arbitrary radius between Rb and Rc, and h (m) is the immersed height of the mix-
ing element. Also, n is the flow behaviour index, which can be determined directly from 
the torque versus blade speed results, and m is the consistency coefficient (Pa�sn), which 
becomes the viscosity when n � 1. The assumptions of these equations are that the flow 
is laminar and steady, end effects are negligible, the test fluid is incompressible, proper-
ties are not a function of pressure, temperature is constant, no slip occurs at the walls, and 
radial and axial velocity components are zero. They are valid only for fluids without a yield 
stress.

Using this analogy, an equivalent radius for a Couette cylinder having the same length 
and providing the same torque and rotational speed as the cylindrical complex geometry, 
such as a helical ribbon or a vane, for fluids that have n 	0.5 is determined (Figure 4.9). In 
this case, equation (4.20) for a Newtonian fluid generally takes the form (Steffe 1996):
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where the value of Rb is generally replaced with an effective radius Rb,equ. A Newtonian 
fluid may be used with its corresponding torque and rotational speed to solve equation 
(4.18) for the equivalent radius, Rb,eq, which will be smaller than the radius of the mix-
ing element because the streamlines of Newtonian and mildly shear thinning materials are 
not circular, but instead dip inside the cylinder cut out by the complex mixing geometry 
(Barnes & Carnali 1990; Martínez-Padilla & Quemada 2007). End effects can be taken into 
account by adding a factor to the length of the cylinder (he) determined by immersing the 
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mixing element to different levels (h) using a Newtonian fluid, which has been shown to 
depend on the distance the mixing element is from the bottom for the four-vane geometry 
(Martínez-Padilla & Quemada 2007).

Once Rb,equ has been determined, shear rate in the virtual gap of the hypothetical rheom-
eter may be determined using equation (4.19) as a function of radius r and flow behavioural 
index n.
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A position within this gap where shear rate at a constant speed is nearly independent of the 
rheology for flow behaviour is chosen (Aerts & Verspaille 2001). Bousmina et al. (1999) 
showed that at r � Ra � (Rb,equ � Rc)/2, the shear rate is nearly independent of the flow 
behaviour index n, when Rb,equ/Rc 	 0.85 and n 	 0.2. The proportionality constant Ks can 
be determined directly if the rotational speed of the mixer is chosen as N � 1.

This analogy has also been applied to the differential-speed, twin-blade mixing torque 
rheometers used to measure the changes occurring during mixing and processing of dough, 
thick pastes and polymeric materials by considering the mixing blades to be two adjacent 
cylinders (Blyler & Daane 1967; Goodrich & Porter 1967; Lee & Purdon 1969; Menjivar 
et al. 1990; Bousmina et al. 1999). In this situation, the measured torque on the drive shaft 
is a combination of the torques from the two elements where, according to conservation of 
energy (neglecting energy dissipation), for any type of fluid:

 ΩdMd � ΩsMs � ΩfMf (4.20)

d d

Fig. 4.9 Helical ribbon and cylinder geometries with geometrically similar dimensions.
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where d refers to the drive shaft, and s and f refer to the slow and fast blades, respectively. 
However, in the case of a power law type fluid, the torque is not proportional to the angular 
velocity, but the relationship is as given below.
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The drive/driven gear ratio, b, and the driven blade speed are then used to determine the 
final relationships of the torque to the angular velocity for each blade. Inputting the results 
into equation (4.22), Bousmina et al. (1999) obtained the following expression for deter-
mining the effective blade radius in a twin-blade mixer using a Newtonian or power law 
fluid with known properties:
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where the shear rate has been determined at the average radius r � (Rb,equ�Rc)/2 and the 
value of n has been predetermined from the slope of ln M versus ln N.

In the case of a fluid with a yield stress, σo, the situation becomes more complicated. 
There are three possible scenarios.

1. The yield stress is not overcome anywhere in the fluid and there is no motion.
2. The yield stress is overcome in only part of the flow.
3. The yield stress is overcome everywhere in the fluid, so all the fluid is moving.

The vane method for yield stress determination uses the point of transition between sce-
narios 1 and 2. In such case, assuming that the yield surface is the cylinder cut out by 
the blades, it has been shown that for the vanes with four or more blades (Yoshimura & 
Purd’homme 1987; Steffe 1996):
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where Mo is the torque required to overcome the yield stress, d is the diameter of the cylin-
der cut out by the vane and as the top of the vane is in level with the fluid surface, there is 
no top end effect. The 1/6 factor can vary; so for the most accurate yield stress determina-
tion, tests with varying vane heights should be done and the yield stress can be determined 
from the slope of Mo versus h (Steffe 1996).

4.5.2 Mixer rheometry applications

Flow curves from such geometries may correspond satisfactorily with the Couette-
determined equivalents in the creeping flow regime (Figure 4.10). Obtaining rheological 
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measurements using mixer geometries offers numerous benefits in fluid food analysis, 
facilitating improved product characterisation and the provision of previously unmeasur-
able data.

Choplin (2000) employed such geometries combined with a rheometer (termed rheo-
reactor) to track the structural evolution during both emulsification and ice cream manufac-
turing process. In the emulsification application, a helical ribbon mixer geometry connected 
to a rheometer, coupled with a high stress device to mimic a standard reactor, provided 
macromixing and rheological fluid analysis. This technique allowed monitoring of vis-
cosity evolution, which was evaluated at an effective shear rate. The structural build-up 
of ice cream was monitored in the ice cream manufacturing process application, using a 
close clearance helical ribbon, during foaming and freezing in a reactor. The procedure 
allowed the monitoring of the evolution of the mechanical spectrum (G�, G�) of the product 
as freezing proceeded by intermittingly carrying out oscillation tests during macromixing. 
Vivar-Vera et al. (2008) studied the evolution of the rheological properties of chocolate 
mass during conching using a mixing rheometry approach. Nachbaur et al. (2001) exam-
ined the evolution of cement and tricalcium pastes from mixing to setting using dynamic 
mode rheology data obtained using a helical ribbon geometry connected to a rheometer. 
They concluded that the main evolution of structure in the products occurs within a few 
minutes post mixing. Analysis in this period is unattainable with conventional geometries 
due to the time delay encountered in sample presentation.

Mixing geometries may also be used with less sophisticated instrumentation such as the 
common Brookfield viscometer. Dolan and Steffe (1990) and Steffe et al. (1989) used such 
a viscometer coupled with a flag impeller to examine the rheological behaviour of gelati-
nising starch solutions carried out under continual mixing conditions.

Owing to the complex nature of many foods, only empirical testing devices have proven 
capable of characterizing these composite products. Such instruments are widely used 
within the food industry (Steffe 1996) and a number of instruments are based on measur-
ing torque developed due to rotating elements, including dough mixers (Farinograph and 
Mixograph), gelatinisation effects (Visco-Amylograph, Rapid Visco Analyser) and pastes 
(Brabender FMC Consistometer). Efforts have been made to determine the average shear 
rates and apparent viscosity for some of these instruments using mixer viscometry methods 
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Fig. 4.10 Apparent viscosity versus shear rate for fruit pulp samples as determined from a helical 
ribbon mixer and rheometer.
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(Wood & Goff 1973; Lai et al. 2000) with some success. Menjivar et al. (1990) were able to 
calibrate various paddle geometries in a C.W. Brabender Do-corder using the Couette anal-
ogy (Goodrich & Porter 1967) in order to predict the flow properties of fruit pastes that were 
difficult to measure in a standard rotational rheometer due to the presence of seeds. Aerts 
and Verspaille (2001) utilised the Couette analogy of Bousmina et al. (1999) to produce flow 
curves from a C.W. Brabender Viscograph. This absolute data compared favourably with a 
concentric cylinder rheometer, with a maximum deviation of only 4% in flow curves. Such 
an approach allows the instrument to quote in absolute rather than empirical units.

A commercial mixer torque rheometer (Caleva MTR, Caleva Process Solutions, UK) 
was developed and was proven popular for rheological monitoring of wet masses. The tech-
nique has been found capable of quantifying the effects of formulation including substrate 
source, binder type and concentration (Parker & Rowe 1991, Parker et al. 1991, 1992; 
Hancock et al. 1994) and processing effects (Janin et al. 1990). A more detailed review of 
the technique is given by Rowe and Parker (1994) and Rowe (1996).

The effects of rheological properties on mixing may be used to predict flow patterns, 
mixing times and power requirements within mixing vessels. Rheological data have been 
used widely to predict power requirements in mixing vessels for Newtonian and shear 
thinning fluids which lend themselves to characterisation by conventional geometries. 
However, for more rheologically complex media such as concentrated solid–liquid suspen-
sions, difficulties were reported in determining meaningful data from concentric cylinders 
due to gap effects (Edwards et al. 1986; Edwards & Jomha 1987). In an effort to overcome 
such problems with shear thickening suspensions, Jomha et al. (1990) used helical ribbon 
and anchor geometries which were geometrically similar to full-scale mixing devices, cou-
pled with rotational viscometry. Such geometries proved successful in predicting power 
consumption with the ratio to measured power close to unity. They concluded that fairly 
accurate power consumption data for mixing vessels may be obtained by replacing the bob 
of Couette geometries with an impeller of geometrical similarity.

Sestak et al. (1982) used a small-scale anchor impeller with a rheometer to develop 
a technique to facilitate torque predictions for the mixing of inelastic thixotropic fluids. 
Cheng’s thixotropy model was successfully applied in the calculation of impeller torque-
time variations resulting from arbitrary past deformation history of a thixotropy material 
within a mixing process.

Hugelshoffer et al. (2000) studied the rheological and structural changes occurring dur-
ing the mixing of suspensions and emulsions. A helical ribbon was attached to a rheometer 
allowing phase interactions and surfactant influences to be described in terms of their effect 
on representative viscosity of the mixture. Evaluation of plug flow was also described dur-
ing the mixing process for high-suspension concentrations.

Such techniques could be used to optimise impeller design, predict power requirements 
and analyse mixing performance for rheologically complex fluids. Benefits from scaled-
down experiments include ease of impeller geometry variation, reduced product volumes 
combined with increased measurement sensitivity from viscometers/rheometers and 
improved temperature control.

4.6 Conclusion

This chapter has highlighted the research that has been done and the theory that has been 
developed in order to understand and utilise the effect of rheology on mixing. Not only is 
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mixing used in food processing to distribute the ingredients throughout the material being 
mixed, but it is also used to build structure by inputting energy and enhance the chemi-
cal reactions taking place as the ingredients interact. The rheology of the fluid phases can 
change the effectiveness of a given geometry to cause these required mixing outcomes. 
Also, the rheology has effects on the power input required and torque generated to turn the 
mixing elements during the mixing process. These effects, once understood, can then be 
used to determine the rheological properties, and more importantly, follow the evolution of 
the rheological properties throughout the mixing process.
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5 Equipment design

David S. Dickey

5.1 Introduction

The equipment used for food mixing can be either application specific or general purpose. 
Unique design challenges apply to food mixing where food properties such as texture, 
flavour, shelf-life, and safety must be considered. The equipment must handle different 
rheological properties and still be effectively cleaned. Although categorisation of mix-
ing equipment is difficult, some mixers are used primarily for either liquids or powders, 
whereas others are employed for combinations of liquids and powders.

This chapter will focus on the range of mixers employed in typical food processing 
applications. However, unique products or processes may necessitate the use of custom-
ised mixers. Manufacturers of food mixing equipment range from major food application 
focused companies to independent fabricators that make both common and specialized 
mixers. All types of mixers work for some applications, but choosing the best mixer with 
the most appropriate features is more likely to give optimum results. Other equipment, such 
as pumps, grinders, and even packaging equipment, may provide some degree of mixing. 
Additionally, mixing equipment must operate safely and without mechanical failures to be 
a success.

5.2 Liquid mixing equipment

Liquid mixing applications include everything from water-like to high viscous formulations.

5.2.1 Portable mixers

The most common industrial mixer is the ubiquitous portable mixer. As with most food 
mixing equipment, basic design criteria include stainless steel wetted parts and stain-
less housings, or painted surfaces resistant to corrosion resulting from frequent cleaning. 
Portable mixers are available in different sizes. Small, fractional power mixers with small 
impellers and high motor speeds are used in small containers, and for laboratory applica-
tions. Larger portables with motors as large as 2.2 kW have gear reduced speeds with larger 
impellers and can handle sizeable batches of liquid, depending on fluid viscosity and mix-
ing requirements. These larger mixers may be portable, but only with the assistance of a 
crane or other lifting devices.
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An adjustable mounting is a common feature of portable mixers, allowing the mixer to 
be angled both vertically and horizontally. This flexibility facilitates mixing in different 
size tanks, which have various support characteristics. For instance, tanks made of polymer 
materials are not likely to provide sufficient rigidity for attaching a mixer directly to the 
tank wall. Similarly, the depth and diameter of the tank could require adjustment of the 
mixer shaft angle for optimum mixing.

Contrary to a common misconception, a strong surface vortex does not provide good 
mixing. As tanks mixed with portable mixers rarely have baffles to control swirling, the 
adjustable mounting is available to create the best flow pattern for the application. A strong 
or deep surface vortex probably indicates that the tank contents are swirling in a circular 
pattern, resulting in solid-body rotation with poor mixing. A swirling flow pattern does not 
provide good movement from the top to the bottom or from the centre to the sides of the 
tank. Typically, swirling will allow solids to settle at the centre of the tank. Proper mount-
ing of a portable mixer can more than double the effectiveness of the mixer.

The angled offset of the portable mixer is typically about 15º from the vertical; con-
sequently, the impeller is located in the same half of the tank from which the mixer 
is mounted. Most portable mixers have a shaft and impeller that rotate clockwise, when 
viewed from behind the motor.

When mounted with the shaft aimed across the centre of the tank, the rotation of the 
impeller creates an inherent flow pattern with a clockwise rotation (Figure 5.1). Typically, 
the impeller is either a marine-style propeller or a hydrofoil impeller which creates an axial 
flow. By angling the portable mixer far enough to the right of the tank centreline, the result-
ant axial flow can counteract the induced flow and even create an opposite rotation, shown 
as ‘induced flow’ in Figure 5.1. Optimum mixing is usually created when the axial flow 
counteracts the inherent rotation, resulting in little, if any, vortex on the surface. This con-
dition gives good top-to-bottom motion in the tank.

Where powders or immiscible liquids are added on the liquid surface, an inherent 
swirl may be advantageous in creating more surface motion. However, only a moderate 
surface vortex is required. A strong vortex extending to the impeller region is not desir-
able from either a mechanical or processing perspective. A vortex to the impeller is likely 
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Fig. 5.1 Portable mixer flow patterns.
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to cause excessive loads on the mixer shaft and mountings. A deep vortex will also draw 
air bubbles into the product, which will reduce the mixing effectiveness. Swirling may be 
advantageous for the mixing of viscous fluids. With high-viscosity fluids (	1,000 mPa s), 
vortexing becomes less of a problem. In such cases, ‘enhanced flow’ pattern, shown in 
Figure 5.1, may be optimal.

5.2.2 General purpose liquid mixers

For larger tanks and batches with a range of viscosities, various types of vertical, centre-
mounted mixers are commonly used. For lower viscosities, typically �1,000 mPa s, tanks 
have wall baffles to prevent or limit the swirling created with centre-mounted mixers. Mixer 
tanks can be short or tall, with a wide range of diameters. Typically, a cover with an opening 
to facilitate the addition of ingredients is employed to reduce contamination. The internals 
of the typical food mixer can have a single shaft with single or multiple mixing impellers, 
or may have multiple shafts and impellers, to provide different mixing capabilities.

One of the most common and versatile mixing impellers is the pitched-blade turbine 
impeller (Figure 5.2). The pitched-blade impeller is both easy to manufacture and effective 
for a wide range of mixing applications. Typically, such impellers have four blades, made 
of flat plates, mounted at 45º angle, with blade width approximately one-fifth of the impel-
ler diameter. The impeller is rotated to pump downward, which requires clockwise rota-
tion  as shown in Figure 5.2a. The down-pumping flow in a baffled tank creates good fluid 
motion along the bottom of the tank with circulation up the sides and back to the impeller. 
Motion across the tank bottom helps to prevent particle settling. The straight-blade turbine 
impeller (Figure 5.2b) creates radial flow. Radial flow is less effective for bulk mixing, but 
may be appropriate for dispersion or high-power input applications. The straight-blade or 
pitched-blade impellers may be placed close to the bottom of a tank to ensure adequate 
mixing during filling or emptying. Hydrofoil impellers (Figure 5.3) are effective for the 
bulk blending of liquids and the suspension of solids in liquids. Strong axial flow and a low 
power number create effective motion across the bottom of the tank and good circulation.

Comparisons of impeller efficiency are rather difficult, as different impeller designs are 
appropriate to particular applications. However, comparisons can be made by considering 
mixing effectiveness for impellers, when rotated at the same speed with the same power 
input. To achieve the same power input, the pitched-blade impeller must be larger than the 
straight-blade impeller and the hydrofoil impeller must be larger than either of the other 

(a) (b)

Fig. 5.2 (a) Pitched-blade turbine impeller (b) straight-blade turbine impeller. (Courtesy of Chemineer, Inc.)
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impellers. For such a comparison to be valid, the ratio of impeller diameter to tank  diameter 
should be between 0.2 and 0.6.

Operating an impeller at the same speed and same power means that it is also operating 
at the same torque. Equal torque is usually a better performance criterion than equal power 
for similar blending intensity. A small impeller at a higher speed would be expected to give 
similar mixing intensity as a large impeller at a lower speed. However, the smaller impel-
ler would be expected to require a higher power input than the larger impeller, but both 
would require nearly the same torque. While power is a measure of operating cost, torque 
is essentially a measure of capital cost. Higher torque means a larger drive, shaft diam-
eter and impeller. For the same torque, a pitched-blade impeller will provide greater mix-
ing intensity than a straight-blade impeller. Comparatively, a hydrofoil impeller provides 
greater intensity than a pitched-blade impeller.

In food mixing applications, ease of cleaning is paramount. For most food applications, 
polished stainless steel is the material of choice for both tanks and mixers. Typically, more 
complicated impellers are required to handle a wider range of process conditions such as 
viscosity changes or batch levels. In general, process requirements guide the selection of 
mixing equipment for specific applications.

5.2.3 Mixer shafts design

Sufficient mechanical strength is the first design criterion for a mixer shaft. To avoid fatigue 
failure, the stresses in the shaft should be kept to levels well below the yield point, where a 
shaft might bend. To calculate both tensile and shear stress within the shaft, the torque and 
bending loads on the shaft must be estimated.

The most common liquid mixers have an overhung shaft, supported only at the top for a 
top-mounted mixer. For a constant shaft diameter, the point of greatest stress occurs at the 
lower drive bearing, which supports the mixer shaft. The maximum torque on the mixer 
shaft can be calculated as follows.

 
τ � 9 55.

P

N  
(5.1)

Where t (N m) is the torque, P (W) is the motor power, and N (rpm) is the rotational speed. 
Note that the motor power, and not the impeller power, is used in this equation. The 

assumption is that through some combination of density, viscosity, or any other upset 

Fig. 5.3 Hydrofoil mixing impeller. (Courtesy of Lightnin, SPX Corporation.)
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 condition, all of the motor power could be applied to the mixer shaft irrespective of the 
power required by the impeller(s) for the design conditions.

Calculation of the bending moment on the shaft is a more complicated affair, as an esti-
mate of the lateral hydraulic loads on the impeller or each of multiple impellers is nec-
essary. These loads must be applied at the impeller location(s) on the shaft. If a single 
impeller is mounted on the shaft, all of the motor power could be delivered at that location, 
and only the distance from the drive to the impeller is important. If multiple impellers are 
on the same shaft, the motor power must first be distributed between the impellers, and 
then the distance to each impeller is considered in calculating the total bending moment. 
If two similar impellers are mounted on a single shaft, then half the motor power can be 
assigned to each of them. If the impellers are of different size or type, then the power for 
each must be calculated, and the motor power is distributed  proportionately between them. 
For instance, if the bottom impeller requires twice the power of the upper impeller, then 
two-thirds of the motor power should be assigned to the lower impeller and one-third to 
the upper impeller. The same splits in the motor power distribution apply to other mul-
tiple impeller combinations. The following equation provides an estimate of the bending 
moment for typical mixing impellers:
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where M (N m) is the bending moment, Pi (W) is the fraction of motor power, Li (mm) 
is the shaft length to the ith impeller, N (rpm) is the rotational speed, and Di (mm) is the 
diameter of the ith impeller. The hydraulic force factor, fHi, depends on the application and 
the impeller type. Some typical values for the hydraulic force factor are listed in Table 5.1.

From a calculation for the maximum torque and an estimate of the total bending load on 
the shaft, shear and tensile stresses can be calculated:
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(5.3)

where σs is the shear stress (N/m2) and d is the shaft diameter (mm).

Table 5.1 Hydraulic force factors, fHi.

Turbine impeller Hydrofoil impeller

Condition
Four blades, 

pitched or straight
Three or four blades 
or marine propeller

Normal operation 1 1.5
Operation at the liquid level 2.0–3.0 2.5–3.5
Operation in boiling liquid 1.5–2.5 2.0–3.0
Operation in gas sparged systems 2.0–3.0 2.5–3.5
Large volume additions of powders 3.0–5.0 3.0–5.0
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The tensile stress σt (N/m2) is calculated as follows.
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(5.4)

To avoid fatigue failures in stainless steel shafts, the shear stress is typically limited to less 
than 40 
 106 N/m2 and the tensile stress is limited to less than 70 
 106 N/m2. Higher 
stress values may eventually result in a fatigue failure of the shaft near the drive support. 
Welded couplings, machined steps, keyways, or other modifications to the mixer shaft can 
result in failure at lower stress levels.

While high stress levels in a mixer shaft may cause the shaft to break, operating near 
a natural frequency or critical speed may cause the shaft to bend. Care must be taken to 
avoid operating a mixer near the first natural frequency of the shaft. The second natural fre-
quency is rarely a problem. The vibration associated with the natural frequency is like the 
vibration of a tuning fork, but on a larger scale and at a lower frequency. The weight and 
length of the shaft, the weight of the impeller, along with the elastic modulus of the metal 
in the shaft, determine the natural frequency.

To estimate the natural frequency of a mixer shaft, the weight of the impeller(s) must be 
known or accurately estimated. If multiple impellers are on the same shaft, the weight of the 
upper impeller(s) can be resolved to end of the mixer shaft, using the following formula:
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where We is the equivalent weight (kg) at the end of the shaft of length L (mm) from the lower 
support bearing. The summation is for multiple impellers, with weights, Wi, and lengths, Li, 
from the support bearing. The equivalent weight of the mixer shaft will also be resolved to 
the end of the shaft, using the density of stainless steel, the shaft diameter, and length. The 
following is the formula for the critical speed, NC, in revolutions per minute (rpm).
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The equivalent weight from equation (5.5), along with the shaft length, L, shaft diameter, d, 
and the spacing between the support bearings, Sb, with all of these lengths in millimetres, 
provides an estimate for the critical speed.

Operating a mixer at speeds within 15% above or below this critical speed can cause 
serious vibrations, even to the point of bending or breaking the mixer shaft. Most mixers 
operating below a speed of about 125 rpm are usually below the first natural frequency of 
the shaft. Higher speed mixers may operate above the first natural frequency. When starting 
or stopping a mixer operating above critical speed, the shaft speed usually changes at a suf-
ficient rate to ensure that vibrations at the natural frequency do not cause serious mechani-
cal problems. However, operating the same mixer with a variable speed drive can cause 
problems, if the adjusted operating speed is near the natural frequency. For that reason, 
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electronic variable speed drives often prevent operation within a certain frequency or speed 
range, to avoid natural frequency problems.

5.2.4 Other mechanical design considerations

By knowing the torque and bending loads on the mixer shaft, other mechanical design 
requirements can be established. Bending load calculations can be employed to design the 
blade thickness for impeller blades. Torque calculations may also be used to estimate the 
loads on tank baffles. For design purposes, all of the torque input by the mixer must be bal-
anced by the forces on the tank baffles.

At a more practical level, torque and bending loads must be known or specified to 
design a mounting structure for the mixer. Whether the mixer is supported from beams or 
on a tank nozzle, the support must be sufficiently strong and rigid. Strength is an obvi-
ous requirement; however, stiffness is usually found to be a more restrictive parameter. 
A support structure or tank nozzle may not break with a little flexibility, but only minor 
movement at the support can cause a long mixer shaft to move significantly. To prevent the 
mixer from moving too much, the support can be designed for higher loads, thus providing 
sufficient stiffness. Designing the support for 2.5 times the torsional load [calculated in 
equation (5.1)], and 3.0 times the bending load [calculated in equation (5.2)], should pro-
vide sufficient stiffness for the mixer mounting.

The selection criteria for a mixer drive, typically a gear reducer, includes not only the 
appropriate speed reduction from the motor speed to the mixer speed, but also power, 
torque, and bending. The power rating must be sufficient to handle the full motor power. 
The output shaft and bearings for the drive must be sufficient to handle the torque [equa-
tion (5.1)] and the bending load [equation (5.2)]. Power ratings, torque, and bending loads 
are specified by the gear drive manufacturers.

Electric motors must be suitable for the application. If the area is subject to frequent 
wash-downs, then a wash-down duty motor will be necessary. If flammable vapours or 
powders are handled near the mixer, explosion-proof motors are necessary.

The design and specification of all aspects of a mixer must be considered for safe and 
durable operation. For more information on the mechanical design of mixing equipment, 
see Dickey and Fasano (2004).

5.2.5 Special purpose liquid mixing equipment

Some types of liquid mixing equipment are used for specific types of applications. 
Typically, these applications  require more than just liquid blending.

5.2.5.1 Disperser-type mixers

Disperser-type mixers generally fall into two categories, rotor–stator dispersers and 
open-style dispersers. Both rely on high rotational speeds, or more specifically, on high 
peripheral speeds, with impellers that create high velocity gradients in the liquids and low 
liquid flow rates. Unlike the mixing impellers discussed earlier, which produce bulk fluid 
motion to achieve uniformity, the high-shear dispersers create local conditions, near the 
impeller, that disperse liquids or powders into the surrounding liquid. Mixers designed for 
liquid uniformity are commonly used for miscible liquids, suspension of wetable or predis-
persed solids, or gas dispersion. When it comes to dispersing two-phase liquids, especially 
for emulsions, or dispersing difficult-to-wet powders, the mixers that create good liquid 
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 uniformity may not provide sufficient local intensity for effective dispersion. Where intense 
local dispersion is required, disperser mixers are necessary.

Rotator–stator mixers have a rapidly rotating impeller inside a stationary housing with 
slots or holes through which the dispersion must pass. The types of impellers and hous-
ings can take many different forms (Figure 5.4). Usually, liquids, and solids if present, are 
drawn up under the rotor (rotating impeller) and then forced through the holes or slots in 
the stator (stationary portion of the head). By having the inlet on the underside of the head, 
air is less likely to be drawn down from the surface. The direction of flow into the impel-
ler region may have advantages or disadvantages, depending on the application. When dis-
persing two-phase liquids, as in oil–water applications, drawing from below the impeller 
to prevent air entrainment may be preferable to avoid trapped air bubbles. For a powder 
dispersion, the ability to draw flow from above may help pull powder down from the sur-
face, and into the disperser head. Different mixers have different capabilities, depending on 
auxiliary impellers and/or shafts that can rotate in either direction.

Most of the dispersion by the rotator–stator occurs in the fluid, and not as a direct result 
of contact with the metal surfaces. The tips of the impeller blades rotate more rapidly than 
the surrounding fluid, resulting in rapid acceleration into the impeller region. The motion 
of the impeller results in local velocity differences around each blade, creating eddies and 
flow patterns with more velocity gradients. A small gap between the rotating blade and the 
stationary housing creates a high velocity gradient in the fluid. Further, as the fluid flows 
through the slots or holes in the stator, acceleration and deceleration occurs. Finally, the 
flow-out through the slots or holes is at a velocity greater than the surrounding fluid, which 
also creates gradients and turbulence in the fluid.

Because of the complicated flow patterns and the typically complicated mechanisms 
required to achieve dispersion, testing with a specific mixer design is necessary. Usually, 
some combination of formulation and mixing intensity is required to achieve the desired 
result. Viscosity differences and interfacial tension influence liquid–liquid dispersion mixing. 
Wetting characteristics and particle interactions influence solid–liquid dispersion mixing.

Sometimes, a high-speed rotating blade is sufficient to accomplish dispersion. The 
height, number, and angle of the teeth determine the local velocity gradients and fluid 
pumping capacities. All applications require some combination of flow and shear; flow 
to move the surrounding fluid through the intense shear around the tips of the impeller 
blade.

In all cases, the disperser blades present some compromise in their ability to blend the 
bulk liquid effectively. As a liquid or dispersion becomes more viscous, bulk motion is 
reduced because of either liquid properties or the resulting dispersion. To handle situations 
where both dispersion and bulk motion are required, combinations of mixing devices are 

Fig. 5.4 Rotor–stator disperser heads. (Courtesy of Silverson Machines Inc.)
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encountered. Some mixers have a combination of a high-shear disperser and a high-flow or 
a high-viscosity impeller, such as those mentioned in the previous section.

5.2.5.2 External re-circulation loops

Generally, pumping liquid through an external loop and back into a tank is an ineffec-
tive and an unreliable way of mixing the liquid in the tank. The flow pattern in the tank 
is uncertain, which often results in short-circuiting from the inlet to the outlet. However, 
even with a good flow pattern, the amount of power required during pumping is typically 
5 to 10 times the power required for the same amount of flow produced by mixing. If a 
 different process function, such as rapid mixing or heat transfer, can be accomplished in the 
re-circulation loop, then a benefit may arise. For dispersion, the inclusion of an inline mixer 
in the re-circulation loop (Figure 5.5) may aid processing. Most inline mixers of this type 
have some pumping capabilities, but are limited to low-viscosity fluids with low flow and 
head requirements. Centrifugal pumps may also provide some inline dispersion capability.

5.2.5.3 Powder addition

Mixing devices may be designed specifically for powder addition to a liquid (Plate 5.1). 
Introducing dry powder directly into a region of rapid dispersion can eliminate or greatly 
reduce the formation of partially wetted powder agglomerates. As a rapidly rotating impel-
ler can create a low-pressure region near the centre, dry powder can be fed directly into 
the powder–liquid dispersion point, as shown in the cut-away. This type of powder addi-
tion disperser can be used with fresh liquid feed or re-circulated liquid, as depicted in the 
re-circulation loop (Figure 5.5).

5.2.5.4 Liquid–liquid dispersion

For liquid–liquid dispersion, a rapidly rotating impeller may not be the most effective way 
of producing a fine dispersion. A valve homogeniser (Plate 5.2) forces a high-pressure 
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Fig. 5.5 Re-circulation loop with high-shear inline mixer. (Courtesy of Silverson Machines Inc.)
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 liquid steam through a small gap, generating shear, impact on a ring, along with a rapid 
pressure change. The combined effect of the forces acting on the liquid–liquid combination 
passing through the homogeniser creates a fine dispersion. Although this process is often 
used in homogenising milk, it can be applied to other oil–water combinations also.

5.2.5.5 Static mixers

Other inline mixing capabilities, either in a re-circulation loop or transfer piping, can be 
provided by a static or motionless mixer (Figure 5.6). A static mixer has vanes or obstruc-
tions, called elements, which are designed to re-direct and divide the flow in a way that 
creates mixing. The mixing can be accomplished in either turbulent or laminar flow, 
depending on the type or length of the static mixer. A typical static mixer for a food appli-
cation will have removable elements for cleaning and inspection and may have sanitary 
clamp connections for easy removal.

5.2.6 Food specific mixing equipment

Food mixing has some specific and unique applications, such as bread making, which are 
handled by special mixing equipment. Such special mixing equipment may be selected 
because of the mixing characteristics, past practices, or cleaning features. Some past 
 practices have their origins in manual food handling practices that have evolved through the 
development of home kitchen equipment and subsequently modified for industrial applica-
tions. Often, these adaptations have attempted to duplicate home cooking on an industrial 
production scale.

Even the basic kitchen blender may be employed in industrial applications, especially at 
the bench-scale development stage. While providing the same mixing characteristics as found 
in many homes, duplication of the maximum mixing intensity is nearly impossible on an 
industrial scale. The power levels and the dispersion capability of a standard kitchen blender 
are rarely found anywhere in volumes larger than a few litres, and almost never in large food 
operations. The closest approach to such intensities is an inline, high-shear mixer, like the one 
in the re-circulation loop in Figure 5.5. The biggest problem with development using bench-
scale blenders is that the products produced on the laboratory bench may have totally different 
characteristics than those produced with the same ingredients in production mixing equip-
ment. The mixers used to develop a product should be as geometrically and operationally sim-
ilar as possible to the available production mixers. The process of scale-up and development 
cannot be treated independently, especially when it comes to mixing. A  significant amount of 
mixing technology is related to scale-up, because the many variables and responses expected 
from mixing are nearly impossible to predict without some experimentation. More informa-
tion about scale-up and development testing can be found in Chapter 6.

Fig. 5.6 Static mixer—sanitary. (Courtesy of Chemineer, Inc.)



Equipment design 83

The mixing motion created by catering scale food mixers is called planetary motion. The 
paddle rotates about its own axis at a relative high speed, while the axis of rotation for the 
paddle, rotates around the centre of the bowl. The rotation about two different axes is effec-
tive in not only mixing ingredients locally, but also in bringing ingredients from the perimeter 
of the bowl to the centre. Mixing equipment of this type can handle products from dry powder 
ingredients like flour and sugar, to liquid ingredients like milk, water, and oil. The capacity to 
handle batters and doughs, which have viscous or visco-elastic characteristics, along with air 
incorporation requires challenging mixer design. Simple rotational motion is not sufficient.

One of the unique mixing problems in food processing is the preparation of bread dough. 
Although bread making has been around for thousands of years, during most of that time, 
the kneading of dough has been an entirely manual operation. However, with bread making 
becoming much more of a large-scale industrial process, the kneading has taken on larger 
proportions. An industrial bread dough mixer (Plate 5.3) creates the kneading and stretch-
ing action by the rotation and crossover of bars inside a tub. A ball of dough is cut by the 
passing bars and in the process stretched to develop the gluten and distribute the leavening.

Other specific types of mixing equipment are employed in applications such as candy 
making, where taffy pullers, coating equipment, and other special purpose devices perform 
different types of ingredient or product mixing.

5.3 Powder mixing equipment

5.3.1 Ribbon blenders

Ribbon blenders are probably the most widely used powder blenders in the food indus-
try. Although not necessarily the most effective blender for all types of powder blending, 
they are sufficiently versatile to allow for the successful production of many different types 
of blends. Ribbon blenders work best with free-flowing or slightly cohesive powders. Wet 
compacting powders may stall a ribbon blender, especially if the blender must be re-started 
during the blending process.

Ribbon blenders have helical-shaped metal blades attached to a horizontal rotating shaft. 
The outer pairs of blades or ribbons push material in one direction, while a second, or 
sometimes third, pair of blades mounted inside the first, pushes the material in the opposite 
direction. The direction for the ribbons is determined by the twist, or hand, of the helical 
blades. Blenders with a centre discharge will have pairs of outer ribbons, each pair pushing 
towards the centre of the blender, with inner ribbons pushing towards the ends. A blender 
with an end discharge will have a single pair of outer ribbons pushing towards the discharge 
end and an inner ribbon pushing in the opposite direction. Pushing is not an entirely ade-
quate description for the action of the blades in a ribbon blender. The blades will push the 
powder material causing bulk motion, but they also cut through the material, causing rela-
tive displacement and dispersion. The combined action of bulk motion, division followed by 
displacement, and counter-current motion within the blender, causes mixing to take place.

The time required for complete blending after the addition of the final material should be 
no more than 10–15 min, and often only about 5 min. Failure to achieve a uniform blend in 
10 min is usually a result of overfilling a ribbon blender. For good blending, the top edge 
of the ribbons should break the surface of the powder in the blender. The blender capac-
ity stated by most manufacturers is the volume to the top of the ribbon. For best results, 
the blender should be filled to just over the horizontal shaft, with ribbons coming up and 
out of the powder; otherwise, the powder at the vertical wall of the trough may not be well 
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blended. Often, product quality and blending efficiency can be improved by making two 
well-sized batches, rather than one over-filled batch. An under-filled blender, especially a 
batch that does not fully engage the inner ribbon, can also be difficult to mix uniformly.

5.3.2 Paddle blenders

Paddle blenders are generally similar to ribbon blenders, except that the continuous rib-
bons are replaced by segmented paddles. Paddle blenders are used with free-flowing and 
moderately cohesive powders. In addition to handling wetter, more cohesive powders than 
ribbon blenders, paddle blenders aerate free-flowing powders more than ribbon blenders. 
The paddles can be slanted in different directions and extended to different distances from 
the rotating shaft, creating a complicated mixing pattern.

As for ribbon blenders, the advantages and disadvantages of paddle blenders depend on 
powder characteristics and application. Generally, paddle blenders reach a final blend faster 
than a ribbon blender, but the degree of uniformity may be slightly less. Paddle blenders are 
more practical for abrasive powders, where paddles may be designed for replacement. Paddle 
blenders are more likely to be applied in continuous blending applications than ribbon blend-
ers. Transport in a paddle blender can be in alternating directions for more diffusive mixing.

5.3.3 Combination blenders

Several types of combination blenders are also available, combining the best features of 
various blender designs. A combination ribbon–paddle blender (Figure 5.7) has a continu-
ous ribbon inside the paddles. The paddles operate near the bottom and sides of the blender 
trough. The ribbon provides bulk flow to ensure that all of the material passes through the 
paddle blades. The paddles randomise the blend effectively.

A fluidising paddle blender (Figure 5.8) uses the rotating paddles to aerate or fluidise 
powder for effective particle dispersion. For free-flowing powders, this fluidisation gives 
a more rapid and uniform blend than with most other types of horizontal rotating-shaft 
blenders. Multiple-shaft fluidising paddle blenders are used in some industrial applications. 
Many other types of industrial blenders may be employed in food processing, provided 
appropriate materials of construction and cleaning capabilities are considered.

Fig. 5.7 Combination ribbon–paddle agitator. (Courtesy of American Process Systems, Eirich Machines, Inc.)
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Fig. 5.8 Paddle fluidizing paddle agitator. (Courtesy of American Process Systems, Eirich Machines, Inc.)

Trough-type blenders can be used for either batch or continuous processing. Although 
the trough shape remains the same, the ratio of length to width may be different for a batch 
or continuous operation (Figure 5.9). Batch blenders are usually shorter and wider than 
continuous blenders, for the same volume. Actual blend times in batch processes are typi-
cally 3–10 min, depending on the blender type and the powder characteristics. The resi-
dence time in a continuous blender is usually only 1–3 min, again depending on the process 
requirements.

Short Wide

Fig. 5.9 Different blender shapes for batch or continuous blending.
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5.3.4 Tumble blenders

Tumble blenders are applicable only to free-flowing powders. Types of tumble blenders 
include V-type, also called twin-shell blenders, double-cone blenders, and horizontal-
drum blenders. Each type has advantages and limitations. The biggest advantage of  most 
tumble blenders is that they may have few internal components and are therefore easy to 
empty and clean. Along with easy cleaning, the blending can be extremely uniform. With 
internal dispersers or nozzles, liquid addition is possible, but only if the powder remains 
free flowing. A limitation may be that each size blender has effectively only one useful 
capacity. The rated blender capacity of a tumble blender is usually half the actual volume 
of the blender. Over-fill and under-fill situations significantly reduce the effectiveness of 
the blending. Tumble blenders often require more room, especially headroom, than hori-
zontal blenders, like ribbon and paddle blenders. Tote-type tumble blenders take advan-
tage of the combined features of storage, blending, and handling in the same container. 
Tote-type blenders are of limited capacity, partly because of standard handling dimensions, 
but also because they must be only about half-full to allow sufficient room for effective 
 blending. When overfilled, tumble blenders of all types fail to effectively mix the centre of 
the batch.

5.3.5 Loading and emptying blenders

Loading and emptying operations are important for the overall performance of all types of 
powder blenders. In most cases of batch blending, powder is added into the blender, either 
from bulk containers, bags, or other pre-weighed containers, depending on the batch size 
or individual ingredient quantities. For rotating-shaft blenders, such as ribbon or paddle 
blenders, powders are usually added with the blender running to avoid high loads associ-
ated with the starting of a filled blender. The addition of powders into an operating blender 
has potential safety risks and should be carried out with appropriate guards and ventilation. 
Bag dump stations ensure both safety and ventilation during loading of blenders.

Order and rate of addition are also important. Usually the major ingredient is added 
first, followed by secondary or minor ingredients, and liquids, when required. Staggered 
additions over time while the blender is operating or addition to multiple locations if the 
blender is stationary are recommended to minimise the formation of segregated regions. 
Pre-blending of minor ingredients with other ingredients is recommended, especially where 
the minor ingredient is less than 0.5%, so that the concentration will be at least a couple of 
percent of the pre-blended batch.

Loading a blender for continuous operation usually involves some type of conveyor. In 
most food applications, the feeder is a pneumatic or belt-type device, depending on the 
powder properties and capacity requirements. Secondary or minor ingredients should be 
metered into the blend using some type of weigh or screw feeder. Similarly, any liquid 
feeds must be monitored and controlled. Continuous operation requires greater control, but 
significantly increases blender capacity.

Emptying a blender should be carried out as soon as possible, once the blending proc-
ess is finished. Excessive processing may result in over-blending and attrition. A delay 
in emptying after processing may result in compaction, which may affect discharge or 
segregation due to environmental vibrations. Usually, emptying a blender in continuous 
 operation requires another conveying method to transport the product to packaging or fur-
ther  processing.
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5.3.6 Liquid addition to powders

The simplest but least effective method of liquid addition is to pour a liquid ingredient 
into an operating blender, such as a ribbon or paddle blender. The important characteristic 
of any liquid addition is to ensure that liquid is added to moving powder and not to the 
blender surface. Ideally, the liquid should be sprayed or dispersed onto moving or aerated 
powder. Surface spray can be accomplished with a nozzle or series of nozzles. Diaphragm 
or peristaltic pumps can be used for a variety of liquids. A pressurised can with a dip tube 
may be simpler, less expensive, and easier to clean than a pump. Many tumble blenders 
have disperser bars or other high-speed devices to both aerate powders and disperse liquids. 
Viscous liquids can be difficult to disperse but may be easier to add when heated or diluted 
with an appropriate solvent. High-speed choppers may be used to break up any undesired 
agglomerates formed by the addition of liquids.

5.3.7 Sampling

Sampling a blender to identify an incomplete blend is usually done either at the outlet of 
the blender or at a poorly blended location in the blender. As many powders blend quickly, 
significant blending may occur while starting and stopping the blender to take a sample. For 
safety, samples should never be taken while the blender is operating. Although bulk sam-
ples may appear well blended, corners of the blender, around blender seals, or near the axis 
of rotation may not be adequately blended; samples and testing should focus on such loca-
tions. In a ribbon blender, poor blending is likely to be found at the corners of the blender, 
at the ends near the centre, at the walls of the trough if powder sticks, and along the centre 
shaft where ribbon supports and low velocities may create regions with slow mixing.

5.3.8 Safety

Safety is an important consideration in all types of mixing and blending equipment, espe-
cially with rotating-shaft powder blenders. Open access to the rotating components should 
be restricted. All blenders should be covered, at least with grates for loading or viewing. 
Most covers are provided with electric interlock switches to stop the blender when the 
cover is open or the grate is removed. Similar interlocks are needed to prevent close con-
tact with rotating tumble blenders. Although adequate to prevent accidental contact with 
rotating equipment, these switches are not adequate for servicing or cleaning the blender. 
Appropriate lock-out and tag-out procedures must be followed to prevent serious injury.

5.3.9 Blending systems

There is a trend in industry towards integrated blending systems, where material handling, 
blending, and even packaging may be combined into a single package. Powder blending 
operations are more likely to experience problems than liquid systems, due to the unpre-
dictability of powder characteristics. No blender type is suitable for all applications. Pilot 
testing is recommended to select the most appropriate system for a given application.

5.4 Equipment components

Several components are common to most mixers, whether they are used for liquids or pow-
ders. Electric motors, speed reducers, and shaft seals are used in most types of food mixers.
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5.4.1 Electric motors

Electric motors drive most types of food mixers, sized appropriately for scale and rheologi-
cal properties. Motors may be specifically designed for application in hazardous environ-
ments, including flammable or explosive concerns arising from volatile vapours or fine dust.

5.4.2 Speed reducers

Speed reducers are used in most industrial-size mixers to provide higher torque and more effec-
tive mixing action. Torque is a measure of the extent of rotating force that a mixer can apply 
to the fluid or powder being mixed. In many ways, the amount of torque that a mixer delivers 
is a better measure of its mixing capability than the power of the mixer. In simplest terms, 
torque is power divided by speed. Speed reducers are essential constant power, torque increas-
ing devices. For example, reducing the rotational speed from a motor to a mixer with a gear 
drive with a 5:1 ratio will increase the torque by a factor of five, usually delivering that level of 
additional mixing. Loss of power due to friction or other resistances will be converted to heat. 
Even the effects of mixing will result in the conversion of all dissipated power into heat. Heat 
build-up may be either a problem or an advantage in viscous situations such as dough mixing.

The most common form of speed reduction used in food mixers is a gear reducer, as 
they are compact, enclosed, and relatively trouble free. Gear drives can be either inline or 
parallel-shaft types, where the input and output shafts are along the same axis of the drive. 
Some drives are right-angled, where the output shaft is at 90º to the input shaft. Each type 
of drive has practical advantages for a specific mixer. The internal gearing is chosen to pro-
vide the required amount of speed reduction for the specific type of mixer.

Mixers, especially powder mixers, may use either belt or chain drives. These drives also 
reduce the rotational speed to achieve more effective mixing. For small speed reductions, 
especially at higher torque, belt or chain drives can be less costly than relative capacity 
gear drives. Because belt and chain drives are external parts, proper guards are essential 
for safe operation of a mixer. In all cases, guards protecting rotating shafts or other parts of 
a mixer should be in place when the mixer is in operation.

5.4.3 Seals

Shaft seals and rotating seals keep food products separate from mechanical components. 
Static seals keep food products separate from the environment. Various kinds of sim-
ple seals are used in food applications to keep products clean and safe besides avoiding 
damage to mechanical equipment. Important seals are those around rotating shafts in both 
liquid and powder mixers.

Nomenclature

D impeller diameter (mm)
Di diameter of the ith impeller (mm)
d shaft diameter (mm)
fHi hydraulic force factor (dimensionless)
L shaft length (mm)
Li shaft length to the ith impeller (mm)
M bending moment (N m)



Equipment design 89

N rotational speed (rpm)
P motor power (W)
Pi fraction of motor power at the ith impeller (W)
Sb bearing spacing for shaft support (mm)
We equivalent weight of impellers at the end of the shaft (kg)
Wi actual weight of ith impeller (kg)

Greek letters

p pi (3.14159)
ss shear stress (N/m2)
st tensile stress (N/m2)
t torque (N m)
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6 Mixing scale-up

David S. Dickey

6.1 Introduction

Mixing scale-up is an empirical process that begins when the first ingredient is chosen and 
continues until a successful process is in production. Scale-up is repeated as recipes or 
ingredients change. The purpose of scale-up is to develop a process or product in an equip-
ment size and ingredient quantity that is easily, quickly, and inexpensively managed. The 
challenge is to scale up the equipment and ingredients to an effective size for production, 
while duplicating the results obtained during development. Mixing scale-up should not be 
treated as an afterthought, but must be studied and tested during the development process.

Most of the guidance for mixing scale-up depends on the characteristics of the mixing proc-
ess. Mixing equipment can be used to handle single-phase liquids for simple blending, multi-
phase immiscible liquids for dispersions or emulsions, solid–liquid systems for suspensions 
or dissolution, and powder-blending applications. Each type of application may have different 
requirements for scale-up, and within each classification, multiple scale-up options may be con-
sidered. No matter how desirable, scale-up cannot duplicate all the characteristics of a small-
scale development process, but instead typically holds a single essential mixing characteristic 
constant. The choice of that important characteristic must be established during development.

6.2 Scale-up for fluid mixing

Scale-up of fluid mixing applications has a technical basis from dimensional analysis and 
similarity. Fluid properties like density and viscosity can be directly related to aspects of 
mixing performance. The objective of scale-up is different from either dimensional analy-
sis or similarity, although these methods can be used to guide scale-up decisions.

6.2.1 Dimensional analysis

Dimensional analysis stems from the concept that physical quantities, related as a com-
parison or equality, must have the same dimensions. Thus, a time and a velocity cannot be 
added to find a characteristic length. However, different types of forces can be added to 
represent the total force acting on an object. Physical quantities such as density, velocity, or 
length can be associated with the dimensions of mass, length, and time, which are typically 
represented by M, L, and t, respectively. Thus, a velocity has the units of ‘length/time’ (L/t) 
and a force can be represented by ‘mass 
 acceleration’ (ML/t2).
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From the idea of dimensional consistency, comes the Buckingham Π theorem, which 
states that for every physically meaningful relationship involving n variables, there are 
n � m dimensionless parameters, where m is the number of fundamental dimensions. 
Working from the Navier–Stokes equation, describing the mass and momentum balance for 
a Newtonian fluid, three dimensionless groups can be developed for mixing applications.
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The Reynolds number is a ratio of inertial to viscous forces, which at large values corre-
sponds to turbulent flow and at low values relates to laminar or viscous flow. The Froude 
number is a ratio of inertial to gravitational forces, which may describe the magnitude 
of surface waves or vortex depth in liquid mixing applications. The power number can 
be developed from a ratio of pressure forces to inertial forces to provide a practical rela-
tionship between impeller power, impeller diameter, rotational speed, and fluid density. 
Although these groups are not often held constant as a means to scale up mixing, they do 
form the basis for empirical correlations that are not scale dependent. Empirical relation-
ships between power number and Reynolds number have been developed for different types 
of geometrically similar impellers.

6.2.1.1 Similarity

Similarity is developed from physical models and can be extended to mathematical models. 
The simplest example of a physical model for mixing is a geometrically similar (scale) 
model of a mixed tank. For geometric similarity to exist, all of the linear dimensions of the 
small- and large-scale tanks are held to the same ratio, as shown in Figure 6.1. Geometric 
similarity simplifies scale-up for mixing applications such that the only remaining variable 
is the rotational speed of the mixer.

Kinematic (motion) similarity is a form of mechanical similarity that exists when cor-
responding velocities are similar. With kinematic similarity, a flow pattern can be described 
by dimensionless local velocities. Dimensionless velocity is the actual local velocity 
divided by a reference velocity. In liquid mixing equipment, this reference velocity is typi-
cally related to the impeller tip speed or peripheral velocity. However, use of tip speed is 
commonly expressed as the product of the rotational speed and impeller diameter, ignoring 
the constant π.
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While the details of local velocities or dimensionless velocities are rarely considered spe-
cifically for scale-up, they may be calculated by numerical methods such as computational 
fluid dynamics (CFD).

The importance of kinematic similarity is less about the ability to estimate local veloci-
ties for a specific application and more about the understanding of how similarity can be 
applied in scale-up. Kinematic similarity exists for fully turbulent mixing in geometrically 
similar equipment. Thus, observing a flow pattern in a scale model mixing vessel will 
reveal the anticipated flow pattern in a large-scale vessel. Additionally, kinematic similarity 
means that all local velocities are in the same proportion to the reference velocity (impel-
ler tip speed). Doubling the impeller tip speed doubles all of the local velocities for a spe-
cific mixing vessel geometry. For scale-up, maintaining tip speed in geometrically similar 
systems will maintain corresponding local fluid velocities. Maintaining flow patterns and 
velocities can be an effective means of scale-up for fluid mixing. Conditions resulting in 
effective mixing in a small-scale vessel may be duplicated by maintaining equal velocity 
on scale-up. On a practical level, equal fluid velocities are typically observed as equal mix-
ing intensity in different size vessels, a characteristic that can be used for scale-up.

Kinematic similarity is not the only form of mechanical similarity that can be impor-
tant in mixing studies. Dynamic similarity defines conditions where forces are defined with 
respect to a reference force. Fluid forces can be caused by the pressure differential between 
the front and back of an impeller blade moving through a turbulent fluid. Other forces on 
an impeller blade may be caused by viscous drag. The relative importance of pressure or 
viscous forces depends on the operating conditions for a mixing impeller. Under turbulent 
conditions, inertial forces or pressure forces dominate, whereas under laminar conditions, 
viscous forces or drag forces dominate. The relative dominance of these forces can be 
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Fig. 6.1 Geometric similarity for mixed vessels.
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defined by the Reynolds number. The ranges for mixing Reynolds numbers are shown in 
the following equation.
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6.2.1.2 Applied scale-up

The important differences between dimensional analysis, similarity, and scale-up are their 
respective purposes. Dimensional analysis may help in identifying how different variables 
interact with respect to each other. For instance, Reynolds number shows that trade-offs exist 
between impeller diameter and rotational speed with respect to fluid density and viscosity. 
Also, dynamic viscosity and fluid density have opposite effects on the relative magnitudes of 
inertial and viscous forces. Conditions showing similarity may exist over a range of operating 
conditions. For instance, the flow pattern in a mixing vessel remains effectively unchanged 
for fully turbulent conditions at different velocity magnitudes. The flow pattern, represented 
by the relative magnitude of velocities, remains unchanged, although the absolute magnitudes 
of the velocities can all change in direct proportion, for turbulent conditions. By comparison, 
scale-up, typically, has a specific objective. Certain conditions are expected to remain 
unchanged for the purpose of scale-up. Maintaining a specific velocity, as characterized by an 
impeller tip speed, is a practical objective for scale-up. Because of kinematic similarity, local 
fluid velocities remain in constant proportion to other fluid velocities; thus, all fluid velocities 
are the same at constant tip speed, geometric similarity, and fully turbulent conditions. Scale-
up can use similarity and dimensional analysis, but for a specific condition.

Perhaps, the best way to explain these differences is by analogy to a graph (Figure 6.2). 
Dimensional analysis is like defining the axes of the graphs. The definition is with respect 
to independent and dependent variables, such as Reynolds number and power number. 
Impeller power number results are typically reported as a function of Reynolds number. 
Because Reynolds number describes the relative importance of inertial and viscous forces 
and power number shows the impeller response to those forces resisting rotation through 
the fluid, similarity is like a curve on the graph. For a given impeller geometry and geomet-
ric similarity, the impeller power number is an empirical function of the impeller Reynolds 
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Fig. 6.2 Graphical analogy for dimensional analysis, similarity, and scale-up.
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number. For scale-up, a specific condition on the graph is used to predict or maintain a 
required characteristic. Although constant Reynolds number is never an effective require-
ment for scale-up, a Reynolds number for any impeller size may be used to find the power 
number correlation at these conditions.

6.2.2 Scale-up with geometric similarity

Scale-up of a geometrically similar stirred vessel simplifies, because all of the length 
dimensions of the large-scale vessel are in direct proportion to the small-scale vessel. 
The only remaining variable for scale-up is the rotational speed of the mixer. Conducting 
development tests in a vessel that is geometrically similar to the production-scale vessel 
greatly simplifies many aspects of scale-up. With fully turbulent conditions in the small 
scale, scale-up will result in the same flow pattern in the large scale. Using a geometrically 
similar vessel for development—especially, using a similar impeller—avoids many of the 
problems caused by significant changes in mixing between development and production. 
Starting with or using a geometrically similar vessel to do development presumes knowl-
edge about the production vessel size and geometry. The scale-up methods associated with 
non-geometric similarity is demonstrated in the example problem.

One of the biggest problems with conducting small-scale mixing tests is the ability to 
apply very intense mixing. Typical lab mixers and kitchen blenders have the capability of 
extremely intense mixing. The Waring® blender is a prime example. The maximum speed on 
such blenders is capable of producing at least 5 or 10 times the practical power per volume 
intensity of an industrial mixer. Whatever the mixer type used for development, it should be 
at least generally similar to the plant equipment, if not ideally geometrically similar. During 
development testing, mixer speed should be reduced in a series of small increments, by no 
more than about 10% for each increment, to determine if mixing problems develop.

Geometric similarity scale-up can be reduced to a simple expression of a correction factor for 
the inverse scale ratio, raised to an exponent, and applied to the successful, small-scale speed.
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The value of the exponent, n, depends on the scale-up characteristic that is to be held con-
stant. To hold the blend time constant with geometric similarity, the exponent is zero, so 
the speed remains constant.

 

N N
D

D
N2 1

1

2

0

1� �
⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟

 (6.7)

While often interpreted as holding the dimensionless blend time constant, this relationship 
is also understood from ‘grandma’s’ baking, as a certain number of strokes with a spoon 
necessary to accomplish a degree of uniformity. To achieve the desired uniformity, a certain 
number of rotations of the impeller blade is required for a specific geometry, whatever be the 
rotational speed in turbulent conditions, or at equal Reynolds number in the transition range. 
The dimensionless blend time is sometimes called the ‘Betty Crocker®’ number. Equal blend 
time is an extremely difficult and, usually, an impossible scale-up criterion to achieve, as for 
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turbulent conditions, power increases with the impeller diameter to the fifth power. A tank 
with twice the volume contains 8 times the liquid, but requires 32 times the power or 4 times 
the power per volume for an equal blend time. The result of more practical scale-up rules is 
as reasonably expected; a larger tank takes longer to mix than a smaller tank.

For equal Froude numbers, geometric similarity scale-up has an exponent of one half on 
the scale ratio.
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Because Froude number relates inertial forces to gravitational forces, it may represent vortex 
depth or wave height on the surface of an agitated liquid. For instance, to maintain a vortex 
depth of one-fourth of the liquid level from the lab scale to the plant scale would require 
equal Froude numbers with geometric similarity. This scale-up is also extremely difficult 
and nearly impossible for large-scale changes. The result is that ripple height, when com-
pared with the tank diameter, is typically less in larger tanks. The liquid that might splash 
out of a container at lab scale may be handled properly in production with geometric simi-
larity and a scale-up based on equal tip speed, which results in a lower Froude number.

Equal power per volume is a practical, though a very conservative, scale-up criterion. For 
geometric similarity and turbulent conditions, the scale-up exponent for the inverse length 
ratio is two-thirds, as shown below.
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A power per volume scale-up might be used for equal mass transfer, especially with gas 
dispersion or other critical interfacial and reacting applications.

The derivation of the exponent for power per volume serves as an example of how a 
constant characteristic can be reduced to a speed correction, like in equation (6.6). For tur-
bulent conditions, mixer power is proportional to fluid density, rotational speed cubed, and 
impeller diameter to the fifth power. Dividing by volume is a practical way of setting power 
in proportion to the quantity of fluid mixed [equation (6.10)].
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Volume for a cylindrical tank is proportional to the tank diameter squared times the liquid 
depth or tank height. Because all of the geometric ratios are in the same proportion, the vol-
ume is proportional to the tank diameter, T, cubed [equation (6.11)]. Further, the tank diam-
eter is also proportional to the impeller diameter, which will cancel a cubed diameter in the 
equation for equal power per volume [equation (6.12)]. Rearranging the relationship to solve 
for the large-scale (subscript 2) value of the rotational speed, N, the exponent two-thirds (2/3) 
appears on the inverse length scale ratio [equation (6.13)]. The dimension used in the length 
ratio could be impeller diameter, tank diameter, or any other length dimension, because all of 
the ratios are the same for geometric similarity.

Scale-up for solids suspension is dependent on the properties of the solids being sus-
pended. Hence, the exponent for equal suspension is a variable.
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Slowly settling particles are likely to follow the flow of the fluid and may be scaled-up 
based on equal velocity, m� � 1. Rapidly settling particles will require a smaller exponent, 
approaching power per volume or even equal Froude number in extreme cases. Values for 
the solids suspension and scale-up exponent are shown in Figure 6.3.

The design settling velocity is the terminal settling velocity for the solids times the den-
sity difference, as shown below.
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As a rule-of-thumb for a particle size distribution, the settling velocity of the largest 
90-percentile particle can be used for an estimate of the terminal settling velocity in the 
design settling velocity.

Scale-up for equal tip speed has an exponent of 1 on the inverse scale ratio, which with 
geometric similarity also results in scale-up for equal fluid velocity in turbulent conditions.
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Equal fluid velocity has the effect of what is typically observed in different scale tanks as 
equal mixing intensity. The velocity of the fluid conveys an appearance of fluid motion 
and mixing intensity. This intensity does not equate to equal blend time, but rather the 
type of motion characteristic of adequate mixing for most blending applications. In other 
words, fluid motion occurs throughout the small-scale tank in much the same way it occurs 
in the large-scale tank. Equal fluid velocity, or a scale-up exponent of 1, also results in 
equal torque per volume with geometric similarity. Torque is proportional to power divided 
by rotational speed. Thus, torque per volume, when re-arranged like power per volume 
in equation (6.13), results in an exponent of two halves or 1. Equal torque per volume 
and equal tip speed are not the same for non-geometric similarity, as shown in the non-
geometric scale-up example problem.

Equal Reynolds number would result, if the scale-up exponent were set at 2.
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Although equal Reynolds number seems to result in a similar level of turbulence, it does 
not provide sufficient fluid motion to assure uniform mixing with any significant scale 
change. Thus, equal Reynolds number is not a practical scale-up criterion.

All of the practical scale-up rules for geometric similarity scale-up fall between equal tip 
speed and equal power per volume. The reduction in speed that occurs between the small 
scale and large scale is maximum for tip speed and minimum for power per volume within 
that range. The larger reduction in rotational speed, by holding tip speed constant, will 
result in a smaller large-scale mixer than the smaller reduction in speed for power per vol-
ume. However, an added degree of conservatism for the tip-speed scale-up occurs, because 
the Reynolds number increases. An increased Reynolds number would be equivalent to the 
capability of handling a higher viscosity, in proportion to the scale change. However, this 
effect is of little consequence for fully turbulent conditions and significant only when the 
small-scale tests are conducted at conditions in the transition or viscous range.

As shown in equation (6.9) for equal power per volume and equation (6.16) for equal tip 
speed, scale-up for geometric similarity requires only an appropriate adjustment in mixer 
speed, at least for turbulent mixing. The following example shows the differences between 
tip speed and power per volume as scale-up criteria, and also how calculations can be made 
to understand the effects on mixer performance.

Suppose we have a simple blending problem and have conducted a bench-scale test. The 
bench-scale vessel is a vertical cylinder with a flat bottom and four standard baffles. The 
baffles are vertical plates mounted at the wall of the vessel to prevent uncontrolled swirl-
ing of the contents and to help create top-to-bottom motion with a pitched-blade turbine 
impeller. The bench-scale vessel is 250 mm in diameter with a 250 mm straight side. The 
bench test was successfully run with a 10 L batch and a single 85 mm diameter pitched-
blade turbine impeller, running at 450 rpm. The pitched-blade turbine had four blades, each 
mounted at 45º, with a blade width of one-fifth of the diameter of the impeller. The power 
number for such an impeller is 1.37. The liquid in the batch had a viscosity of 10 mPa s, 
and a density of 1,100 kg/m3.

Although the dimensions of the vessel and impeller are important, the rotational speed 
is the variable that characterizes the mixing performance, especially for a geometrically 
similar scale-up. Because mixing has so many different functions, such as blending, solids 
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suspension, liquid dispersion, powder incorporation, and many other possible influences 
and combinations, no single characteristic can be used to quantify mixing performance. 
Often, the best insight of a mixing problem can be achieved by testing and observing in a 
transparent vessel. A glass or clear plastic vessel can be a highly effective bench-scale tool 
for developing and understanding a mixing application.

Some geometric characteristics, such as common length ratios, can help visualize a mixer. 
Length ratios, such as impeller-to-tank diameter ratio and blade-width-to-impeller diameter 
ratio, generalise the description of a mixer. Other characteristics, such as Reynolds number, 
power, torque, and tip speed, can describe aspects of the mixing process. For scale-up, 
volume-related quantities, such as power per volume and torque per volume, can describe 
mixing processes even at different scales. For practical calculations using convenient units 
of measure, correction factors are needed for dimensionless and dimensional results. A cal-
culation for Reynolds number appears as below:
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where impeller diameter, D (mm), rotational speed, N (rpm), density, ρ (kg/m3), and viscos-
ity, μ (mPa s), are combined. The conversion factor, 1.67 
 10�5, is needed only to make 
the units of the variables cancel. The calculated Reynolds number of 5,973 at bench scale is 
not fully turbulent, as defined in equation (6.5). For Reynolds numbers greater than about 
900, the effect of viscosity on power is negligible for a pitched-blade turbine.

A similar calculation, equation (6.19), for power, P (W), can be developed with a con-
version factor and a re-arranged form of the power number, Po, see equation (6.3), which 
has a dimensionless value of 1.37 for turbulent conditions with a pitched-blade turbine.
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Whereas power is commonly understood to represent the information necessary to size a 
motor for a mixer, torque is often a better representation of mixing intensity. Obviously, 
mixing a tank of liquid with a small impeller operating at a high speed can be expected to 
give a mixing intensity similar to a large impeller operating at a low speed. When observed 
with respect to the characteristics commonly viewed as mixing intensity, typically, fluid 
velocity, equal torque appears to give equal results for different size impellers in the same 
tank. Thus, torque, τ (Nm), is calculated from the power calculation.
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Other volume-related quantities such as power per volume (W/l) or torque per volume 
(Nm/L) can be calculated by dividing by the fluid volume (L).

Another variable of potential interest, especially related to drop or particle size in disper-
sions, is the impeller tip speed, vt (m/s), which may be calculated as follows.
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A summary of these mixing dimensions and characteristics for the bench-scale test condi-
tions is shown in Table 6.1.

Scale-up with geometric similarity to a 1,500 mm diameter production-scale tank 
requires the application of a 6:1 factor to all of the linear dimensions. Thus, the straight 
side of the tank becomes 1,500 mm and the baffle width becomes 120 mm. The impeller 
diameter ranges from 85 mm on the bench to 510 mm in production. With all of the plant-
scale equipment dimensions defined by geometric similarity, the remaining variable, rota-
tional speed, is selected to maintain some basic characteristic of mixing, such as tip speed 
or power per volume. For equal tip speed, the bench-scale rotational speed of 450 rpm is 
multiplied by the inverse length ratio [equation (6.16)] to obtain a production-scale speed 
of 75 rpm. The other operating variables of power, power per volume, torque, torque per 
volume, and tip speed can be calculated as for the bench-scale conditions. These values are 
listed in Table 6.1. Note that for an equal tip speed of 2.01 m/s, the torque per volume of 
0.0060 N m/L is the same for both the bench and plant scales. Tip speed and torque per vol-
ume are the same for geometric similarity scale-up, but not for non-geometric scale-up.

Practical, but more conservative, scale-up results can be achieved by changing speed to 
hold power per volume constant [equation (6.9)]. In this case, the inverse scale ratio raised 

Table 6.1 Geometric similarity scale-up example.

Dimensions and results
Bench-scale 
test conditions

Tip speed 
scale-up

Power/volume 
scale-up

Tank diameter (mm) 250 1,500 1,500
Scale ratio 1:1 6:1 6:1
Straight side (mm) 250 1,500 1,500
Actual volume (L) 10 2,160 2,160
Baffle width (mm) 20 120 120
Fluid viscosity (mPa s) 10 10 10
Fluid density (kg/m3) 1,100 1,100 1,100
Mixer speed (rpm) 450 75 136
Impeller type Pitched blade Pitched blade Pitched blade
Number of blades on impeller 4 4 4
Blade angle (º) 45 45 45
Power number 1.37 1.37 1.37
Impeller diameter (mm) 85 510 510
Impeller-to-tank diameter ratio 0.34 0.34 0.34
Blade width (mm) 17 102 102
Blade width to impeller diameter ratio 0.2 0.2 0.2
Off-bottom (mm) 100 600 600
Reynolds number 5,973 35,835 65,117
Power (W) 2.83 102 611
Power/volume (W/L) 0.283 0.047 0.283
Torque (N� m) 0.060 13.0 42.8
Torque/volume (N� m/L) 0.0060 0.0060 0.0198
Tip speed (m/s) 2.01 2.01 3.65
Motor power (W) 200 750 1,100
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to the two-thirds power is multiplied by the bench-scale speed. Thus, 450 rpm is reduced 
to only 136 rpm, as shown in Table 6.1. With equal power per volume, both the torque 
per volume and tip speed increase compared to the equal tip speed results, along with the 
Reynolds number and rotational speed. Although a significant safety margin was used in 
determining a motor size in Table 6.1, the equal power per volume scale-up would require 
a larger motor, drive, shaft, and almost every other mixer component, including the price. 
As a rough guide to mixer cost, torque is closely related to the capital cost of the mixer, 
whereas power is related to the operating cost.

6.2.3 Scale-up without geometric similarity

Geometric similarity implies strict geometric similarity, especially for a critical variable 
like impeller diameter, as represented by the impeller diameter to tank diameter ratio. 
Even small changes in the impeller diameter result in large differences in the mixing inten-
sity, especially when the only compensation is the speed change governed by the rules 
for geometric similarity. These limitations do not mean that non-geometric scale-up is 
impossible; it is only that different methods and ‘rules’ apply. These ‘rules’ are not exact 
rules, but rather rules-of-thumb, which can be applied to the calculated values for mixing 
characteristics.

Although not essential in all cases, a step-by-step method usually works best for scale-up 
with non-geometric similarity. The method may involve a couple of steps or several steps, 
depending on the changes in mixer geometry. The method begins with a geometric similar-
ity scale-up from the small-scale test vessel to an equivalent vessel with the proper tank 
diameter. This step assures a clear understanding of the resulting scale change. After the 
initial scale change, further changes are usually made in only one variable at a time, such 
as liquid level, impeller diameter, impeller type, or number of impellers. However, chang-
ing multiple geometry and operational variables may keep a combination of characteristics, 
such as tip speed and torque, constant at the same time. This one-step-at-a-time method 
allows a check on the adequacy or appropriateness of each change. To explain and illustrate 
this step-by-step method, an example problem is used. The solution involves more steps 
than absolutely necessary to achieve scale-up, but the steps demonstrate how either existing 
or new mixing equipment might be evaluated.

6.2.3.1 Example of non-geometric scale-up

Suppose the application is the preparation of a typical water-based acidified sauce. The 
major liquid ingredients are water, corn syrup, and vinegar. The dry ingredients are malto-
dextrin (a carrier for the other dry ingredients), salt, citric acid, spices, and other ingredi-
ents, including flavourings, starch, gum, and preservatives. The bench-scale batch will be 
about 10 L with 5.25 L of water, 3.35 L of corn syrup, and 0.97 L of vinegar. The dry ingre-
dients with 1,633 g of maltodextrin, 871 g of salt, 218 g of spices, and 381 g of other ingre-
dients make up the remainder of the batch quantity. The production batch will be about 
9,465 L of sauce, with 4,971 L of water, 3,167 L of corn syrup, and 919 L of vinegar as 
liquids. The dry ingredients will include 1,454 kg of maltodextrin, 824 kg of salt, 206 kg of 
spices, and 361 kg of other dry ingredients.

The bench-scale vessel is 250 mm in diameter with a 250 mm straight side for the 10 L 
batch. The production tank is 2,135 mm in diameter with a 2,593 mm straight side for the 
9,465 L batch. The bench-scale mixer has a single 120 mm diameter pitched-blade turbine 
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impeller. The production tank has a mixer with two 865 mm diameter pitched-blade tur-
bine impellers. Thus, the impeller-to-tank diameter ratio in the bench-scale vessel is 0.48, 
whereas that of the production tank is 0.41. These geometric differences mean that the sim-
ple relationships for speed change may not apply or may be appropriate for scale-up. The 
following step-by-step method for non-geometric scale-up can be used for scale-up to a 
known equipment design, for the design of new mixing equipment, or for evaluation of 
alternate mixer modifications.

• The first step is scale-up from the bench-scale mixing results to the plant-scale tank 
diameter with geometric similarity. This scale-up step will not account for the actual pro-
duction tank volume, number of impellers, or impeller sizes.  These other adjustments 
will be made in the following steps, with evaluation of several mixing characteristics for 
each case. The second column in Table 6.2 shows the bench scale, 250 mm vessel diam-
eter, conditions for the sauce recipe, which has a viscosity of about 15 mPa s and a den-
sity of 1,090 kg/m3. The single pitched-blade turbine in the bench scale requires a power 
of 4.65 W, given a power per volume (W/L) ratio of 0.465. This power translates into a 
torque of 0.148 N m or a torque per volume of 0.0148 N m/L at a tip speed of 1.89 m/s. 
Geometric similarity scale-up to a tank diameter of 2,135 mm involves a scale factor of 
2,135/250, or 8.54:1. For geometric similarity, the volume is only 6,228 L, which will 
be adjusted in the next step. For an equal tip speed, the production-scale speed will be 
35.13 rpm, with the geometrically similar 1,025 mm diameter impeller. The computed 
mixing characteristics are shown in the third column of Table 6.2, with the power per 
volume decreasing from 0.465 to 0.055 W/L, the torque per volume remaining constant 
at 0.0148 N m/L, and the tip speed remaining at 1.89 m/s.

Table 6.2 Non-geometric scale-up example—single impeller steps.

Dimensions and results
Bench-scale 
conditions

Geometric
scale-up

Increased
volume

Tank diameter (mm) 250 2,135 2,135
Straight side (mm) 250 2,135 2,593
Actual volume (L) 10 6,228 9,465
Fluid viscosity (mPa s) 15 15 15
Fluid density (kg/m3) 1,090 1,090 1,090
Mixer speed (rpm) 300 35.13 35.13
Number of impellers 1 1 1
Impeller type Pitched blade Pitched blade Pitched blade
Power number (each impeller) 1.37 1.37 1.37
Impeller diameter (mm) 120 1,025 1,025
Impeller-to-tank diameter ratio 0.48 0.48 0.48
Blade width (mm) 24 205 205
Blade width to impeller diameter ratio 0.2 0.2 0.2
Off-bottom (mm) 120 1,025 1,025
Reynolds number (either impeller) 5,242 44,771 44,771
Total power (W) 4.65 339 339
Total power/volume (W/L) 0.465 0.055 0.036
Total torque (N� m) 0.148 92.3 92.3
Total torque/volume (N� m/L) 0.0148 0.0148 0.0098
Tip speed (m/s) 1.89 1.89 1.89
Motor power (W) 200 1,100 1,100
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• The second step involves increasing the volume in the production-scale tank to the 
desired capacity of 9,465 L. The large-scale tank has a larger height-to-diameter ratio 
than the bench-scale vessel, which is common for larger tanks. Taller, more slender tanks 
can be less expensive to build and easier to ship. Without changing the impeller diameter 
or operating speed, the mixing power, torque, and tip speed remain unchanged, but the 
per volume quantities are reduced. Power per volume ranges from 0.055 to 0.036 W/L 
and torque per volume ranges from 0.0148 to 0.0098 N m/L due to the increased volume. 
If the mixing requirements were related to some dispersion characteristic, then the tip 
speed might be the correct characteristic to hold constant. However, if mixing intensity 
is more important, then equal torque per volume may be appropriate for scale-up.

• The third step will add a second impeller to the mixer shaft. This step will account for the 
two impellers in the actual production-scale mixer and compensate for the loss in 
the per volume values of the previous step. When the two impellers are identical in size and 
type, the power and torque are effectively doubled from the single impeller case. However, 
to handle all cases, including different impellers, each impeller calculation should be done 
separately, and the results added together. Unless the impellers are less than half an impel-
ler diameter apart, the individual power values are additive. Closely spaced impellers may 
require slightly less than the additive powers. The results of the dual impeller case are shown 
in Table 6.3. In this step, the rotational speed has been kept the same for equal tip speed, but 
all of the power- and torque-related quantities have doubled from the previous step.

• The fourth step changes from the geometrically similar impeller diameters, at 1,025 mm, 
to the actual production-scale impeller diameters, at 865 mm. In this step, the tip 
speed is again held constant, so the smaller impellers require a higher rotational speed 

Table 6.3 Non-geometric scale-up example—dual impeller steps.

Dimensions and results
Dual impellers 
actual volume

Actual
impellers equal 
tip speed

Actual 
impellers equal 
torque/volume

Tank diameter (mm) 2,135 2,135 2,135
Straight side (mm) 2,593 2,593 2,593
Actual volume (L) 9,465 9,465 9,465
Fluid viscosity (mPa s) 15 15 15
Fluid density (kg/m3) 1,090 1,090 1,090
Mixer speed (rpm) 35.13 41.62 46.75
Number of impellers 2 2 2
Impeller type Pitched blade Pitched blade Pitched blade
Power number (each impeller) 1.37 1.37 1.37
Impeller diameter (mm) 1,025 865 865
Impeller-to-tank diameter ratio 0.48 0.41 0.41
Blade width (mm) 205 173 173
Blade width to impeller diameter ratio 0.2 0.2 0.2
Off-bottom—upper impeller (mm) 1,930 1,930 1,930
Off-bottom—lower impeller (mm) 1,025 1,025 1,025
Reynolds number (either impeller) 44,771 37,789 42,449
Total power (W) 679 484 686
Total power/volume (W/L) 0.0716 0.0510 0.0723
Total torque (N� m) 185 111 140
Total torque/volume (N� m/L) 0.0195 0.0117 0.0148
Tip speed (m/s) 1.89 1.89 2.12
Motor power (W) 1,100 1,100 2,250
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of 41.62 rpm. Compared with the original bench-scale conditions, the tip speed has 
remained constant by design at 1.89 m/s. However, the power per volume has decreased 
from 0.0716 to 0.0510 W/L, and the torque per volume has decreased from 0.0195 to 
0.0117 N m/L. Although equal tip speed is often a reasonable and practical scale-up cri-
terion for geometric similarity, it may be less acceptable for non-geometric similarity. 
Often, the equal tip speed for geometric similarity is effective, because the mixing inten-
sity remains constant with equal torque per volume. Thus, for non-geometric scale-up, 
equal torque per volume may be the better scale-up requirement.

• The fifth step sets the actual dual impeller system in the production-scale tank to equal 
torque per volume, by increasing the rotational speed from 41.62 to 46.75 rpm. At this 
rotational speed, the production-scale mixer is operating at a torque per volume level of 
0.0148 N m/L. This is the same torque per volume level that achieved successful results 
in the bench-scale sauce development. The higher tip speed would be a potential prob-
lem only if drop size or particle size in a dispersion were critical.

• The sixth step involves a practical consideration about the production-scale mixer. 
Mixing processes or mixing equipment are rarely so sensitive as to require speed settings 
like 35.13, 41.62, or 46.75 rpm. Commonly, especially in production situations, mixers 
operate at nominal fixed speeds corresponding to standard gear reductions and motor 
speeds. Thus, the production-scale mixer in this example might have been operating at a 
standard speed such as 56 rpm. The second column in Table 6.4 shows the mixing char-
acteristics for the production mixer operating at 56 rpm. In most mixing applications, the 
required intensity is some minimum amount, above which a plateau is reached, where 
a little more intensity does not adversely affect the product or production. Thus, the 
production-scale mixer operating at 56 rpm has a torque per volume level of 0.0212 N m/L, 

Table 6.4 Non-geometric scale-up example—other considerations.

Dimensions and results

Actual
impellers
nominal speed 

Bench-scale 
equal torque 
nominal speed

Hydrofoil
impellers half 
torque/volume

Tank diameter (mm) 2,135 250 2,135
Straight side (mm) 2,593 250 2,593
Actual volume (L) 9,465 10 9,465
Fluid viscosity (mPa s) 15 15 15
Fluid density (kg/m3) 1,090 1,090 1,090
Mixer speed (rpm) 56 360 56
Number of impellers 2 1 2
Impeller type Pitched blade Pitched blade Hydrofoil
Power number (each impeller) 1.37 1.37 0.27
Impeller diameter (mm) 865 120 1,042
Impeller-to-tank diameter ratio 0.41 0.48 0.49
Blade width (mm) 173 24 156
Blade width to impeller diameter ratio 0.2 0.2 0.15
Off-bottom—upper impeller (mm) 1,930 0 1,930
Off-bottom—lower impeller (mm) 1,025 120 1,025
Reynolds number (either impeller) 50,848 6,291 73,786
Total power (W) 1,178 8.04 588
Total power/volume (W/L) 0.124 0.804 0.0620
Total torque (N� m) 201 0.213 100
Total torque/volume (N�  m/L) 0.0212 0.0213 0.0106
Tip speed (m/s) 2.54 2.26 3.06
Motor power (W) 2,250 200 1,100
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as compared with 0.0148 N m/L in the bench scale. The production-scale tip speed is 
2.54 m/s, as compared with 1.89 m/s for the original bench scale. Power per volume has 
decreased from 0.465 W/L in the bench scale to 0.124 W/L in the plant scale. Power per 
volume is not usually held constant, apart from gas–liquid mass transfer applications and 
some rapid-rate chemical reactions. The resulting reduction in power per volume for this 
example is not expected to be a problem.

• A possible seventh step would be to scale down from the production-scale conditions at the 
standard speed of 56 rpm to an equivalent torque per volume in the bench-scale vessel. These 
conditions are represented in the third column of Table 6.4. For equal torque per volume in 
both the production and bench scales, the bench-scale mixer needs to operate at 360 rpm. 
Operating and applying the bench-scale mixer at these conditions is likely to duplicate many 
successful or problem characteristics associated with moving a new recipe from the bench to 
production. Any effort to nearly duplicate production conditions on the bench, before going 
into production, will reduce the number of potential problems and failures later. Time and 
cost savings by doing good mixing work on the bench can be significant. Simply put, identify 
problems and make mistakes at the small scale, but not at large-scale production.

• Another consideration might be the effect of changing to a different type of impeller. For 
this example, a more efficient hydrofoil design may be considered to replace the pitched-
blade turbines in the production-scale tank. For this case, direct replacement of only the 
impellers means that the rotational speed remains unchanged. However, because of the 
lower power number for the hydrofoil impellers, Po � 0.27, as compared with Po � 1.37 
for the pitched blade, the hydrofoil impellers must be larger. Because hydrofoil impellers 
are better at creating axial flow, only half the torque may be required to duplicate the proc-
ess results with pitched-blade turbines. For the same sauce application at 56 rpm, half the 
torque can be applied in the production tank with 1,042 mm diameter hydrofoil impellers. 
These impellers have a 0.49 impeller-to-tank diameter ratio, which is still practical for this 
application. If a change in impeller type is a serious consideration for production equipment, 
then the small-scale batch mixer should also be changed first. Again, testing changes in the 
small-scale system can save time and money, while facilitating process improvements.

The systematic and step-by-step analysis of a scale-up or mixing modification is helped by 
the constant evaluation of changes in mixing variables like torque per volume, tip speed, 
power per volume, and Reynolds number. Tracking these mixing characteristics may offer 
an insight into mixer performance. In most practical scale-up situations, the Reynolds 
number becomes larger with scale-up. Although in the turbulent range, this increase does 
not affect mixing intensity, moving from the transition to the turbulent range may mean 
that the effect of viscosity is less in the large scale. So, even scale-up with equal torque per 
volume or equal tip speed can have a degree of inherent conservatism in the large-scale 
operating conditions.

6.3 Scale-up for powder mixing

Scale-up for powder mixing is much more of an art than the perceived science of liquid mix-
ing. By the very nature of powders, they do not have the consistent properties of an incom-
pressible fluid, as for liquid mixing. Of major importance in the scale-up of powder mixing 
is the simple fact that powders can be compressed and that, as a result, the flow characteris-
tics can change drastically. With scale-up in powder systems, as the powder depth increases, 
the forces exerted on the powder at the bottom are increased, often to the point of  altering 
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the density and flow characteristics of the compacted powder. Recognising this problem 
with powder mixing scale-up is often the first step in understanding potential problems.

Although scale-up of powder mixing is more difficult and less consistent than scale-up of 
liquid mixing, some of the same basic rules do apply. The first rule is geometry; scale-up is usu-
ally best done when the type of small-scale mixer is the same as the large-scale mixer. Details 
of geometry are less critical in powder mixing due to changes in the powder characteristics with 
scale. While the impeller-to-tank diameter ratio is very important in liquid mixing, the clear-
ance between the ribbon and shell of a ribbon blender is not so critical in powder mixing. At the 
same time, the gap between the ribbon and the shell can have very different effects on powder 
mixing scale-up, depending on how much of the powder blend sticks to the sides of the blender 
shell. Sometimes, a minor ingredient becomes trapped in the layer of powder on a mixer sur-
face. The characteristics of a powder will influence the success or failure of a mixing scale-up.

With respect to powder mixing geometry, tumble blender applications should be tested 
and developed in small-scale tumble blenders, ribbon blender applications should be 
developed in small ribbon blenders, and so on. Sometimes, testing in a small-scale rib-
bon blender might be applied to a large-scale paddle blender, as the paddle blender is less 
susceptible to compaction problems encountered in large ribbon blenders. Because of the 
many different types of powder, blender scale-up should be done from a similar mixer with 
the actual powder. For new mixing equipment, most manufactures offer laboratory testing 
or a rental mixer for development, before purchasing a mixer.

Rotational speed is the second major issue with the scale-up of powder mixing equip-
ment. The degree of uniformity of a blend depends more strongly on the number of revo-
lutions made by the blender than the revolution speed. The speed of revolution decreases 
with increased scale. Thus, if it takes 3 min to blend a batch in a small-scale mixer, and the 
large-scale mixer turns at 60% (3/5) of the small-scale speed, then the expected blend time 
for the large-scale mixer would be five-thirds (5/3) of 3 min, that is 5 min.

Perhaps, the most difficult judgement to make with powder-blending scale-up is the criti-
cal aspect of rotational speed. Most powder-blending equipment runs at a constant speed, 
typically set by the equipment manufacturer. The most common and practical scale-up 
rotational speed is likely to achieve an equal peripheral velocity for the rotating element of 
the mixer, whether it is a tumble blender or a ribbon blender. This effect is the same as the 
equal tip-speed scale-up [equation (6.16)] for liquid blending. However, practical consid-
erations, such as available gear reductions or standard chain drives, may cause several dif-
ferent size mixers to run at the same speed for one manufacturer. The same rotational speed 
in different size mixers will result in a range of peripheral speeds for standard mixers. The 
operating variable then becomes the time allowed for complete blending.

As with liquid mixing scale-up, testing and development should concentrate on the 
important issues with a specific product or application. Considerations such as the order of 
addition of ingredients can be important, especially if one ingredient is fragile, like parsley 
leaves. In such a case, the fragile ingredient might be added late in the process to avoid 
excessive mixing and damage to the ingredient. In other cases, the addition rate of a liquid 
might be critical in an application where rapid addition may cause excessive wetting of parts 
of the batch and uneven moisture in the final product. Liquid may be added by ‘plating’, 
which is the addition of liquid while the blender is not running. Other practical considera-
tions may be involved in scale-up, such as loading procedures. At small scale, a scoop may 
be used to load the mixer. However, at the large scale, the same ingredient may be added in 
quantities in the order of hundreds of kilograms. Rate, order, and location of addition need 
to be considered during development to ensure successful scale-up.
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While peripheral velocity may work well for general scale-up of many mixer types, other 
criteria may apply where process conditions need to be duplicated. If a paddle blender or 
ploughshare blender is expected to lift and fluidise the powder, then equal Froude number 
[equation (6.8)] or rotational speed squared times impeller diameter may be held constant 
for an appropriate scale-up criterion. This criterion causes the peripheral speed of the rotat-
ing equipment to increase with the size of the mixer. As with liquid mixing, equal speed is 
rarely practical for significant changes in mixer size.

Owing to the uncertainty in the response of different powders, the rules and methods for 
powder-blending scale-up are less well organised than for liquids. The effects of geometry 
differences are less significant in powder blending, as all size differences can have adverse or 
positive effects. When a mixing failure occurs at the small scale, conditions and the evident 
mode of failure should be noted to avoid similar or related problems at the large scale. It is 
only in extreme cases that greater mixing intensity poses a problem for most applications.

All scale-up begins with deciding which test condition and scale is most likely to pro-
duce useful results. Observing the effects of mixing intensity and procedures forms an 
integral part of developing scale-up rules or limits. Only by careful observation, common 
problems can be avoided and successful scale-up achieved.

Nomenclature

B baffle width
C impeller off-bottom clearance
D impeller diameter
g acceleration of gravity
l litre
L length dimension
m number of dimensions
m� exponent on solids suspension scale-up
M mass dimension
n number of variables
n� exponent on geometric similarity scale-up
N rotational speed
Fr Froude number
Po impeller power number
Re Reynolds number
P power
t time dimension
T tank diameter
ud design settling velocity
ut terminal settling velocity
vt impeller tip speed
W blade width
Z liquid level

Greek letters

μ fluid viscosity (dynamic)
ρ fluid density
ρp particle density



7 Monitoring and control of mixing 
operations

Colette C. Fagan, P.J. Cullen and Colm P. O’Donnell

7.1 Introduction

Mixing in the food industry is employed not only to combine multiple ingredients, but 
also to modify the structure of foods. As discussed in Chapter 2, perfect mixing is rarely 
possible; consequently, mixing will be a source of variability within the manufacturing 
process. Within the food industry, relationships established between the quality of mixed 
products and the operating parameters of mixing are often empirical, and therefore, the 
design of mixing systems are frequently not based upon well-established scientific princi-
ples. However, as the industry trend is toward higher-level processing, a more fundamental 
understanding of the flow behavior within mixing systems is required.

Patwardhan and Joshi (1999) indicated an enormous scope for improvement in the mix-
ing efficiency (mixing time per unit power consumption) by achieving a desired combi-
nation of mean and turbulent kinetic energies, at various locations within a stirred tank. 
Imaging and mapping the flow provides a valuable insight into the mixing process. Recent 
developments in imaging technologies have facilitated such insight, allowing regions of 
poor mixing within vessels to be identified. Computational fluid mixing (CFM) can pro-
vide very detailed predictions of flow behavior in 3D. However, proper validation of these 
predictions relies upon measurement techniques that furnish a commensurate degree of 
detail (Holden et al. 1998). Incomplete mixing or overmixing of a product may result in 
product separation, attrition and undesirable product texture. Consequently, monitoring and 
control of the mixing process is critical.

Process analytical technology (PAT) is a framework for innovative process manufac-
turing and quality assurance. The goal is to move from a paradigm of ‘testing quality in’ 
post manufacture to ‘designing quality in’ during manufacture. This is achieved by fun-
damental process understanding and controlling processes by real-time measurement of 
predetermined critical product quality attributes. Process industries including the petro-
chemical, and more recently, the pharmaceutical industry have widely adopted the frame-
work. Blending of an active ingredient within a carrier is a critical unit operation within 
pharmaceutical manufacture and an identified source of variability. Sensors such as near-
infrared (NIR) spectrometry have been proposed as control systems for determining the 
optimum mixing time, thereby reducing variability and ultimately risk. Similar approaches 
for the control of food mixing could be adopted by the food industry.

This chapter reviews the available techniques to study the flow patterns induced within 
mixing vessels and sensors which may be employed to monitor mixing progress.
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7.2 Torque and power measurement

The power draw in stirred tank mixing is the most fundamental measurement of mixing 
(Brown et al. 2004). A mixing system may be characterised by a power curve, a plot of the 
power number (Po) versus the Reynolds number (Re) given by the following relationship.

 Po � f(Re) (7.1)

For a Newtonian fluid, Po � P/ρN3d5 and Re � ρNd2/μ, where μ is the Newtonian viscos-
ity, ρ is the density of the fluid, N is the impeller speed, d is the impeller diameter and 
P is the power requirement. When mixing Newtonian fluids in a laminar regime, the power 
curve can be described by:

 Po � Kp/Re (7.2)

where Kp is a geometrical parameter depending on the mixing system.
For a given impeller speed, equation (7.2) can be used to calculate the power require-

ment for similar vessel/impeller arrangements of any scale, containing any Newtonian vis-
cous liquid (Delaplace et al. 2000).

As discussed in Chapter 3, for non-Newtonian fluids, the shear rate will vary through the 
vessel, diminishing from a maximum near the impeller, resulting in an apparent viscosity 
profile. To overcome this, Metzner and Otto (1957) defined an average shear rate in the 
vessel in such a way that the power curve in the laminar flow for both Newtonian and non-
Newtonian fluids is quite similar (Delaplace et al. 2000).

This effective shear rate value is classically linked to the impeller rotational speed as 
follows.

 γa � ksN (7.3)

This average shear rate value is employed to evaluate an average apparent viscosity in the 
Reynolds number and the power input to any non-Newtonian fluid can be easily evaluated 
from the Newtonian power curve using equation (7.2). Even if the Metzner and Otto (1957) 
concept does not allow local rheological properties of the fluid to be obtained in the whole 
volume of the vessel, it has been widely used and accepted, providing a useful approach for 
the estimation of power consumption in a mixing vessel (Delaplace et al. 2000).

Although some torque measurement methods take into account the individual torque con-
tribution of each impeller, others measure an entire system’s torque (Brown et al. 2004). 
Sensors, which accurately measure the torque of the mixer shaft, can provide useful informa-
tion about the mixing process. It is important to ensure that the true torque arising from the 
resistance provided by the fluid is measured and not additional frictional loads from bear-
ings. Non-contact torque transducers such as the TorqsenseTM sensor (Sensor Technology 
Ltd, Banbury, Oxon, UK) provide precise dynamic measurements of rotary torque over 
ranges covering 0–10 mN m to 0–10,000 N m. The principle of operation of this torque 
transducer involves a surface acoustic wave device used as a frequency-dependent strain 
gauge, which measures the change in resonant frequency caused by the applied strain in the 
shaft. Accurate measurement of shaft rotational speed using a light beam is also recorded. 
Quality control personnel require that a product is within a specified range for day to day 
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production, this range is developed previously upon knowledge of the complete flow curve 
(Barnes 2001). This quality control range, whether determined by consistometers or vis-
cosity readings from laboratory viscometers, may be predicted from torque  measurements, 
thereby providing the benefit of real-time process monitoring. Figure 7.1 shows correla-
tions between power law consistency index (K) and Bostwick consistency (BC) values, 
with torque measurements for a sauce mixed with a pilot plant scale helical ribbon mixer. 
Torque measurements are sensitive to small changes in bulk product consistency. Similar 
correlations are found between torque readings and Bostwick values for fluid foods con-
taining large particulate matter, such as pizza sauces and sauces for ready meals, over small 
consistency ranges. An advantage of measuring torque is that it is capable of coping both 
with large particulates and high viscosity due to the scale and design respectively, of the 
geometry employed.

Empirical torque measurement techniques such as the farinograph, mixograph and 
reomixer are widely used to characterize the behavior of dough during processing. Many of 
these are used as ‘single-point’ tests, where a single parameter is often arbitrarily selected 
from a whole range of data acquired during the test, for example, in selecting the peak torque 
from a mixing trace, and then using this to correlate with performance (Dobraszczyk & 
Morgenstern 2003). Most of the studies using these techniques have reported results from 
only one or few variables (often peak time and mixing tolerance). However, with computer 
data acquisition and treatment, more detailed analyses can be carried out. Martinant et al. 
(1998) showed that dough formation during mixing could be consistently evaluated by 11 
reproducible parameters from a mixograph. The width and height of the mixogram was 
related to the proportion of unaggregated proteins before the mixing peak, and to that of 
polymeric proteins after the dough consistency reached a maximum.
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Fig. 7.1 Correlations developed between off-line consistency index K (rheometer) and Bostwick values 
with torque measurements for a series of tomato ketchup sample dilutions.
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7.3 Flow measurement

As the turbulent flow field in stirred vessels has a highly complex structure, is three-
 dimensional, periodic and non-stationary with superimposed random and long-time scale 
fluctuations, investigations of the flow require advanced measurement techniques (Virdung & 
Rasmuson 2007). Flow mapping within stirred vessels may utilize single-point measuring 
techniques, which determine the velocity (or one of the velocity vector components) at a 
set point within the vessel, or whole-field measuring techniques, which determine the flow 
pattern simultaneously in a wider region of the bulk of the agitated fluid (Mavros 2001). 
Single-point measurements include anemometry techniques such as hot wire, laser and 
phase Doppler. Whole-field measurement techniques include particle image velocimetry 
(PIV) and planar laser-induced fluorescence (planar-LIF) velocimetry. High spatial resolu-
tion is desired for any flow visualization technique.

7.3.1 Hot-wire anemometry

Hot-wire anemometry (HWA) is a point-measuring technique predominantly employed 
for the measurement of velocity in turbulent gas and liquid flows. HWA operates using 
the principle of convective heat transfer from a heated wire in a fluid flow (Bruun 1995). 
Convection currents, which assist heat transfer from the probe, are a function of the flow 
properties such as velocity, fluid temperature and pressure, and physical properties of 
the fluid such as viscosity, density and specific heat. Hot-wire probes can operate in two 
modes, either in constant current or in constant temperature. In the constant current mode, 
the probe temperature varies, whereas in constant temperature mode, the probe resistance, 
and hence, temperature is kept constant. The constant temperature mode is simpler to oper-
ate in—there is less risk of wire burnout in low flow-rate systems or the risk of erroneous 
data being recorded in high flow-rate systems. Hence, most HWA systems operate as con-
stant temperature anemometry (CTA), and the following discussion will focus solely on 
this mode. Plate 7.1 illustrates the principle of operation of CTA, which measures the rate 
of cooling from an electrically heated wire, maintained at a constant temperature. A current 
is passed through a tungsten or platinum wire of approximately 5 μm thickness, generating 
heat. In equilibrium this heat generation must be balanced by heat loss to the surroundings, 
primarily due to convection, and minor losses due to radiation and conduction to the probe 
support. As fluid velocity changes, the convective heat transfer coefficient will change, 
causing the wire temperature to change, thereby leading to a new equilibrium.

The hot wire can be said to respond according to King’s Law (King 1914):

 E2 � A � BVn (7.4)

where E is the voltage across the wire, V is the velocity, and A, B and n are constants, 
which are determined through calibration. The constants depend, among other parameters, 
on fluid property values as well as the temperature difference between the sensor and the 
fluid (Jørgensen 1996).

In CTA the hot wire (Rw) is connected to one arm of a Wheatstone bridge (Plate 7.1) and 
heated by an electrical current. A servo amplifier operating as a feedback loop controls the 
current to the sensor so that the resistance, and consequently temperature, is maintained at 
a constant level, independent of the velocity, that is, cooling capacity, of the fluid. The volt-
age (E) applied to the top of the Wheatstone bridge provides a measure of the heat transfer 
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from the probe and thereby, a direct measure of fluid velocity. The sensor has a very fast 
response to changes in the flow due to the high gain of the servo amplifiers and the low 
thermal inertia of the sensor.

During calibration of the probe, the sensor is exposed to a range of known velocities and 
the resulting voltage outputs versus velocity measurements are generated. An algorithm 
based on either King’s Law [equation (7.4)] or a polynomial is fitted to the calibration 
data in order to generate the required constant values, which characterize the relationship 
between voltage and velocity.

Hot-wire probes also display directional sensitivity, and therefore, systems with orthogo-
nally arranged wires can provide data on both velocity and direction. The effective cooling 
velocity (Ueff) acting on a hot wire can be expressed by means of the normal (Un), tangen-
tial (Ut) and binormal (Ubn) components, and modified by the yaw (k) and pitch (h) factors 
(Jørgensen 1996):

 U U k U h Ueff n t bn
2 2 2 2 2 2� � �  (7.5)

where k and h are determined by a directional calibration.
The bridge voltage is acquired via a fast A/D board after appropriate low-pass filtering. 

The data is then subjected to temperature correction, linearization and decomposition into 
velocity components. CTA can give point measurements of velocity and also continuous 
velocity time series, which can be processed into amplitude and time-domain statistics.

Cooper and Wolf (1968) used HWA, in conjunction with air as the fluid, to measure 
velocity profiles across impeller blades and to determine global scale-up parameters, such 
as pumping capacity and circulation capacity for a turbine-agitated tank with different 
impeller sizes. HWA was also shown to be useful for the study of air–water flow in aerated 
stirred tanks (Lu & Ju 1987). The turbulent flow in the impeller zone and the bulk zone of 
a turbine-agitated tank has also been measured by split-film HWA (Wernersson & Tragardh 
2000). They found that it allowed simultaneous measurement of two velocity components 
in water media under conditions similar to those used in industrial fermentations and that 
it was possible to obtain important flow characteristics such as the statistical moments, the 
turbulent kinetic energy, the energy dissipation rate and turbulent time and length scales.

HWA has also been employed to study numerous other phenomena including isother-
mal two-dimensional channel flow (Alshamani 1980), turbulence in the upward gas flow 
above a gas-fluidized bed (Pemberton & Davidson 1984) and turbulent shear flows near 
walls (Nagano & Tsuji 1994). Sherif and Pletcher (1991) discussed the use of HWA in non-
isothermal flows. They proposed a method that separated velocity and temperature signals 
in three-dimensional flows having small or moderate temperature fluctuations. They tested 
the technique in the two-dimensional region of a jet in cross flow and also by analyzing 
a modified version of the response equations in the core region of a fully developed pipe 
flow. As part of a study to investigate large-scale turbulence phenomena in compound rec-
tangular channels, HWA revealed the presence of a quasi-periodic large-scale turbulence 
structure. HWA can also be used to facilitate the performance of spray driers by character-
izing equipment air flow patterns (Kieviet et al. 1997).

7.3.2 Laser Doppler anemometry

Laser Doppler anemometry (LDA) is an optical technique for 1D, 2D and 3D point 
 measurement of particle velocity. In the principle of LDA, a laser beam is split to form 
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two coherent beams which are made to cross at some point within the mixing vessel. When 
they cross, interference occurs between the beams, resulting in an intersection volume 
(Plate 7.2). A fringe pattern of high and low intensities is formed. The frequency of one of 
the beams is shifted, causing the fringe pattern to pulsate at steady frequency. The fringe 
separation (d) is determined by:

 
d �

λ
θ2 2sin ( / )  

(7.6)

where λ is the wavelength and θ is the angle between the two beams. When a particle 
passes through this region, it changes this pulsating frequency, which is measured by a 
detector as a Doppler shift (fD). Particle velocity (u) may be determined from multiplying 
the Doppler shift by the fringe spacing.

 u � fDd (7.7)

To measure two velocity components, two extra beams can be added to the optics in a 
plane perpendicular to the first beams. All three velocity components can be measured by 
two separate probes measuring two and one components, with all the beams intersecting in 
a common volume. Different wavelengths are used to separate the measured components. 
The method’s particular advantages are non-intrusive measurement, high spatial and tem-
poral resolution, non-calibration and the ability to measure in reversing flows. However, a 
significant limitation of the technique is that the fluid must be transparent.

LDA has been widely employed to study velocities within stirred vessels, both for vari-
ous impeller designs and rheological properties. Armenante et al. (1997) utilized LDA to 
determine mean and fluctuating velocities in three directions in a closed, unbaffled, flat-
bottom, water-filled cylindrical tank, where flow was generated by a six-bladed, 45º 
pitched-blade turbine. Kumaresan and Joshi (2006) investigated the effect of various impel-
ler designs on the flow pattern and mixing time in stirred tanks. Li et al. (2005) used LDA 
and CFD to study the effects of scale-up. The study results indicate that the selection of a 
laboratory-scale vessel has little effect on the macromixing performance for the optimiza-
tion of the configurations and operating conditions of an industrial-scale reactor, provided 
fully turbulent flow is achieved. Ducci and Yianneskis (2007) employed LDA to character-
ize and track a vortex within stirred vessels. Utomo et al. (2008) studied the flow pattern 
and the distribution of energy dissipation rate in a high-shear rotor–stator mixer by using 
LDA. They reported a good prediction of the distribution of energy dissipation rate in the 
tank, facilitating a better understanding of scale-up and design procedures. LDA has also 
been used to measure the velocities of small mica particles seeded in an optically clear 
model fluid in order to provide velocity vectors of rotating flows associated with dough 
kneading (Binding et al. 2003). Velocity distributions during kneading have also been 
examined by Yerramilli and Karwe (2004) using LDA. They determined the velocity dis-
tributions in the kneading section of a co-rotating twin-screw extruder in order to under-
stand the mixing effectiveness of kneading blocks. Virdung and Rasmuson (2007) explored 
the possibility to perform LDA measurements at high solids concentrations, evaluating the 
effects of solid loading and particle size on the axial velocities and turbulence levels of the 
continuous phase in solid–liquid suspensions.
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7.3.3 Phase Doppler anemometry

An extension of LDA is phase Doppler anemometry (PDA), which provides simultaneous 
measurement of velocity (up to three components) and particle size. Other parameters such 
as mass flux and concentration can also be determined. As for LDA, when a particle passes 
through the intersection volume formed by the two coherent laser beams, the scattered 
light, received by a detector, has components from both the beams. These components will 
interfere on the surface of the detector. As a particle moves through the measurement vol-
ume, the difference between the optical path lengths of the two components changes, this 
interference produces pulsating light intensity with a frequency proportional to the velocity 
of the particle. However, with PDA, a second detector is employed, which also receives a 
Doppler burst of the same frequency (Plate 7.3). The phases of the bursts received by each 
detector vary with the angular position of the detectors. The phase shift between these two 
signals is proportional to the diameter of the particle, increasing with particle size.

Guiraud et al. (1997) used PDA to determine local velocities and particle size in a 
suspension with 0.5% solids by volume in a stirred vessel agitated by an axial impeller. 
Ljungqvist and Rasmuson (2004) used the technique to assess slip velocities in an axially 
stirred vessel at two different impeller speeds in suspensions with particles of four differ-
ent sizes at low volumetric concentrations. Pettersson and Rasmuson (1997) employed 3D 
PDA to simultaneously determine the local, instantaneous and three-dimensional veloc-
ity vectors of a fluid and suspended particles within an agitated crystalliser. Using PDA 
Laakkonen et al. (2006) validated models of bubble breakage, coalescence and mass trans-
fer for gas–liquid dispersion within an agitated vessel.

7.3.4 Flow visualization using computer vision

Simple imaging can provide valuable insight into the mixing process. Figure 7.2 shows 
images of a flow field within an unbaffled tank with a Rushton turbine. The flow field is 
characterized by a strong circumferential motion which develops around two main vortices, 
one above and another below the impeller. The movements of the upper and lower vorti-
ces with respect to time may be identified from the images. These periodic oscillations are 
like flow instabilities which may benefit meso- and macromixing. Such approaches of flow 
visualization may prove to be valuable for mixing design. The addition of a coloring agent 
to transparent fluids facilitates flow tracking. By employing two reactive agents, it is pos-
sible to monitor both flow pattern and mixing time. Cabaret et al. (2007) utilized a similar 
technique to determine the performance of a dual-shaft mixer with viscous Newtonian liq-
uids. They added a solution of bromocresol purple as an indicator. This indicator is yellow 
when pH is below 5.2 (acid color) and purple when pH is above 6.8 (alkaline color), allow-
ing the evolution of the color from purple to yellow to be detected. They filmed this proc-
ess by using a digital CCD camera. The resultant images can then be subjected to image 
analysis techniques in order to determine the evolution of the percentage of yellow pixels, 
and thereby, mixing curves. For example, the evolution of the green color brightness in the 
RGB (red, green and blue) model can be determined for each pixel over time and by defin-
ing a threshold for R, a pixel can be classified as either mixed or unmixed, depending on 
whether it is above or below the threshold value. This technique has also been utilized for 
the characterization of mixing patterns in co-axial mixers (Bonnot et al. 2007).

Computer vision and image analysis techniques have also been employed to fol-
low stirred reactions in opaque liquids such as curd syneresis during cheese production 
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(Everard et al. 2007; Fagan et al. 2008). Everard et al. (2007) extracted the average RGB 
values from images and obtained the areas of solid curd particles and liquid whey using a 
thresholding image segmentation technique. They found that the technique distinguished 
between the effect of pH and stirring speed. They also used the resulting data to predict 
the moisture content of the curd particles. The curd/whey mixture can be regarded as a 
texture pattern which changes during processing as the volume of expelled whey increases 
and curd particles contract. Therefore, image texture analysis of the images was also car-
ried out to determine whether it could be used to monitor the reaction (Fagan et al. 2008). 
Numerous image texture analysis methods were investigated, including fractal dimen-
sion (FD) and wavelet transform (WT). In FD each image is viewed as a hilly terrain 
whose height, at any given location, is proportional to the gray level value at that location 
(Chaudhuri et al. 1993). The FD is an indication of the roughness of the image at different 

(a) (b)

Fig. 7.2 Images of a flow field within an unbaffled tank with a Rushton turbine with sketches for: 
(a) upper vortex and (b) lower vortex. [Reprinted from Galletti and Brunazzi (2008) with permission from 
Elsevier.]
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scales. WT is another well-known multi-scale analysis technique which is useful for char-
acterising different scales of textures effectively (Simoncelli & Freeman 1995). WT param-
eters give a measure of the frequency content of the image on a given scale and in a given 
direction. Fagan et al. (2008) concluded that the FD models were best at predicting com-
position of the curd and whey during syneresis. The second best technique was WT. This 
indicated that multi-scale analysis techniques such as FD and WT extracted the most rel-
evant information from images captured during syneresis.

The mixing of powders has also been widely investigated by using computer vision. 
Daumann and Nirschl (2008) utilized a thresholding procedure to assess the mixing effi-
ciency of solid mixtures. Firstly, they cut the mixer wall and visible part of the shaft from 
the image. The fractions were then selected and the color reduced, as the position of the 
mixing paddles changed during the experiments. Then, based on color, a threshold for the 
fine-, medium- and coarse fractions was determined. Transverse mixing kinetics in a rolling 
drum have also been determined by image analysis (Van Puyvelde et al. 1999). They mixed 
particles of different size and color (black, orange and white) and captured images at a rate 
of 3.8 frames per second. Each pixel was analyzed to determine the color, and thereby, type 
of particle occupying each pixel. The contact of each pixel was analyzed with respect to the 
surrounding pixels. Contact between the two materials occurred if different color occupied 
pixels adjacent to one another. The total contact was calculated for the orange material and 
was expressed as a numerical value by calibrating the physical size represented by a pixel. 
The FD box counting method has also been used to follow the blending of two powders 
and one viscous liquid in a classical reactor, under different agitation conditions (Le Coënt 
et al. 2005).

Regardless of the method of image analysis employed, it should be noted that there is a 
strong influence of light intensity and camera position on image analysis, and hence, they 
must be standardized, as the presence of shadows or reflections can introduce errors into 
the results.

7.3.5 Particle image velocimetry

In contrast to LDA and HWA, PIV is a whole-field visualization technique. It can provide 
instantaneous quantitative velocity measurements in a cross-section of a flow by imag-
ing small tracer particles in the flow field and analyzing the acquired digital images. PIV 
can measure the whole two-dimensional or three-dimensional flow field simultaneously 
without disturbing the flow field (Okamoto et al. 2000). Plate 7.4 details the principle of 
operation of PIV. A laser is employed to produce a light sheet which is pulsed. Images of 
the tracer particles in the light sheet are recorded by using a camera. The displacement 
of the particles between two light pulses is measured. This can be achieved by dividing 
the image frames into small interrogation areas and cross-correlating each pixel in the two 
image frames. The peak in the cross-correlation signal represents the spatial displacement 
that estimates the average particle displacement in the interrogation area. Velocity vec-
tors are calculated for each interrogation area by dividing displacement by the laser pulse 
time interval. To achieve rapid and accurate flow velocity measurements, this time interval 
should be small compared to the length scales in the flow (Brown et al. 2004). In the case 
of double or multiple exposed single images, autocorrelation analysis is preformed.

PIV has been employed to study mixing in both stirred and static vessels. La Fontaine 
and Shepherd (1996) used a PIV system that analyzed the vessel from different aspects 
to study flow in a stirred vessel. They found that through analysis of the recorded images, 
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it was possible to expose stagnant flow regions, circulation loops and the turbulent nature 
of the flow. PIV has also been employed to investigate the complete velocity field in a flat-
bottomed cylindrical vessel equipped with baffles and Rushton turbine impeller (Fan et al. 
2004). They recorded sequences of instantaneous velocity fields across a vertical plane 
covering half of the vessel’s vertical cross-section. They found that the technique revealed 
the near-instantaneous flow—historically considered as a double loop flow pattern—to be 
actually, rather complex and stochastic. The authors stated that two distinct flow patterns, 
namely full circulation and quick return, were also identified and that macro-instability 
appeared at the switching between these flow patterns. Fitch et al. (2005) utilized PIV in 
conjunction with CFD to study the effect of viscosity on the performance of an oscilla-
tory baffled column. Results showed that it was possible to generate flow patterns by using 
PIV and CFD, from which the effects of viscosity on mixing could be observed. In order 
to quantify the effect of viscosity on mixing, they calculated the ratio between the plane-
averaged axial and radial velocities. They stated that the system was found to mix suffi-
ciently at ratio values below 3.5.

Couerbe et al. (2008) employed PIV to characterize the steady-state flow fields obtained 
in a stirred tank with a thixotropic fluid. Experiments revealed bulk flow behavior, charac-
terized by a flow pattern in the turbulent regime at a rotation rate of eight per second and 
by the formation of caverns around the impeller at smaller rotation rates. It was found that 
as rotation rate was reduced, the pumping capacity of the impeller was reduced as well 
(until becoming almost zero) and that the flow was greatly re-organized, leading to poor 
mixing efficiency.

PIV has also been applied to the study of internal flow in bifurcation pipes (Brücker 
1997). PIV was employed to provide a three-dimensional, whole-volume, and time-
resolving velocity measurements at a 90º T-junction. The results showed a strong similarity 
of the vortical structures to that of a jet in a cross flow. He also stated that vortex break-
down in tubes is followed by a wake region, where, even at low Reynolds numbers, greater 
mixing was observed due to the stretching and tilting of the vortex lines and their non-linear 
interaction.

PIV has also been employed in various other applications including the study of local 
bubble size distributions, gas–liquid interfacial areas, gas hold-ups and flow velocities 
simultaneously from flat-blade turbine-agitated gas–liquid vessels (Laakkonen et al. 2005), 
and the characterization of suspension flow homogeneity (Hasan et al. 1999).

7.3.6 Planar laser-induced fluorescence

Planar-LIF imaging employs the fluorescence of an organic medium induced by a laser 
sheet combined with image analysis for flow visualization. It may unveil flow patterns and 
structures that serve as the starting point to analyze fluid mixing in stirred tanks (Arratia & 
Muzzio 2004). It can also be used to provide instant whole-field temperature, concentration 
and pH maps. The laser, which is usually a neodymium-doped yttrium aluminum garnet or 
Argon–ion laser,  is used to form a thin sheet of light, which excites a fluorescent species 
within a flow. The fluorescent species is typically a tracer compound such as rhodamine B. 
The selection of a tracer is dependent upon its absorption wavelength being compatible 
with the laser excitation wavelength, a large separation between emission and excitation 
absorption spectra, and a high quantum efficiency to maximize signal strength (Crimaldi 
2008). The emitted fluorescence is optically captured. This can be achieved by a camera 
with a sharp cut-off or narrow-band filter, to ensure that only fluorescence is recorded. 



Monitoring and control of mixing operations 117

The level of fluorescence is known to vary with a number of experimental parameters; 
however, where the local excitation intensity is less than the saturation intensity, the sig-
nal (fluorescence) can be expressed as a linear function of dye concentration, laser excita-
tion intensity and a constant that characterizes all experimental parameters. This constant 
value is therefore determined, by the calibration procedure, for every pixel of the camera. 
The captured images are then converted to concentration, temperature maps, etc., using this 
 calibration. For liquid–liquid mixing, concentration (C) at each pixel can be determined as:

 
C

S

E
�

α
 (7.8)

where S is the intensity the signal, E is the laser excitation intensity and α is the constant 
value determined by the calibration procedure. The technique is, however, limited to opti-
cally clean systems with a constant refractive index (Wadley & Dawson 2005).

Guillard et al. (2000b) developed advanced methods in planar-LIF image analysis in 
order to study the large-scale mixing structures obtained in a Rushton turbine-agitated 
reactor. They stated that while a standard statistical approach allowed the observation of 
tracer dispersal, a dynamic structural approach, as detailed by Guillard et al. (2000a), was 
required for deeper understanding of the three-dimensional mixing process. Arratia et al. 
(2006) used planar-LIF to examine the mixing mechanism of a Rushton impeller for a 
yield stress fluid, by tracking the evolution of flow microstructures. Snapshots of planar-
LIF revealed the formation of lobe structures that are ejected periodically from the impeller 
toward the tank wall. These lobes are then stretched, folded and transported back to the 
impeller through the shaft in an elliptic trajectory surrounding the toroidal regions.

Recently, planar-LIF was used to study fast mixing of two liquid streams in flow chan-
nels at millimeter size (Luo et al. 2007) and mixing patterns associated with the bursting 
of isolated bubbles at the surface of gas-fluidized beds (Solimene et al. 2007). Wadley and 
Dawson (2005) used the technique to study mixing within static mixers for both turbulent 
and transitional flow regimes.

Szalai et al. (2004) investigated the mixing performance of a batch stirred tank with four 
Ekato Intermig® impellers using PIV, acid–base flow visualization and planar-LIF. The 
experimental flow patterns were compared with numerical solutions. All three techniques 
revealed excellent agreements between the experiments and computations.

7.3.6.1 Combined planar-LIF and PIV

As detailed in Plate 7.5, it is also possible to obtain synchronized planar-LIF and PIV 
measurements, which can provide concentration or temperature maps at the same time as 
velocity measurements. Uniquely, it allows both fluid and particulate flows to be deter-
mined at each location from which the shear flow experienced by the particle can be deter-
mined. This requires the introduction of a second camera to detect the laser light scattered 
by small particles through an optical narrow-band filter. The two LIF and PIV receivers are 
brought to observe the same locations by means of beam splitter optics and geometrical 
calibration. Law and Wang (2000) demonstrated the potential of obtaining synchronized 
PIV and planar-LIF measurements and stated that the two techniques could be success-
fully combined to capture the mean and turbulent mass transport characteristics in a mixing 
process.
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7.3.7 Tomography

Tomography is the localized measurement of velocity, density or concentration profiles in 
3D. The image is built up from an array of non-obtrusive sensors surrounding the mixing 
system (Brown et al. 2004).Various signals have been used including γ-ray, x-ray, positron 
and electrical resistance.

Positron emission particle tracking (PEPT) employs a single positron-emitting particle as 
a flow tracer, which is then tracked in 3D space and time to reveal its full Lagrangian tra-
jectory. The method allows for probing of opaque fluids, within an opaque apparatus. The 
technique is particularly useful for the study of multi-phase flows, to map the flow of fluids 
and particles. This technology and application is discussed in detail in Chapter 10.

Electrical tomography including electrical impedance, electrical capacitance and electri-
cal resistance use electrodes mounted on the inside walls of the mixing vessel and measure a 
corresponding electrical property, for example, resistance in the case of electrically conduct-
ing liquids and capacitance for non-conducting fluids (Mavros 2001). The signals from the 
various sensors are combined into slices or ‘tomograms’ to obtain a 3D representation of the 
flow inside the vessel. The technique has been used to investigate the flow in various proc-
ess vessels for various two-phase systems (Williams et al. 1996; Mann et al. 1997; Holden 
et al. 1998; Rahimi et al. 1999; Wang et al. 2000). Electrical resistance tomography (ERT) 
is capable of non-invasively measuring time-evolving concentration fields, and hence mixing 
rates, within a stirred vessel at high spatial resolution. Moreover, the approach offers high 
time-wise resolution and is thus ideally suited for mixing assessment and validation against 
CFM predictions (Holden et al. 1998). Recently, Pakzad et al. (2008) used ERT to study the 
formation of caverns in the mixing of pseudoplastic fluids possessing yield stress.

Magnetic resonance imaging (MRI), as a tomographic technique, is uniquely suited to 
obtain both concentration and velocity profiles within process geometries (Wang et al. 
2000). MRI has great potential to evaluate mixedness, because it is non-invasive, is appli-
cable to a wide range of materials (opaque or transparent material) and can be operated as 
a real-time measurement due to its short data acquisition time (Lee et al. 2001). Wang et 
al. (2000) used MRI tomography to study mixing in a scraped surface heat exchanger. The 
mixing was quantified by velocity profiles and magnetic resonance concentration images. 
Lee et al. (2001) employed MRI tomography successfully to quantify the extent of mix-
ing with a fluid and particle model system. In addition to the images, descriptive statistics 
can be used to distinguish between uniform and non-uniform mixtures. Standard deviation 
and coefficient of variation clearly showed the sequence of mixing for all particle loadings. 
Correlogram and length scale were reported as the indices for mixing and showed dramatic 
change as a function of number of impeller revolutions, especially at higher particle load-
ing. MRI has also been investigated to spatially resolve and quantify mixtures of fine pow-
ders. Porion et al. (2004) characterized the kinematics of mixing and size segregation of 
dry binary mixtures (poppy seeds or sugar beads) in a shaker–mixer.

7.4 Quantification of mixing time

A number of techniques discussed above may provide a measurement of mixing time. 
However, for practical process control, it is critical that sensors are as simple as possible, 
affordable and ideally non-invasive for the food industry. NIR spectroscopy probes are 
often favored by the process industries due to their ability to meet these demands alongside 
their sensitivity to monitor fluctuations in a range of products and processes.
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7.4.1 NIR spectroscopy

NIR spectroscopy is a proven technique for continuous monitoring and control of processes 
and product quality in both food (Huang et al. 2008) and pharmaceutical (Roggo et al. 
2007) industries. Its application to process monitoring has been driven by its many advan-
tages over traditional methods, that is, it is non-destructive requiring no sample preparation, 
can be employed online and can provide rapid real-time data for a range of properties from 
a single spectrum. Although it has been applied to the area of product quality and authen-
ticity, NIR spectroscopy can also be applied to the monitoring of mixing systems. NIR 
radiation is defined as that wavelength region from 750 to 2,500 nm, lying between the vis-
ible light and the infrared light (Büning-Pfaue 2003). NIR food spectra are typically domi-
nated by broad peaks associated water located near 970, 1,440 and 1,930 nm (Woodcock 
et al. 2008). 970 nm has been assigned to the second overtone of the O–H stretching vibra-
tion of water, with other broad peaks due to a combination of symmetric (v1) and antisym-
metric (v3) stretching modes of water, and a combination of stretching (v3) and bending 
(v2) modes of water. These peaks mean that sophisticated multi-variate statistical tech-
niques are required to extract relevant information from NIR spectra.

For food mixing applications, NIR spectroscopy has been predominantly applied to 
monitoring of dough mixing systems. The extent of mixing has a critical impact on final 
bread quality due to its role in ensuring flour hydration formation of the gluten network. 
Traditionally, the mixing of dough was monitored online by using torque sensors. However, 
as a range of physicochemical changes occur during dough mixing, NIR spectra can pro-
vide valuable information on the extent of mixing. Wesley et al. (1998) found that changes 
in absorbance at 1,160 and 1,200 nm followed the same trend as mixer power consump-
tion. A diode array NIR instrument was also used to obtain an overall picture of the mixing 
process from the initial hydration of the flour particles through optimum dough develop-
ment until overmixing had occurred, and it was found that NIR spectroscopy was shown to 
have considerable merit in following dough changes during mixing which were related to 
final bread quality and thus has the potential to be used as an online method for controlling 
breadmaking mixers. Aït Kaddour et al. (2008) investigated the potential of 2D correlation 
spectroscopy and moving-window 2D correlation spectroscopy to explore the time depend-
ence of NIR spectral responses during wheat flour dough mixing. They found that it was 
possible to identify wavelength shifts associated with both dough ‘free water’ and protein 
secondary structure modifications.

The same group also examined the ability of NIR spectroscopy to describe the physical 
and chemical changes occurring during wet agglomeration of wheat flour (Aït Kaddour & 
Cuq 2009). They found that the spectra highlighted the modifications of the glutenin depo-
lymerization, flour particle hydration and changes in particle size as the most important 
physical and chemical modifications occurring during crumbly dough mixing.

NIR spectroscopy has also been examined for monitoring of blend uniformity and 
segregation of dry powder blends online, predominantly, in the pharmaceutical industry. 
Blanco et al. (2002) provided an overview of NIR spectroscopy applications for monitor-
ing blending processes. One method involved the calculation of the dissimilarity between 
the blend under mixing with that of a reference spectra from a homogenously mixed 
sample, whereas others calculated the standard deviation of a set of consecutively recorded 
spectra and compared it to the standard deviation of the next set of consecutively recorded 
spectra.

El-Hagrasy and Drennen (2006) presented an integrated approach for real-time blend uni-
formity assessment by using NIR spectroscopy. They developed a model for the prediction 
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Fig. 7.3 Schematic representation of an NIR chemical imaging system for monitoring blend conformity 
in a V-blender. The hypercube shows the relationship between spectral and spatial dimensions.

of the end-point of blending and found that the predicted blending profiles correlated well 
to those determined by the UV reference analytical method. Ely et al. (2006) used NIR 
spectroscopy (1,100–2,200 nm) to monitor online low-dose, dry powder blends, mixed in 
a drum blender and bin blender. They monitored segregation in the drum blender by raster-
scanning across the tube at specific blending times, and in the bin blender, spectra were 
continuously recorded through a window located on its axis of rotation. Standard devia-
tions were calculated to determine how much the concentration of the bed was fluctuating. 
Results showed that univariate data analysis was ineffective at monitoring low-dose blends, 
as it was not possible to achieve sufficiently low detection and quantization limits; however, 
the application of multi-variate statistical techniques may improve the limits of detection.

7.4.2 Chemical imaging

Chemical imaging (CI) or hyperspectural imaging (HSI) is an emerging technique that 
integrates conventional imaging and spectroscopy to attain both spatial and spectral infor-
mation from an object. By combining the chemical selectivity of vibrational spectroscopy 
with image visualization, CI may be used to describe ingredient concentration and distribu-
tion in heterogeneous solids, semi-solids, powders, suspensions and liquids (Gowen et al. 
2008). Chemical images are made up of hundreds of contiguous wavebands for each spatial 
position of a material studied. Consequently, each pixel in a chemical image contains the 
spectrum of that specific position. The resulting spectrum acts like a fingerprint, which can 
be used to characterize the composition of that particular pixel. Chemical images, known 
as hypercubes, are three-dimensional blocks of data, comprising of two spatial and one 
wavelength dimension, as illustrated in Figure 7.3. The hypercube allows for the visualiza-
tion of biochemical constituents of a sample, separated into particular areas of the image, 
since regions of a sample with similar spectral properties have similar chemical composi-
tion (Gowen et al. 2008). It is this chemical and spatial classification that has resulted in 
CI being identified as a potential tool for position referenced spectra, which are valuable 
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for the analysis of complex multi-constituent materials such as pharmaceutical tablets. The 
technology may be simplified for a specific product from the vast data obtained from the 
hypercubes to selected wavelengths of interest, facilitating the potential of the technique 
for process control. Recently, the technology has shown promise for monitoring the blend-
ing of pharmaceutical ingredients within a V-blender (Figure 7.3). Similarly, the technol-
ogy has potential for monitoring the mixing of food powders or fluid systems.
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8 Computational fluid mixing

Chris D. Rielly and Jolius Gimbun

8.1 Introduction

8.1.1 History of CFD

Computational fluid dynamics (CFD) is an extremely powerful tool for solving problems asso-
ciated with flow, mixing, heat and mass transfer and chemical reaction. Although the equations 
of motion for fluid flow were established in the first half of the nineteenth century (Navier 
1822; Stokes 1845), it was not until the arrival of digital computers in the 1960s and 1970s 
that it became feasible to perform numerical simulations of complex engineering flows. In 
those early days, CFD was very much a research tool and most of the early work was aimed at 
developing numerical methods, solution algorithms and Reynolds-averaged turbulence  models. 
However, in the 1980s, the first commercial codes emerged—for example, PHOENICS, 
FLUENT, FIDAP, Star-CD, FLOW3D (which later became CFX)—providing general pur-
pose software packages for both academic and industry users. The aerospace and automotive 
industries were amongst the first to embrace the use of CFD in engineering design, but from 
the 1990s onwards, commercial codes have found widespread applications, for example, in 
biomedical engineering, environmental and atmospheric modelling, meteorology, chemical 
reaction engineering and, more recently, in the food and beverage industries. This chapter will 
focus on mixing vessel applications for the last two of these industry sectors, where CFD is 
increasingly used to provide process understanding and semi-quantitative analysis.

In their review, Norton and Sun (2006) presented a graph showing the very significant 
increase in the number of peer-reviewed papers related to CFD applications to food pro-
cess engineering. Figure 8.1 shows an updated version of this graph containing more recent 
data and showing that the number of papers that specifically analyse food mixing oper-
ations using CFD is still relatively small. In contrast, there are a vast number of papers 
on CFD simulation of (i) other food process operations [e.g., drying, sterilisation, thermal 
treatment, and extrusion, many of which are described by Sun (2007)] and (ii) more con-
ventional mixing operations in the chemicals and specialty product industries (Marshall & 
Bakker 2004). This chapter will outline the background knowledge required for CFD stud-
ies, present some examples of CFD modelling of mixing vessel flows and finally discuss 
the current difficulties in applying this approach to food mixing processes.

8.1.2 Steps towards CFD simulation of mixing processes

Although commercial CFD codes provide user-friendly, menu-driven front-ends, there 
is substantial work to be performed before any computation is carried out, as is shown 
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schematically in Figure 8.2. For a mixing problem, before the software is first fired up, a 
number of questions should be asked, with the aim of defining suitable physical models 
and assumptions for the simulation.

• Is the flow one, two or three dimensional?

• Can simplifications be made to the flow domain, for example, by using planes of sym-
metry, periodic boundaries or axisymmetric assumptions?

• Is the flow single phase and/or single component?
• Is the liquid phase Newtonian or non-Newtonian?
• Is the flow laminar, transitional or turbulent?
• Does the flow involve heat and/or mass transfer?
• Is a detailed model of the impeller required?
• Are unsteady-state dynamics important?

These are important decisions to be made because they will affect the complexity and 
results of the computations. Judicious choice of simplifying assumptions can lead to drastic 
reductions in computing time, at the expense of only minor losses of accuracy; alterna-
tively, inappropriate assumptions or poor selection of models can produce low-quality solu-
tions with misleading results. This chapter will show how these decisions are implemented 
in a CFD environment. Although commercial CFD codes appear to give the novice user 
access to powerful tools, they should be used with caution and expert advice.

The next stage in setting up a simulation is to define material properties and constitu-
tive equations, for example, to represent the effects of pressure and temperature on density 
or the effects of deformation rate on the apparent viscosity, that is, the rheological law. It 
may also be necessary to collect data and select equations to represent heat and mass trans-
fer effects and chemical reaction kinetics (simplified kinetic schemes are often required). 
Information is also required for selection and setting of appropriate boundary conditions 
for various parts of the flow domain, as described in Section 8.2.7.
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The steps up until this point have mainly involved the collection of data and the selec-
tion, based on engineering knowledge, of appropriate constitutive and transport  models. 
The final part of pre-processing is carried out within the software environment and 
involves:

• detailed definition of the internal flow domain, using the dimensions and geometry of 
the mixer; often this is input or imported through a Computer Aided Design (CAD)s 
interface;

• generation of a grid, which discretises the flow domain into a large number of control 
volumes; the grid does not need to have a regular structure, can be fitted around com-
plex geometries and can be refined in regions where greater resolution is required (see 
Section 8.3.2);

• input of the fluid properties (often available as part of a library), selection of appropriate 
models to represent the flow physics and chemistry, and input of boundary and operating 
conditions, based on the information obtained previously and on engineering judgements 
with regard to suitable assumptions and simplifications;

• Initialisation of the velocity, pressure and concentration or temperature fields, either as 
starting guesses for an iterative solution or as initial conditions for a transient calculation 
(see Section 8.3.4);

Pre-processing

Select sub-models for
transport phenomena
and reaction sources

Choose specific
boundary conditions

Select material
properties and

constitutive equations

Analyse underlying physics and translate the engineering
problem into a form suitable for CFD

Problem definition

Pre-processing

Select solver options
and solution controls

Grid generation: select
mesh density and

regions of refinement

Use the results to make an engineering
decision

Post-processing

Validate the results
against experimental

or literature data

Analyse the results
and errors

Produce graphical/
alphanumeric output

Numerically solve the coupled transport
equations � sub-models

Solve problem

Fig. 8.2 Procedure for the solution of a mixing problem via CFD simulation.
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• selection of suitable numerical schemes, solution monitors and controls; typically, 
software will contain default settings so that robust, but possibly slow and inaccurate, 
schemes are implemented; improved convergence rates and accuracies may be achieved 
by expert selection of the numerical schemes, but often this is done only after a partially 
converged solution has been obtained (see Sections 8.3.4 and 8.3.5).

By this point, the problem is fully specified within the computer software, although the 
user does not see the detailed numerics behind the code, nor is there a requirement for the 
user to discretise the differential transport equations which will be solved in the ensuing 
calculations. Typically, the user would then initialise the problem and then set the code run-
ning to converge to a solution (or for transient cases, to run for a set period of time). The 
progress of the solution can be monitored via residuals, which are measures of the errors 
in solving each of the transport equations (described in Section 8.3.5). Most codes can be 
set to terminate the iterations when the residuals have fallen below some prescribed value; 
typically, default values are supplied by the code vendor, which would mean that the solu-
tion was well enough converged for engineering design purposes.

Convergence of the numerical solution is just one aspect of obtaining an accurate 
solution—it means that the errors in the conservation balance equations are small, but it 
does not guarantee that the spatial distribution of velocities, pressures, etc. are accurately 
predicted. The latter should be demonstrated by grid independence studies. The initial grid 
that was generated is often coarse, but it can later be refined (made smaller), so that gra-
dients in the flow are more accurately represented [see, e.g., the grid independence study 
reported by Aubin et al. (2004a)]. If the velocity and pressure fields do not change when 
the grid is refined, then an accurate, grid-independent solution has been obtained. In cases 
where the solution does change, then further grid refinement is required. Fluid mechanics 
know-how should be applied to increase the density of grid points in regions where strong 
velocity gradients might be expected, for example, close to walls or moving blades. An 
example of this type of grid refinement is shown in Figure 8.3: the grid spacing has been 
reduced around the impeller level to resolve the strong velocity gradients in this region of 
the discharge flow, where trailing vortices are attached to each impeller blade. This is a 
more intelligent use of grid refinement, rather than simply increasing the grid density at all 
points in the flow, and can lead to significant improvements in computational efficiency. 
For transient flows, time step independence should also be demonstrated by decreasing Δt 
until the solution stops changing. Grid and time step independence studies are laborious 
calculations but are necessary to demonstrate the accuracy of the solution.

Commercial CFD codes provide a wide range of post-processing options to display, 
visualise and analyse the flow solutions. Graphical tools allow visualisation of the flow 
geometry and grid distribution, as well as output of vector, contour and 3D plots of any of 
the flow or transport variables. Individual planes or surfaces, or profiles can be plotted and 
manipulated by rotation, scaling and perspective within the flow domain; transient solu-
tions can be animated for greater visual effect and addition effects such as particle tracking 
can be applied to show flow patterns.

Inexpert users often stop at this point and admire their colourful graphical output. 
However, the job is not yet done. Expert users would attempt to validate their CFD model 
using experimental data, for example, obtained from small-scale equipment and preferably 
based on local velocity, pressure or temperature measurements. Chapter 7 discusses some 
methods for obtaining velocity measurements in small-scale flows, namely, laser-Doppler 
anemometry (LDA) and particle image velocimetry (PIV). Alternatively, some validation 
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could be obtained by comparing global characteristics of the flow with experimental obser-
vations, for example, flow pattern comparison, or flow number or power number compari-
sons with literature values (see Section 8.4.3). By making such validation studies, the user 
provides an extra check that physical models, simplifying assumptions, numerical schemes 
and discretisation methods have been appropriately chosen. Successful validation of the 
CFD model at small scale generally indicates that accurate solution of the velocity, tem-
perature and pressure fields would be obtained in larger scale, but geometrically similar 
equipment. Poor agreement with experimental data may suggest ways in which the simula-
tion assumptions or models can be improved.

Finally, as is indicated in Figure 8.2, the reason for conducting the CFD simulation was 
to answer some questions about the fluid flow, mixing, heat transfer rate, or to design and 
optimise the performance of a new process. So, now the solution must be interpreted and 
analysed, and judgement must be exercised. Hence, it should be obvious all along the way 
that there is a need for fluid mechanics knowledge and physical insight to define the prob-
lem, choose suitable simulation conditions, validate and verify the result and finally inter-
pret the solution to provide an answer to an engineering problem.

So far, a general approach has been described to simulate mixing operations using CFD. 
The following sections will provide basic information which will be useful in deciding 
how to implement the various models and methods. Section 8.2 describes the fundamental 
transport equations that must be solved for flows with mixing and heat transfer in the lam-
inar and turbulent regimes; selection of suitable boundary conditions is also discussed. The 
numerical methods to solve these equations are then outlined in Section 8.3, and special 
techniques for handling impeller-driven flows are covered in Section 8.4. The latter section 
also presents a number of examples from the literature of studies, which have simulated 

Fig. 8.3 Computational mesh shown on the wall of a stirred vessel containing a Rushton disk turbine 
(Gimbun 2008).
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liquid flows, blending and multi-phase mixing applications. Finally, the challenges for 
modelling mixing operations related to food processing are discussed, and some examples 
of dough mixing and crystalliser design are reviewed.

8.2 Conservation equations

A key hypothesis in dealing with flow and mixing problems is that the fluid behaves as 
a continuum (Batchelor 2000), such that local values of the velocity, pressure and dens-
ity may be defined at a point, and these properties change smoothly in space and time. In 
other words, the molecular structure of a gas or liquid is not considered explicitly, and the 
fluid is treated as a macroscopic continuum. On this basis, the governing equations of fluid 
mechanics may be obtained by application of the following fundamental laws.

1. Mass conservation: mass cannot be created or destroyed.
2. Newton’s second law: the rate of change of momentum is equal to the sum of the forces 

acting on a fluid element.
3. The first law of thermodynamics: energy can be converted between different forms, but 

is neither created nor destroyed.
4. Chemical species conservation: atomic species are conserved, whereas molecular spe-

cies can be transformed by chemical reactions, with a prescribed stoichiometry.

Detailed discussion and formulation of these transport equations can be obtained in fluid 
mechanics text books such as Transport phenomena by Bird et al. (2007). Here, the aim is 
to give the reader an insight into the general structure of these equations, which all essen-
tially take the same form.

Consider the arbitrary control volume, V, which is fixed in space and is bounded by a 
surface S, shown in Figure 8.4. For any scalar property Φ, the general conservation law 
may be stated as:
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or in terms of mathematics as:
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where u is the velocity vector, jΦ is the diffusive flux of Φ through surface S, Φ is the fluid 
density and SΦ is the sum of sources minus sinks for Φ inside the control volume V. Note 
that here Φ is written as an intensive scalar quantity per unit mass and that transport of Φ 
across the boundary can occur by both convection and diffusion. Using Gauss’ divergence 
theorem allows the rewriting of the flux through surface S as the volume integral of a diver-
gence and hence:
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where ∇ is the nabla or del vector operator; for example, in Cartesian coordinates:
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and (x, y, z) represent the three coordinates. The LHS of equation (8.3) gives the total rate 
of change of Φ in a fluid particle moving at velocity u; in fluid mechanics, this is known as 
the convective derivative or the derivative following the motion.
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Almost all fluid mechanics simulations require the application of the general conservation 
statement of equation (8.3) to mass and momentum. In addition, if heat transfer occurs, 
resulting in non-isothermal flows, or chemical reaction takes place, then the conservation 
equation must also be applied to the energy and chemical species balances.

In applying such equations to predict flow and mixing in chemical and food processing 
operations, it is often permissible to make some simplifying assumptions. For example, 
the flows will often involve incompressible liquids, in which case the fluid density may be 
assumed to be a constant and hence may be moved outside the derivatives of equation (8.3).

8.2.1 Mass conservation

For mass conservation, there are no sources and sinks, and the scalar quantity Φ is simply 
equal to unity. Then, equation (8.3) becomes:
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which is known as the continuity equation. Flows in mixing vessels generally involve an 
incompressible liquid (Φ � constant), in which case equation (8.6) reduces to:

 ∇ � u � 0 (8.7)

Volume V

Surface S

Vector area
dS

Velocity u

Flux of � ��u � � j
�

�� dS

Fig. 8.4 Fixed control volume V bounded by surface S used for conservation balances.
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which applies to both steady- and unsteady-state flows. In Cartesian (x, y, z) coordinates, 
with velocity u � (u, v, w)t, equation (8.7) may be written as follows.

 
∇

∂
∂

∂
∂

∂
∂

� � � � �u
u

z

v

y

w

z
0  (8.8)

8.2.2 Momentum conservation

Momentum is a vector quantity and so the conservation equation (8.3) must be applied in 
each of the coordinate directions. For example, the x-direction momentum per unit volume 
is ρu and hence, Φ � u. In this case, the LHS of the conservation equation represents the 
rate of change of x-direction momentum of the fluid:
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and therefore, according to Newton’s second law, the RHS of equation (8.9) must represent 
the sum of the forces acting on an elemental volume of fluid (VOF). The forces acting on a 
control VOF may be divided into two types: body forces (e.g., gravity) and surface forces 
(pressure or viscous stress effects). Figures 8.5 and 8.6 show the stresses acting in the 
x-direction, using the notation that τij is the stress in direction j acting on face with a 
normal in the direction i. From these figures, it is evident that (i) differences in pressure 
between the shaded faces give rise to a net force and (ii) differences in viscous stresses on 
all six faces can result in a contribution to the net force. Hence replacing the RHS of the 
conservation equation by the forces per unit volume acting on the control volume yields:
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or in all three directions, using vector notation:
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where τ is the stress tensor. Equation (8.11) is fully rigorous for incompressible fluids, 
typical of these found in mixing operations. Other than that it is quite general, in that it 
could be applied to both Newtonian and non-Newtonian fluids, by changing the constitu-
tive equation relating the stress tensor τij to the deformation rate tensor Sij. For example, 
equation (8.11) can easily be extended to the special case of an incompressible Newtonian 
fluid (see Chapter 3) with a constant viscosity coefficient Φ.

 

τ ij ij
i

j

j

i

u

x

u

x
� � �μ μS

∂
∂

∂

∂

⎛

⎝

⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟
 (8.12)



Computational fluid mixing 133

Use of equation (8.12), along with the incompressible continuity equation (8.7), leads to 
the well-known Navier–Stokes equations.
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Alternatively, other constitutive models may be applied to equation (8.11) to relate the stress 
tensor components to velocity gradients in the flow. In these cases, the apparent viscosity, 
μa, of the fluid depends on the second invariant of the local deformation rates according to:
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where summation is implied over the repeated suffixes i and j. In commercial CFD codes, 
such as FLUENT, a variety of constitutive models are available to describe non-Newtonian 
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rheologies in the laminar flow regime, for example, power law, Carreau model, Cross 
model and Herschel–Bulkley model for Bingham plastics (shear thinning fluids with a 
yield stress). Constitutive parameters for these models must be obtained from experimental 
tests, as described in Chapter 4.

8.2.3 Turbulence

The conditions for laminar, transitional and turbulent flows may be distinguished according 
to a dimensional group known as the Reynolds number, which in general may be defined as:
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where U is a characteristic velocity scale and L is a characteristic length scale. In mixer 
designs, these are conventionally defined in terms of the impeller tip speed (proportional to 
ND, where N is the rotational speed, conventionally in rev/s) and the impeller diameter D.
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Typically, in stirred vessels flows, the flow is laminar for Re � 10 and fully turbulent for 
Re 	 104. Thus, there is a wide range of transitional flow over 10� Re � 104, where the 
flow is turbulent around the impeller and relaminarises in the bulk. This is a particularly 
challenging area for CFD.

Turbulent flows are characterised by three-dimensional, fluctuating velocity components 
which lead to increased rates of transport for mass, momentum and energy. Although the 
equations presented in Sections 8.2.1 and 8.2.2 are valid for turbulent flow, they must be 
applied instantaneously and hence required to be solved using very short time and space 
steps to model the flow accurately. With modern computing resources, this type of direct 
numerical simulation (DNS) is possible for some limited cases of low Reynolds number 
turbulence, but for most practical applications, the number of grid and time steps required 
is orders of magnitude too high to be feasible. Hence, a statistical approach known as 
Reynolds averaging is often applied to the description of turbulence quantities [see Versteeg 
and Malalasekara (2007) for a more detailed account].

The Reynolds-averaged Navier–Stokes (RANS) equations result from decomposing the 
velocities, u, and all other scalar quantities, φ (pressure, temperature, mass fraction), into 
mean and fluctuating components.

 u u u� � � � � �and Φ Φ Φ  (8.17)

Time averaging the continuity equation (8.7) gives:

 ∇� �u 0  (8.18)

whereas, applying the same process to equation (8.11) generates additional Reynolds 
stresses, τT , due to the averaging of the non-linear advection terms, u � ∇u.
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As before, the laminar stress tensor is given in terms of the mean velocity gradients by the 
following equation.
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However, six new unknown quantities, the Reynolds stresses:
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have now been introduced, but with no new equations to represent their transport. They 
represent turbulent momentum fluxes and involve statistical correlations between the vari-
ous fluctuating velocity components. There is now a turbulence closure problem, with more 
unknowns than equations, and hence the new terms must be approximated by empirical 
models. One such model is based on the Boussinesq hypothesis, which draws an analogy 
with the laminar stress tensor in equation (8.20) and proposes:
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where μT is a turbulent or eddy viscosity, k u u ui j k� � �� � �1
2

2 2 2( ) is the turbulent kinetic 
energy per unit mass and δij � 0, i � j and δij � 1, i � j is the Kronecker delta. However, 
this has not yet solved the turbulence closure problem, as the eddy viscosity is still 
unknown and has to be computed from further empirical models. In contrast to the laminar 
viscosity, μ, the eddy viscosity is not a material property; it depends on strain rates and 
eddy length scales in the flow and hence is distributed in time and space.

The two-equation k � ε turbulence model is a popular method to calculate μT, where 
k is the turbulence kinetic energy defined earlier and ε is its dissipation rate (the rate at 
which the turbulence kinetic energy is converted to heat by viscous effects at the scale 
of the smallest eddies—the Kolmogorov scale). The standard k � ε model calculates the 
(isotropic) eddy viscosity from:
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where Cμ is a dimensionless constant. Approximate transport equations for k and ε are for-
mulated for incompressible flow as:
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and
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Whilst the k equation is almost exact, the ε equation contains a number of modelled terms 
and empirical constants. The standard k � ε model contains five such constants:

 Cμ � 0.09, σk � 1.00, σε � 1.30, C1ε � 1.44, C2ε � 1.92 (8.26)

which have been tuned by data fitting experiments conducted in turbulent shear flows and 
grid generated turbulence. It may be tempting to alter these empirical constants to obtain 
better agreement with experimental results, but this is not recommended as a good practice 
(Versteeg & Malalasekara 2007).

Thus, with such a model, the transport equations (8.24) and (8.25) may be solved to give 
the distributions of k, ε and the eddy viscosity via equation (8.23). Hence the unknown 
Reynolds stresses may be calculated from equation (8.22) for inclusion in the RANS 
equation (8.19).

Many variants of the standard k � ε model have been proposed, amongst which are:

• The RNG k � ε model was obtained from renormalization group (RGN) theory by 
Yakhot and Orszag (1986) and has the following features: (i) a strain-dependent term 
was added in the ε equation, which improves its accuracy for rapidly strained flows, such 
as bends and expansions; (ii) the effects of swirl are more accurately modelled, which 
are important features of many mixing flows; (iii) the effective viscosity is obtained from 
a differential equation, which better accounts for low Reynolds number effects and hence 
is better suited to transitional flows.

• The realisable k � ε model was proposed by Shih et al. (1995) and differs from the 
standard form in that it has (i) a new expression for the calculation of the eddy viscos-
ity, with a variable value of Cμ and (ii) entirely different source and sink terms for the ε 
equation. It is claimed to be superior for flows that involve the spreading of planar and 
round jets (e.g., as in the discharge stream from an impeller) and for flows with rotation 
and recirculation.

In contrast, other RANS turbulence models do not make use of the Boussinesq hypoth-
esis, with its in-built assumption of an isotropic eddy viscosity. Instead, the Reynolds 
stress model (RSM) solves individual transport equations for each of the six independent 
Reynolds stresses, plus a further conservation equation for the dissipation rate (in contrast, 
the standard k � ε model only solves extra two equations to simulate turbulent flows). The 
model is too complex to present in detail here but is discussed further by Versteeg and 
Malalasekara (2007). As before, the closure problem forces some of the terms in the RSM 
equations to be modelled by empirical means. The greater number of transport equations 
to be solved in the RSM significantly increase the computational overhead of performing 
the calculations. In principle, RSM models should give improved predictions for flows that 
involve swirl, significant streamline curvature and rapid straining, that is, where an iso-
tropic eddy viscosity assumption is invalid. In practice, as is described in Section 8.4.5, 
they have not offered great improvement for stirred mixer simulations.
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Although a large number of RANS-based approaches have been proposed, there is no 
general model that is capable of producing accurate turbulence descriptions for a wide var-
iety of flows. This is partly down to the difficulty in modelling both large eddies, whose 
direction is dependent on the geometry of the flow, and small eddies, who tend to have a 
more universal and isotropic character [see Kolmogorov’s (1941) local isotropy assump-
tion, which is valid for high Reynolds numbers, for a developed inertial sub-range of the 
energy spectrum]. A more recent approach is to resolve numerically the largest eddies in 
a time-dependent calculation and model only the smallest eddies, using, for example, the 
Boussinesq hypothesis. This is the basis of large eddy simulations (LES), which use spatial 
filtering and a cut-off width to separate large and small eddy effects. The resulting filtered 
Navier–Stokes equations may then be used to calculate explicitly the unsteady velocities 
of the large-scale eddies (larger than the cut-off width), whereas the small-scale eddies are 
represented through a subgrid-scale stress model, based on the eddy viscosity concept.

Figure 8.7 represents schematically the hierarchy of approaches to turbulence modelling. 
DNS uses fantastically detailed numerical simulation to resolve in time and space the motions 
of even the very smallest, Kolmogorov eddies in the flow, but is generally unsuitable for prac-
tical application. At the other extreme, RANS models predict only time-averaged quantities 
of the flow; whilst they can be tuned for certain flow pathologies, they are essentially empir-
ical in nature and liable to provide less accurate results for flows in mixing vessels, which 
involve strong streamline curvature, flow separation and rapid straining. The compromise is 
to use LES, with a filtering scale chosen to represent the important eddy sizes; even still, 
practical applications at high Reynolds numbers will still involve lengthy computations, espe-
cially for wall-bounded flows.

LES is an excellent approach away from the boundary layer; however, it may not yield 
sufficient resolution of the near-wall flow structure, especially at high Reynolds numbers 
because the large eddies close to the wall are physically small in size. It is possible to 
resolve this near-wall flow structure using a very fine grid, but this will make the mesh 
requirement (and hence the computational demand) almost equivalent to that of DNS 
(Spalart et al. 1997). Inadequate grid resolution of boundary layers can severely degrade 
the LES approximation, and thus, separated flows may not be predicted accurately. To 
solve this problem, Spalart et al. (1997) proposed a new turbulence model called detached 
eddy simulation (DES), which combines both the RANS and LES models. The main idea 
is to combine RANS modelling with LES for applications in which the classical LES is not 
affordable, that is, in the boundary layers. DES reduces to RANS model in the boundary 
layer, thus permitting a coarser grid than for conventional LES, resulting in fewer over-
all mesh points and faster computation. This approach retains the full sensitivity of RANS 
model predictions around the boundary layer and the LES away from the wall. Despite its 
potential, the DES so far has not yet been used for simulating the mixing tanks.

u(t)

t

DNS
LES
RANS

LES DNS RANS

Fig. 8.7 Schematic representation of the various levels of turbulence model for implementation in CFD 
calculations.



138 Food Mixing: Principles and Applications

8.2.4 Energy conservation

Non-isothermal flows may be modelled by solving an additional equation, based on con-
servation of energy. This would be necessary for flows that involve (i) heat transfer from 
jackets or coils; (ii) chemical reaction, which releases or consumes heat and (iii) consider-
able energy dissipation, which converts mechanical energy to heat through viscous effects. 
High-viscosity fluids, such as bread dough, are likely to experience significant temperature 
rises during mixing because of viscous dissipation, whereas for low-viscosity solutions, the 
flows can often be treated as isothermal.

For energy conservation, the quantity Φ in equation (8.3) is equivalent to the specific 
energy which is conveniently written as cpT. The conductive heat flux is usually  represented 
by Fourier’s law which leads to:
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where κ is the thermal conductivity, Q is a volumetric rate of heat generation (e.g., from 
electrical resistance heating or from chemical reaction) and the term E � �τ � ∇u 
 represents viscous dissipation of heat. In equation (8.27), it has been assumed that the den-
sity, specific heat capacity and thermal conductivity of the fluid are constants and inde-
pendent of temperature. Generally, commercial software codes will use a slightly more 
complex form of the energy equation, which allows for temperature-dependent physical 
and transport properties.

In tackling non-isothermal flow problems, it is worth considering how strongly  coupled 
the temperature field is with the flow field. In many cases where forced convection domi-
nates, the dissipation term is negligible compared to the enthalpy transport terms, and 
hence, the energy equation is effectively uncoupled from the momentum equations. In such 
a case, the velocity and pressure fields can be converged to a solution first, without con-
sidering temperature variations. Then the energy equation can be switched on and solved 
simultaneously independent of the momentum and continuity equations. On the other hand, 
for flows involving natural convection, the effects of temperature-dependent properties 
are important, and there is strong coupling between the energy and momentum equations. 
These types of considerations determine the order in which the equations are solved in 
CFD and the requirements to solve them independently or simultaneously.

8.2.5 Species transport

In chemically reacting flows, mixing operations or flows with mass transfer, the mass frac-
tions, Yj of the various components within a mixture may be calculated from a differential 
mass balance:
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where Dim is the molecular diffusivity of species i in the liquid solvent, Ri is a rate of produc-
tion of i per unit volume by chemical reaction and Si represents other volumetric source terms, 
for example, through inter-phase mass transfer. For a mixture containing C components, there 
are C � 1 independent species transport equations because the mole fractions must add to 
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unity. The FLUENT manual (Fluent 2005) suggests that accuracy is best obtained by omitting 
the species with the largest mass fraction (often the solvent or carrier liquid phase). Equation 
(8.28) is based on assumption that diffusion may be modelled using Fick’s law, which will 
be suitable for either binary cases or where the solutes are at low concentration in the liquid 
phase.

8.2.6 Turbulent species and energy transport

In turbulent flows, Reynolds averaging of the transport equations (8.27) and (8.28) leads 
to additional fluxes in the energy and species conservation equations, due to averaging of 
the non-linear advection terms such as u � ∇T. The extra fluxes are precisely why mixers 
are designed to operate in turbulent flow. As before, the velocities and/or temperatures and 
mass fractions are written in terms of mean and fluctuating quantities, for example, in add-
ition to equation (8.17).
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Then, following application of the Boussinesq hypothesis, equations (8.27) and (8.28) 
become:
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where the default value of the turbulent Schmidt number is ScT � 0.7 and for the turbulent 
Prandtl number is PrT � 0.85. Seeing these conservation equations together, it becomes 
obvious that for turbulent flow the eddy transport mechanism is the same for momentum, 
heat and mass; the eddy thermal and mass diffusivities are approximately equal to the eddy 
kinematic viscosity. Thus, the eddy diffusivities for mass and heat are given by:
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respectively.

8.2.7 Boundary conditions

The transport partial differential equations presented in the previous sections represent the 
general governing equations for incompressible liquid flows with heat and mass transfer. 
It is the boundary conditions that are imposed on each equation that makes them specific 
to different flow geometries and operating conditions. This section considers a range of 
boundary conditions that may be required to simulate flows in mixing vessels.
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The vast majority of boundaries in mixing vessel flows are impermeable walls, at which 
the no-slip condition may be applied:

 u � uw (8.33)

where uw is the wall velocity vector (tank walls and baffles would have zero velocity, but 
the walls that constitute the surfaces of the impeller blades and shaft have a non-zero vel-
ocity). For the energy and species balance equations, wall boundary conditions can be of 
two types (shown here for temperature): (i) Dirichlet boundary condition:

 T � Tw (8.34)

where Tw is a specified temperature at each point on the wall, and (ii) Neumann boundary 
condition:
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where the direction n is normal to the wall and qw is a specified heat flux. For example, for 
insulated walls, qw � 0, or for heat transfer to an external environment at temperature Tex, 
qw � hex(Tw � Tex).

For fully baffled stirred vessels, the free surface is reasonably flat and hence is often 
modelled using a symmetry boundary condition in which the normal velocity component 
and the tangential velocity gradients are set to zero.
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The latter means that the shear stress on the symmetry surface is zero, which is why it cor-
responds approximately to a free surface condition (effects such as surface tension are not 
included).

In stirred tank simulations, it is also possible to reduce computation times for steady-
state cases by the use of cyclic boundary conditions, making use, for example, of the four-
fold symmetry of a fully baffled vessel. For steady cases (e.g., in RANS simulations, see 
Section 8.2.3), the flow exhibits fourfold symmetry, and therefore only one quadrant of the 
mixing tank needs to be considered. Figure 8.8 shows one quadrant of a stirred vessel, con-
taining one of the four wall baffles. The two planar faces of the quadrant are set as cyclic 
boundary conditions: the velocity at each (r, z) position leaving the left-hand plane is set 
equal to that arriving at the right-hand plane, at the equivalent position.

 u(r, z, θ � 0) � u(r, z, θ � 90º) (8.37)

The preceding discussion covers the range of boundary conditions that would be required 
for batch mixing operations. For continuous flow operations, boundary conditions are also 
required for liquid inlets and outlets. Inlet boundary conditions are simply specified in terms 
of the inlet velocity distribution, temperature and mass fraction of the various species i.
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 Inlet b.c.: u � uin, T � Tin and Yi � (Yi)in (8.38)

The inlet conditions may be specified using uniform values of uin, Tin and (Yi)in or using 
inlet profiles, if they are known. Generally, the pressure does not need to be set at an inlet 
condition, when the inlet velocity is specified. Occasionally, the inlet velocity will not be 
known, in which case it will be necessary to specify the inlet pressure and a pressure at 
the outlet; in this case, the mass flow rate of liquid entering the tank will adjust to match 
the imposed pressure difference. For turbulent flow calculations using RANS models, inlet 
boundary conditions for k and ε are also required. An inlet value of k can be estimated from 
typical turbulence intensities, I, of around 5% for pipe and channel flows, and ε can be esti-
mated using a length scale which is proportional to the diameter of the inlet pipe, Din:
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where Cμ � 0.09 is the empirical constant used in equation (8.23).
Care needs to be taken in locating outlet boundaries, because typically for incompress-

ible flow the boundary condition that will be imposed is zero exit gradient for the veloci-
ties, temperature or mass fraction:
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where n is the direction normal to the outlet boundary. Placing outlet boundaries where the 
velocity gradients are unlikely to be zero (or where recirculation advects materials back 
into the flow domain) is likely to generate erroneous results.

Vessel wall Cyclic b.c.
faces

Free surface b.c.Wall baffle

r

z

� � 90�
� � 0

Fig. 8.8 Use of cyclic boundary conditions to reduce computational costs of simulating steady-state, 
fully baffled flows.
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8.3 Numerical methods

8.3.1 Discretised solution of the flow variables

The partial differential equations which represent the various conservation statements, 
described in Section 8.2, can only be solved analytically for a very restricted set of cases 
(e.g., for some classes of one-dimensional laminar flow). Analytical solutions produce 
exact functional forms for the dependence of velocity and pressure on time and spatial 
position. Hence, they have no limits of resolution, as these functions can be evaluated at 
any time or space position. In practice, however, for multi-dimensional and/or unsteady 
flows, the equations of motion must be solved by numerical means. These methods involve 
the discretisation of the transport equations, so that the partial derivatives are replaced by 
algebraic expressions written in terms of discrete values of, for example, the velocity and 
pressure, at a finite number of positions in space and time. These spatial locations are dis-
tributed on the nodes of a grid which is generated by the software to fill the flow domain. 
The values of the flow variables (p, u, T and Yi) at the interior grid points of the flow 
domain are treated as unknowns, whereas those on the boundaries are either known or can 
be related to interior points (depending on whether Dirichlet or Neumann boundary condi-
tions have been implemented; see Section 8.2.7). Thus, the set of partial differential equa-
tions that define the physics and chemistry of the flow system is approximated by a much 
larger set of algebraic equations (one for each grid position), which must be solved simul-
taneously to yield the discrete values of the flow variables at the grid points. Similarly, for 
unsteady-state problems, integration through time is advanced by making a series of finite 
time steps, that is, the flow variables are evaluated at discrete times as well as discrete spa-
tial positions.

8.3.2 Grid generation

Commercial CFD software packages contain a front-end, which allows the user to spe-
cify the flow geometry, typically through a CAD type interface. The flow domain is then 
divided into (i) sub-volumes, in which a grid is generated and (ii) surfaces, on which 
boundary conditions will be applied. Grid generation is carried out by the software, under 
user control, and is one of the most important and time-consuming parts of conducting a 
CFD simulation. Construction of a high-quality grid will make for a more efficient and 
robust numerical solution. A high-quality grid will have:

• sufficient density of cells to capture the important flow gradients;

• cells that change slowly and smoothly in size (volume and length);
• cells that are not skewed and have an aspect ratio of around unity.

Early CFD simulations used structured grids based on simple coordinate systems and 
had limited ability to mesh around complex geometries. More recently, unstructured grids 
and multi-block grids have allowed a mesh to be generated inside most geometries.

Structured grids are generated by dividing a single or multiple blocks of the flow volume 
into hexahedral elements, which can be logically addressed using (i, j, k) indices in the 
computational domain (these indices do not need to align with the coordinate system, but 
the solution will be more accurate if they are aligned with the flow direction). This struc-
ture reduces the memory size required, allows for more efficient numerical solution and 
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permits higher-order discretisation scheme (i.e., QUICK, third order), and hence a greater 
accuracy which is not applicable to the unstructured grid. Moreover, the hexahedral elem-
ents can tolerate greater skewness and elongation without affecting the stability of the solu-
tion, and they are subject to smaller numerical diffusion errors than tetrahedral elements. 
They are, however, not suited to all geometries and can require considerable user skill to 
generate satisfactory distributions of the grid points.

Unstructured grids are based on dividing the volume into hexahedral or tetrahedral 
elem ents, which are fitted to the geometry of the flow domain. They are easier to generate 
automatically for arbitrary geometries. Typically, the user defines the mesh spacing on the 
boundaries and the software generates the distribution of internal grid points. Unstructured 
grids require more memory and have longer computation times than structured grids. 
Figure 8.9 shows a simple example of meshes generated inside a cylindrical flow domain 
using either hexahedral or tetrahedral cells.

Hybrid grids combine the best features of both structured and unstructured grids, making 
use of both hexahedral and tetrahedral elements in different blocks within the flow domain. 
The grids points do not need to match each other at the interfaces between blocks, which 
allows greater flexibility in matching the grid and the flow geometry.

8.3.3 Discretisation

Converting the partial differential equations of Section 8.2 to a set of algebraic equations is 
achieved by a process known as discretisation. There are three basic ways to discretise the 

Fig. 8.9 An illustration of the difference between a hexahedral unstructured mesh (upper) and a 
tetrahedral unstructured mesh (lower).
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transport equations: finite difference, finite volume and finite element. Although the latter 
exhibit more stability than finite-volume methods (Huebner et al. 1995), they have mainly 
found applications in specialist codes, such as those for non-Newtonian and visco-elastic 
flows, for example, POLYFLOW. Finite differences are amongst the oldest methods of 
approximating partial differential equations, but they suffer from the problem that (i) con-
servation of scalar quantities is not necessarily achieved, unless great care is taken and (ii) 
they are restricted to simple cell element geometries. The finite-volume method overcomes 
both of these disadvantages, which is why it is widely applied in commercial CFD pack-
ages (e.g., PHOENICS, FLUENT and CFX). Within the software, the expert user is able to 
choose details of the numerical scheme to be applied. Formal discretisation of the transport 
equations by the user is not required because the software does this automatically for either 
the default or user-specified schemes.

8.3.4 Finite-volume discretisation methods

As an example of discretisation based on the finite-volume method, consider a simplified 
steady-state 1D transport equation for a conserved scalar quantity Φ, with a diffusion coef-
ficient ΓΦ and a volumetric source term SΦ.
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The control volume in Figure 8.10 is centred at node P at which all the flow variables are 
stored. Here the quantity Φ is advected into, or out of, the control volume from neighbour-
ing nodes W and E, through the faces labelled w and e.

The finite-volume approximation ensures that Φ remains properly conserved by first 
integrating the transport equation over the control volume, making use of the divergence 
theorem to convert volume integrals to fluxes through surfaces.
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The terms on the LHS represent the net advective fluxes of Φ leaving through faces e and 
w, whereas the first two terms of the RHS represent the diffusive fluxes. These fluxes at the 
faces e and w have to be determined in terms of the flow variable values stored at the nodes 
E and W; the source volume integral in equation (8.42) can be written simply as SPΦVP, 
where SPΦ is a linearised function of ΦP and VP is the volume of cell P. The gradients in the 
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Fig. 8.10 A simple one-dimensional grid for finite-volume analysis.
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diffusive flux terms can be represented by central differences to give second-order accurate 
schemes.
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The advective fluxes are related to Φ values at the nodes by various interpolation schemes, 
depending on the local Peclet number, Pe � ρuL/Γ, using:

• central differencing (Pe � 0) for pure diffusion;

• upwind differencing (Pe 		 1) for advection dominated flows;
• hybrid and power-law differencing (0 � Pe � 10);
• higher-order methods, for example, QUICK (Leonard 1979) based on weighted averages 

of second-order upwind and central interpolations, which is more accurate on structured 
grids.

First-order differencing using upwind or power-law schemes are often suitable for flows 
that are aligned with the grid direction, but for the complex 3D flows in mixing vessels, 
this is unlikely to happen. Therefore, second-order schemes should be employed to yield 
more accurate results (although at greater computational expense and reduced stability) for 
a given grid spacing. To overcome some of the stability issues, it is a good practice ini-
tially to start CFD mixing simulations using a first-order scheme and run a few iterations to 
achieve a partially converged solution. Then the differencing is switched to a second-order 
scheme and the simulation is run until fully converged.

8.3.5 Solver methods

Whatever differencing scheme is chosen, the result is that equation (8.42) can be linearised 
and written in terms of the Φ values at neighbouring points (the number depends on the form 
of grid chosen). In the simple example of Figure 8.10, the resulting equation would be:

 aPΦP � aEΦE � aWΦW � SΦc (8.44)

where aP, aE and aW are coefficients that can be written in terms of known quantities and 
SΦc is a constant related to the source terms. Even for a multi-dimensional flow problem, 
an equation similar to equation (8.44) can be written, expressing aPΦP as a linearised sum 
of values at its neighbouring nodes.
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There will be one such algebraic equation for each grid node and for each conserved quan-
tity in the flow. This large, but sparse, system of linear algebraic equations must be solved 
simultaneously to give the discrete values of each flow variable on all the grid points. For 
small mesh sizes, a solution by matrix inversion may be feasible, but for realistic CFD 
simulations containing several thousand grid points, an iterative solution is required, for 
 example, using the Gauss–Siedel method (Versteeg & Malalasekara 2007). The iterative 
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solution proceeds slowly, but is susceptible to divergence, and hence, the changes in the 
calculated values of Φ have to be controlled using under-relaxation. After each iteration, 
the old value of scalar Φold is updated by adding the required change ΔΦ multiplied by an 
under-relaxation factor αΦ.

 Φ Φ ΔΦΦ
new old� �α  (8.46)

For αΦ � 1, the value of ΔΦ would give a new Φnew that exactly satisfied equation (8.45) 
at that grid point; but this can lead to too rapid changes and divergence. Use of under-
relaxation with 0.1 � αΦ � 1 leads to a slower but more stable convergence. Usually, small 
under-relaxation factors would be set for each variable during the initial stages of itera-
tion to avoid divergence problems. Then as a converged solution is approached, the under-
 relaxation factors can be increased for faster convergence. At each iteration, the residual 
or the error in equation (8.45) can be computed and summed over all cells to monitor the 
progress towards convergence.
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The magnitude of R depends on the scalar variable Φ that is examined, and therefore, it is usual 
to normalise the residuals in some way, for example, by dividing by the residual after a small 
number of iterations (typically 5). For velocity components and pressure, an engineering-
quality solution would be obtained when the normalised residuals fall below 10�3–10�4.

Commercial packages offer a choice between two basic types of iterative solutions.

• Segregated solver: each flow variable (u, v, w and p) is solved sequentially over the 
whole grid for each iterative step.

• Coupled solver: at each iteration, the flow variables (u, v, w and p) are solved together 
for each cell, before moving to other cells in the grid.

The coupled solver requires more memory than the segregated solver, but the number of 
iterations needed for convergence can be a lot smaller. In terms of solution accuracy, the dif-
ference is not substantial for a well-converged solution. The segregated solver approach is 
appropriate for incompressible flows, such as those found in fluid mixing applications. For 
fluid flow problems, there are four unknowns (three velocity components and pressure: u, 
v, w and p) and four equations (three momentum equations and continuity). The segregated 
solver starts from guessed values of the velocity and pressure fields (or using values from 
the previous iteration) and sequentially computes the new values of the velocity components 
from the momentum equations. However, these are not likely to satisfy the remaining con-
tinuity equation, and there is a further problem because there is no natural equation that can 
be used to update the pressure. A standard way around this difficulty is to use the semi-
implicit method for pressure-linked equations (SIMPLE) algorithm by Patankar (1980), 
which calculates a correction term based on the continuity equation to compute the updated 
pressure value. This ensures both convergence of the pressure field and that mass conser-
vation is satisfied. Additionally, commercial codes will offer alternative pressure–velocity 
coupling methods, such as SIMPLE-consistent (SIMPLEC; Vandoormaal & Raithby 1984), 
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which may improve convergence for some turbulent flow problems and pressure-implicit 
with splitting of operators (PISO; Issa 1986) for transient flow simulations.

The final stage before performing an iterative solution is to provide the starting guesses 
for all the flow variables. This is a process known as initialisation and involves specifying 
values of, say, u, v, w and p at all grid locations, or in each sub-volume, in the flow domain. 
Often these starting guesses would all be zero; alternatively known approximate values can 
be patched in at appropriate grid positions to reduce the number of required iterations or to 
force the flow in a particular direction. Once initialisation is complete, iteration can pro-
ceed until convergence has been achieved. It is also more convenient to prepare separate 
coarse and fine grids for a given geometry. The initial simulation may be carried out using 
the coarser grid, and its result is then used to initialise the fine grid. Such a practice is the 
first step in checking grid dependence and can minimise the overall computation time.

8.4 Application of CFD to stirred tank modelling

8.4.1 Mixing operations

Stirred tank mixers typically comprise cylindrical vessels, with dished bottoms, containing 
a centrally located shaft and one or more impellers; in turbulent flows, the tank should be 
equipped with four wall baffles, which are designed to convert the swirling flow generated 
by the impeller to axial and radial flow components, thereby giving improved top-to-bottom 
mixing. In cases where the aspect ratio (height to diameter ratio) is greater than 1, the mixing 
can be improved by using two or more impellers operating on the same shaft; these impel-
lers do not need to be of the same diameter or design and could fulfil quite different agita-
tion duties. For low Reynolds number (Re � 10) laminar flows, the motion generated by the 
impeller is highly damped by viscous effects and does not extend far from the blades. In 
these cases, large diameter impellers are required that pass close to the walls of the tank. 
Hence, baffles are unnecessary and, in fact, make mixing worse: regions of almost stagnant 
flow are found in front and behind the wall baffles, and they limit the VOF that can be visited 
by a large diameter impeller.

Prior to the application of CFD, mixing operations were generally designed making use 
of empirical rules based on data gained from small-scale experimental investigations. The 
most successful rules have been formulated using dimensional analysis, to scale up results 
obtained on geometrically similar vessels and impeller systems. Often, however, there are 
uncertainties in deciding a suitable scale-up rule, and hence, errors can occur in extrapo-
lating the results to large, industrial-scale vessels. Moreover, with this approach it is not 
possible to predict or optimise the tank and impeller design using different geometries, 
and it would be expensive and time consuming to investigate all these possibilities through 
experimental studies. Therefore, the potential of CFD is to allow the engineer to explore a 
much wider design space by simulating a variety of geometries and operating conditions 
and predicting the process outcome. Still, there will be a need for experimental validation 
and verification, but once this is completed, there should be confidence that simulations 
conducted for similar cases, or different scales of operation, should be accurate.

8.4.2 Representation of the impeller

Modelling of turbulence flows in stirred tanks is difficult because the flow structures are 
often turbulent, highly three dimensional and cover a wide range of spatial and temporal 



148 Food Mixing: Principles and Applications

scales. These flows are transient because trailing vortices are formed in the wake of the 
blades so that the flow varies periodically close to the impeller (Yianneskis et al. 1987). In 
addition, stirred tanks containing wall baffles or fixed internals, such as heating coils or dip 
pipes, are challenging to simulate using CFD because the shape of the flow domain is not 
fixed in time. As the impeller rotates relative to the stationary walls and baffles, the geom-
etry of the flow changes; in a fixed inertial frame of reference, the flow is unsteady due 
to the periodic passage of the impeller blades. Special precautions must be used to gener-
ate a grid, which discretises the changing fluid volume and captures the impeller motion. 
Adaptive grids, which change with the moving boundaries of the flow domain, are feasible 
to construct, but there are better and more efficient approaches used in the field of stirred 
tank modelling.

Before the mid-1990s, most stirred tank CFD models made use of a black-box approach 
to represent the impeller. An internal boundary was defined to coincide with the swept sur-
face of the impeller, and boundary conditions for the mean velocity components and turbu-
lence quantities (k and ε) were imposed at specified inlets to represent the discharge flow; 
the suction sides of the swept surface were set as outlet boundary conditions, as indicated 
in Figure 8.11. Although this is a very simple approach, it requires detailed experimental 
data for all the flow variables in close proximity to the blades. Mean velocities and k values 
may be obtained from LDA measurements (Derksen et al. 1999) or in more recent times 
from PIV (Khan et al. 2006); ε values are much more difficult to measure and may have 
to be estimated indirectly from the turbulence kinetic energy and an assumed length scale 
(Wu & Patterson 1989):
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where A � 0.85 is a constant and Λ is the integral length scale estimated as W/2 and W is 
the impeller blade width.

The ( , , , , )u v w k ε  experimental data are tangentially averaged and time averaged and 
applied as inlet conditions to the boundary. As shown in Figure 8.11, for the case of a 
Rushton disk turbine, they represent the discharge stream as an axisymmetric swirling radial 
jet; for other impeller types, different surfaces of the swept volume would be defined as 
inlet and outlet flows to represent the discharge and suction sides, respectively. However, as 
the data are time averaged, there is no possibility to include any details of the trailing vortex 
structure, which follows each blade—such structures were first observed experimentally by 
Van’t Riet and Smith (1975) and characterised by Yianneskis and Whitelaw (1993); they 
have an important effect on the power reduction and the breakage of drops and bubbles.

Although the method has short computation times and yields fairly accurate predictions 
of the mean flow patterns (Ranade & Joshi 1990; Kresta & Wood 1991), it is time consum-
ing to collect experimental data for new impellers and for each change in geometry or tank 
dimensions. Moreover, these data cannot be obtained for large-scale vessels, or for multi-
phase flows, which rather restricts the application of the method to small-scale, single-phase 
operations. Therefore, the black-box approach is not an a priori design tool and has now 
been superseded by techniques based on moving meshes.

A better and more explicit approach is to generate an accurate 3D model of the impeller 
geometry and to mesh this with a grid that moves at the impeller rotational speed (Marshall & 
Bakker 2004). For an unbaffled vessel (with no tank internals), the flow is steady state in a 
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rotating frame of reference with a rotational speed that matches the impeller N (rev/s). Thus 
in the rotating frame, the impeller appears stationary, and the wall of the tank moves in the 
opposite direction with a linear velocity πNT, where Td is the tank diameter. The momen-
tum equations can then be numerically solved allowing for the additional Coriolis effects 
that result from the use of a non-inertial (accelerating) frame of reference. This method 
of using a single rotating frame is valid only for axisymmetric tank geometries, with no 
 internal components and smooth walls. An example of such a simulation by Haque et al. 
(2006) is presented in the following section, where the effects of free surface modelling are 
also discussed.

For baffled vessels (or tanks containing other stationary internals), a similar approach 
may be employed using two grids, as is illustrated in Figure 8.12: (i) an inner grid that 
moves with the impeller in a rotating frame of reference, as described earlier and (ii) an 
outer grid that is stationary with respect to the walls and baffles, which are at rest. The 
inner grid is usually contained within a cylinder that surrounds the impeller; its radius 
should extend beyond the blade tips and outside the region where the trailing vortices are 
found, but not as far as the baffles; the height should be sufficient to contain the impel-
ler and any features of the trailing vortices for axial and mixed flow impellers; see for 
 example, Schäfer et al. (1998). The momentum and continuity equations are solved on the 
inner grid using a rotating frame of reference and on the outer grid in a stationary frame of 
reference. The results at the interface from the inner grid become boundary conditions for 
the outer grid, and vice versa. This approach can be extended to cases with multiple impel-
lers, on different shafts, operated at different rotational speeds; one rotating reference frame 
would be required for each impeller.
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Fig. 8.11 Black-box approach to impeller modelling using prescribed boundary conditions on the 
swept surface of the blades.
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There are two methods for passing information for the boundary conditions at the grid 
interface using either a sliding mesh (SM) or multiple reference frame (MRF) model. In 
the SM formulation, the inner grid rotates at the impeller speed and continually passes 
angle-dependent information to the outer stationary grid and vice versa. This occurs as a 
sequence of steps in which the transport equations are solved iteratively between the inner 
and outer grids until convergence is obtained; the inner grid then slides or clicks to a new 
angular position and the iterative process starts once more, passing information between the 
two grids. In this way, the solution is fully time dependent and models the detailed motion 
of the impeller relative to the baffles and tank wall. The cells at the interface between the 
inner and outer grids do not always line up, and hence, interpolation is required during 
the passing of information—this is known as a non-conformal interface. The SM method 
requires a transient calculation and is the most detailed and accurate method of model-
ling the impeller rotation; it should be used when there are strong interactions between the 
baffles and the blade. However, SM simulations are very computationally demanding and 
typically it will take several (10–20) impeller revolutions for the solution to come to a peri-
odically stationary state; a further 10–20 rotations may be required to collect statistical data 
and so quite long transient calculations have to be performed. If only time-averaged flow 
quantities (e.g., flow number, power number, mixing time; see Section 8.4.3) are required, 
then it is unnecessary to account for the periodic motion of the impeller blades and a sim-
plified, steady-state model would suffice, which leads to the MRF method.

In the MRF model, the inner mesh does not move relative to the outer mesh, and so 
there is a steady-state transfer of information across the interface (Luo et al. 1994). Thus, 
the impeller is modelled at only one position relative to the baffles, which is accept-
able where the blade–baffle interactions are weak. This is often the case in stirred tank 
flows, where the periodic effects are found only in the vicinity of the impeller; the flow in 
the outside region is essentially steady (Khan et al. 2004). This approximation may be veri-
fied by noting the changes in the MRF simulations for two different impeller orientations 
relative to the baffles. There is a very significant saving in the computational overhead 
using the MRF model because the simulation is now steady state. Furthermore, interpola-
tion across the interface can be avoided using a conformal interface between the inner and 
outer grids, so that the cells on either side match up.

Inner rotating
mesh surrounding
the impeller

Outer stationary
mesh

Interface

Fig. 8.12 MRFs representation using a rotating grid around the impeller itself and a stationary grid to 
mesh the walls and baffles.
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The mixing plane model is a variant of the MRF method in which information at the 
interface is azimuthally averaged before it is passed to the other grid zone. Any tangential 
variations in the flow variables are removed, so that effectively the average for all impel-
ler blade positions is passed to the outer grid. Any asymmetry in the outer geometry, for 
example, due to dip pipes, or wall inlets and outlets, cannot be correctly taken into account 
using the mixing plane model, and hence, it has not found widespread applications in mix-
ing tank simulations (Marshall & Bakker 2004).

In summary, both the SM and MRF approaches may be used to construct a priori models 
of the flows generated by the impeller, without the need for experimental data as boundary 
conditions. Although the SM model gives the most accurate representation of the rotating 
impeller, it is too computationally expensive to use for most situations and there appears to 
be little benefit in applying it with a RANS turbulence model. In contrast, LES simulations 
are inherently unsteady and must be performed on 360º flow domains (no cyclic bound-
aries) and require SM representations of the impeller. For these reasons, LES computa-
tional times are very long and the method has yet to have significant impact on the routine 
design of large-scale equipment; nevertheless, as described in Sections 8.4.5–8.4.7, LES is 
the most promising route to successful simulations. The MRF model is a simplification that 
ignores blade–baffle interactions to yield a steady-state simulation of the flow, but includes 
a detailed prediction of the flows around individual impeller blades. With sufficient grid 
resolution, details of the trailing vortices can be modelled accurately with MRF.

8.4.3 Prediction of mixer performance characteristics

One of the first stages in designing a stirred tank mixing operation is to calculate the 
required power input to obtain a given process result. For example, the specific power input 
per unit volume (P/V in W/m3) determines the mixing time, the mass transfer coefficient 
and may determine the distribution of solids in a vessel. The impeller power draw can be 
characterised by a dimensionless power number:
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which is a function of the Reynolds number defined in equation (8.16) and the Froude 
number for unbaffled tanks, as the shape of the surface vortex is determined by gravita-
tional acceleration, g.
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At high Reynolds numbers (Re 	 104) in baffled vessels, the power number is a constant. 
Empirical relations of the form of equation (8.49), or constant values of Po at high Re, are 
available for standard impeller types and geometries (Hemrajani & Tatterson 2004), but 
they do not always extend to a wide range of diameters ratios, D/Td, or clearance ratios, 
C/T, or to new impeller designs. For these cases, the power number can be quite success-
fully predicted by CFD from a torque balance on either the shaft and impeller blades, or 
the tank wall and baffles. This torque, Γ, results from an integration of the shear stress and 
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pressure differences acting on these surfaces and is related to the power input by the fol-
lowing equation.

 P � 2πNΓ (8.51)

In principle, the power input could also be obtained from a volume integral of the turbu-
lence kinetic energy dissipation rate, ε, which is predicted directly in RANS simulations 
and can be calculated from LES. There is also viscous dissipation due to the mean flow 
velocity gradients, but this term usually makes a negligible contribution to the overall 
power input in turbulent flows.

 

P V
V
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In practice, however, RANS models significantly under-predict the turbulence quantities, 
and hence, the total power input is not accurately obtained from equation (8.52). In both 
laminar and turbulent mixer applications, equation (8.51) is the preferred method to calcu-
late power draw from the integrated torque on the impeller and shaft.

The flow number is a dimensionless measure of the strength of the discharge stream gen-
erated by the impeller. It is defined in terms of the volumetric flow rate, Q, obtained by 
integrating the velocity distribution over the parts of the swept surface through which the 
discharge stream passes. For example, for a Rushton disk turbine, this surface would be a 
cylinder with diameter of just greater than the impeller diameter D and a height just greater 
than the blade width W (the region marked as in inlet boundary condition in Figure 8.11).
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For high Reynolds number flows, Fl is a constant whose value can be obtained by integrat-
ing velocity profiles, measured experimentally by LDA or PIV (see Chapter 7), or more 
straightforwardly from CFD simulations. If the surface for integration is moved away from 
the impeller swept surface, then larger flow numbers result, because they include the effects 
of entrainment into the impeller discharge stream. This type of flow number is a measure 
of the circulation flow inside the vessel, rather than the flow emanating from the impeller 
itself. The concept of the discharge flow gives a good qualitative indication of the impel-
ler’s ability to generate fluid motion, but is not particularly useful in the design of mixing 
systems, unless it can be directly linked to blend times or solids suspension criteria.

The dimensionless mixing time is another global characteristic of a stirred tank agitator 
that has been traditionally measured by experiment, but which is now potentially accessible 
by CFD simulation. In experimental studies, the mixing is quantified by the time required 
for the concentration fluctuations of a tracer material to have decayed to within 5% of the 
final well-mixed concentration (95% mixing time, θ95). Salt or dye concentration are com-
monly used to mark the tracer, and detection is then by conductivity probe, optical absorp-
tion or visual observation. The dimension mixing time is as follows.

 Nθ95 � f(Re) (8.54)

At high Reynolds numbers, the dimensionless mixing time is a constant. There have been 
many attempts to calculate this mixing time, by solving the species transport equation, to 
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predict the transient distribution of a tracer that has been added to a developed flow inside 
a stirred tank. These types of simulations are discussed further in Section 8.4.6.

8.4.4 Simulation of unbaffled or partially baffled stirred tanks

For high Reynolds number turbulent flows, most industrial mixing vessels would be 
equipped with a set of four wall baffles, which redirect the swirling flow generated by the 
impeller to produce axial and radial velocity components and improved top-to-bottom mix-
ing. Glass-lined vessels are an exception and may contain only one or two beavertail baffles, 
which are suspended from the reactor head. Some mixing vessels used in food processing 
may also operate without baffles because of CIP cleaning requirements. For low Reynolds 
number mixing operations (viscous systems) in the laminar or transitional regimes, internal 
obstructions may make mixing slower, and hence, vessels are often operated without baffles.

For unbaffled, or partially baffled, vessels the flow contains strong tangential vel ocity 
components, and a surface vortex tends to form at all but the lowest impeller speeds. 
Hence, the free surface is far from flat, and it would be inappropriate to represent this 
boundary using a symmetry condition, as described in Section 8.2.7.

The first studies of unbaffled vessels ignored the surface vortex feature of the flow 
[e.g., Armenante et al. (1997) who studied vessels with a lid], but more recent works have 
attempted to simulate the free surface shape using, for example, the VOF method first pro-
posed by Hirt and Nichols (1981). This is a form of two-phase simulation, which tracks the 
VOF f, using a transport equation. A single set of momentum and continuity equations are 
solved for either the gas phase (f � 0), the liquid phase (f � 1), or the mixture (0 � f � 1); 
mean physical and transport properties are calculated from the value of f. For no inter-
phase mass transfer, the VOF equation simplifies to the following equation.
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In practice, the change from gas to liquid is not abrupt, and hence, specialised methods 
have to be applied to sharpen and interpret the interface (Rudman 1997). VOF methods can 
take surface tension effects at the interface into account, although typically, they should not 
be important for stirred tank flows because the Weber number (a ratio of inertial to surface 
tension effects) is often much greater than unity.
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Haque et al. (2006) implemented such a VOF model within ANSYS CFX-5.7 to simulate 
the flow in an unbaffled tank agitated by a Rushton disk turbine (Figure 8.13), which was 
modelled using a single rotating frame of reference (see Section 8.4.2). Their simulations 
showed that both the shear stress transport (SST: a hybrid k � ε/k � ω formulation) and the 
Reynolds stress (RSM) turbulence models gave reasonable predictions of the mean velocity 
fields and the surface shape of the central vortex, when compared to experimental measure-
ments and a simplified forced/free-vortex model by Nagata (1975). The SST model was 
shown to be more successful than the standard k � ε model in predicting the tangential 
velocity distribution, which is the key to correct prediction of the surface vortex shape.
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There are only a few studies to date of stirred vessels that are partially baffled by dip 
pipes, beavertails of finger baffles. Campolo et al. (2002) and Campolo and Soldati (2002) 
presented a comparison of the flows generated by a retreat curve impeller and a turbofoil 
turbine in an industrial-scale vessel (12.5 m3) containing two beavertail baffles, over a range 
of Reynolds numbers in the transitional and turbulent regimes (Figure 8.14). An SM model 
was applied to take into account the interaction between the two baffles and the impeller 
blades. The standard k � ε turbulence model was selected and the free surface was assumed 
to be flat, such that it could be modelled as a zero shear stress boundary condition. It could 
be argued that it would have been better to use a VOF model in this case because free 
surface vortices have been observed in the wake of the beavertail baffles (Li et al. 2004). 
Campolo’s results were successfully validated by comparison of the calculated power 
number against experimental measurements; the impeller performance was characterised by 

Fig. 8.13 Mean velocity vector map and surface profile for an unbaffled tank, predicted by Haque 
et al. (2006) using a VOF model. [Reprinted with permission from Haque et al. (2006). Copyright 
American Chemical Society.]

Fig. 8.14 (a) Grid and geometry used by Campolo et al. (2002) and Campolo and Soldati (2002) 
to model an industrial-scale vessel. (b) The mean velocity field and streamlines for the retreat curve 
impeller. [Reprinted with permission from Campolo et al. (2002) and Campolo and Soldati (2002). 
Copyright American Chemical Society.]
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the flow number, and the advantages and disadvantages of retrofitting the vessel with a tur-
bofoil to replace the retreat curve impeller could be clearly identified in terms of the flows 
and circulations generated in the upper parts of the vessel. The simulations clearly showed 
that reducing the bottom clearance of the impeller produced a more radial discharge stream.

In a similar study, Li et al. (2004) simulated a retreat curve impeller with a single cylin-
drical baffle, using the SST turbulence model but again with a flat free surface. Their 
mean velocity predictions were successfully validated at the 20-L scale using LDA meas-
urements. However, as is common with RANS models, the turbulence kinetic energy, and 
hence the dissipation rate, were significantly under-predicted by CFD. Li et al. (2005) 
took this validated model and examined scale-up from tank volumes of 0.5–20 L to mimic 
the process development in pharmaceuticals manufacture. Their work suggested that the 
macro-mixing characteristics of lab-scale vessels should be approximately the same as in 
an industrial-scale reactor, so long as turbulent flow can be maintained.

8.4.5 Simulation of single-phase flow in baffled stirred tanks

Many researchers (Ranade & Joshi 1990; Harris et al. 1996; Brucato et al. 1998a; Jones et al. 
2001; Patwardhan 2001; Jaworski & Zakrzewska 2002; Aubin et al. 2004a,b; Ochieng & 
Onyango 2008) have applied RANS-based turbulence models (mainly k � ε model) to simu-
late flow in a fully baffled stirred tank. Following comparisons with LDA or PIV measure-
ments, these authors have generally found that CFD gives a satisfactory prediction of the 
axial and radial mean velocity components and flow patterns. However, the tangential vel-
ocity components are reported to be variously under- or over-predicted, whereas the turbu-
lence kinetic energy, k, and the turbulence energy dissipation rate, ε, are under-predicted by 
RANS CFD models. Aubin et al. (2004a) carried out a detailed review of the recent litera-
ture and also made their own investigations of different impeller representations, turbulence 
models and discretisation schemes. She showed that changing the impeller representation 
from MRF to SM had only a small effect on the radial and axial velocity components near 
the impeller, which were in good agreement with LDA data, as shown in Figure 8.15. The 
difference from experimental values in the calculated circulation numbers was less than 10% 
and power numbers were predicted within 5% (from the torque on the blades and shaft). 
Also, the impeller model made no significant improvement to the tangential velocity or 
turbulence kinetic energy, k, predictions. First-order upwind discretisations were found to 
give the worst estimates of k, although even higher-order schemes were under-predictive. 
Similarly, changing from the standard k � ε to the RNG k � ε or RSM models did not 
improve the turbulence predictions for k. Thus, although RANS models successfully predict 
mean flow patterns, their ability to predict k (and by inference ε) is poor.

Figure 8.16 shows a comparison of the CFD simulation of a Rushton disk turbine (Ng 
et al. 1998), using an SM and the standard k � ε RANS turbulence model. Fine grid reso-
lution around the blades (around 10 grid points across the blade width are required) and the 
use of the SM allows the trailing vortices to be visualised in the wake of each turbine blade. 
The turbulence kinetic energy, k, is a maximum in the core of these vortices, but the compari-
son with LDA measurements in Figure 8.16b shows that in the region 0.2 � r/T � 0.3, k is 
under-predicted by about 50%, which is a common problem for RANS models. Despite this 
deficiency, the mean flow patterns and velocity components are rather well predicted in Ng 
et al.’s (1998) simulations.

Harris et al. (1996) and Jaworski and Zakrzewska (2002) have studied more advanced 
RANS models, such as the RSM, but these also suffer from similar difficulties in predicting 
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the turbulence quantities. Armenante et al. (1997) reported good predictions of the mean 
velocities and turbulence using an algebraic stress model (ASM), but their simulations used 
a black-box approach (see Section 8.4.2) and cannot be considered an a priori calculation. 
The ASM is a simplification of the RSM, which proposes a set of approximate algebraic 
equations that relate the Reynolds stresses. Other than the study by Armenante et al. (1997), 
the ASM model has not been extensively tested and validated for prediction of turbulent 
flows in stirred tanks.

Fig. 8.15 Standard k � ε and higher-order upwind discretisation: (a) MRF model and (b) SM model, 
compared to LDA data (c). [Reprinted from Aubin et al. (2004a) with permission from Elsevier.]

Fig. 8.16 (a) CFD SM simulations of a Rushton disk turbine performed by Ng et al. (1998) using a 
standard k � ε RANS model. (b) Comparison with angle-resolved LDA measurements. [Reprinted from 
Ng et al. (1998) with permission from Elsevier.]

Image not available 

Image not available 
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It is well known from the literature that LES can predict excellently the time-averaged 
mean and turbulence flows (Revstedt et al. 1998; Derksen & Van den Akker 1999; Derksen 
2001; Hartmann et al. 2004; Yeoh et al. 2004; Jahoda et al. 2007; Li et al. 2007; Tyagi 
et al. 2007; Yapici et al. 2008). LES is a three-dimensional numerical simulation of tur-
bulent flow where large eddies are resolved and the effects of subgrid-scale eddies, which 
are more universal in nature, are modelled. An example of two flow snapshots is shown in 
Figure 8.17; the instantaneous structure of the trailing vortex system behind each blade is 
clearly visible, as is the interaction of the discharge stream with the baffle. LES, to some 
extent, tends to over-predict the turbulent kinetic energy (Hartmann et al. 2004), but gener-
ally, it predicts turbulent flows much better than RANS models. However, full LES simula-
tions are still very expensive to solve. For example, Alcamo et al. (2005) needed 33 days 
to solve an LES of an unbaffled tank on a Pentium IV 3 GHz computer. Earlier, Derksen 
(2001) reported that it took a month (up to 44 h per impeller revolutions) to solve the LES 
of a baffled stirred tank on a cluster of four parallel processors.

It is also possible to solve the turbulence flow in stirred tanks directly using the exact 
Navier–Stokes equations without any modelling, but this requires a grid and time step that 
resolves even the smallest eddies. Such a method is known as a DNS. Recently, DNS has 
been applied to predict the turbulence flows in a stirred tank by Verzicco et al. (2004) and 
Sbrizzai et al. (2006). These authors concluded that DNS predicts the turbulence-related 
quantities such as turbulent kinetic energy and turbulent energy dissipation rate much bet-
ter than RANS model. However, both works only involved a low Reynolds Re � 1,636 
(a transitional flow) in an unbaffled tank, suggesting that DNS for a baffled stirred tank 
at high Reynolds number is still far from the reach of current computer resources.

8.4.6 Mixing and blending simulations

Accurate prediction of mean velocity and turbulence k and ε fields is only the first stage in 
using CFD as a practical design tool for mixing operations that involve species transport, 

Fig. 8.17 LES simulations of a Rushton disk turbine performed by Derksen and Van den Akker (1999). 
(Reproduced with permission from John Wiley & Sons, Inc.)

Image not available 
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chemical reaction and phase dispersion. Clearly, the deficiencies of RANS models in pre-
dicting the energy dissipation rate in single-phase flows is likely to impact on the simula-
tion of these more complex processes. As an example, for blending operations, a standard 
correlation for the 95% batch mixing time is (Ruszkowski 1994):
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which suggest the importance of at least the mean dissipation rate (Nienow 1997). In gas–
liquid or liquid–liquid dispersion, the breakage kinetics and equilibrium bubble (droplet) 
size are related to the maximum local dissipation rate.

Ochieng and Onyango (2008) demonstrated the difficulties in predicting the 95% mixing 
time from CFD simulations using a standard k � ε RANS model, applying the SM method. 
The blending process was simulated by solving equation (8.31) to follow the transient con-
centration variations of a tracer that had been released as a point source in the flow. The 
mixing time was calculated from the concentration variations at a single point in the flow, 
as described in Section 8.4.3 and was compared to (i) experimental measurements based 
on conductivity and decolourisation of a reactive indicator and (ii) empirical correlations, 
such as equation (8.57). The measured mixing times and those predicted by literature cor-
relations agreed to within 10%. In contrast, the CFD predicted times were around 100% 
longer, despite the fact that the mean velocity fields agreed well with LDA measurements. 
Nevertheless, Ochieng and Onyango (2008) were able to deduce the qualitative effects that 
reducing the impeller off-bottom clearance gave shorter mixing times.

Bujalski et al. (2002) performed mixing simulations of Rushton turbine, using a k � ε 
RANS model and found that the mixing time was very sensitive to the tracer concentration 
monitoring point; in contrast, experimental θ95 measurements do not show the same level 
of sensitivity to probe location in fully turbulent flows. For many of their monitoring loca-
tions, the mixing times were significantly over-predicted by a factor of about 2. Montante 
et al. (2004) were able to make satisfactory predictions of θ95 using a RANS-based CFD 
model, for a multiple impeller system, but were able to do so only by adjusting the value 
of the turbulent Schmidt number in equation (8.31). For many turbulent flows, a value of 
ScT � 0.7 is applied, but Yimer et al. (2002) have reported that improvements in the con-
centration field predictions can be obtained using lower values. Montante et al. (2004) 
had to reduce the turbulent Schmidt number to an exceptionally low value, ScT � 0.1, to 
match the experimental mixing times. Examination of equation (8.32) shows that reducing 
ScT increases the eddy diffusivity and hence becomes an ad hoc correction to the under-
 prediction of the turbulence quantities, k and ε. The generality of this approach for stirred 
tank flows has not yet been demonstrated.

Yeoh et al. (2005) used an LES turbulence model to predict tracer dispersion and mix-
ing times in a vessel agitated by a Rushton turbine and obtained very good agreement with 
experimental values of θ95 and estimates obtained from literature correlations. They attrib-
uted this success to the fact that their LES generated flow fields were very well validated 
in terms of the mean and rms fluctuating velocity distributions. The latter, of course, are 
related to the turbulent diffusivity of the tracer. Notably, their implementation of the species 
transport equation (8.31) used ScT � 0.8, which is close to the default value for turbulent 
shear flows. Their results support the conclusion that the main problem with RANS simu-
lations of mixing processes is that the turbulence quantities are under-predicted. A further 
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problem associated with mixing time calculations is numerical diffusion, which results from 
inaccurate discretisation methods and has a strong effect on the solution of the species trans-
port equation, smearing out concentration gradients more quickly than would be expected by 
laminar diffusion alone.

8.4.7 Multi-phase simulations

As noted in Section 8.4.1, there are many industrial examples of multi-phase mixing oper-
ations in the chemical, biochemical and food industries. In principle, multi-phase systems 
also can be simulated using the techniques of CFD, although clearly the physics of these 
flows is considerably more complicated. The discussion of Section 8.4.4 described one 
technique for dealing the two-phase (gas–liquid) flows using the VOF approach. This is 
suitable for cases where each phase can be treated as continuous, with an identifiable and 
fairly simple shape of interface. The previous example in Section 8.4.4 was of an unbaffled 
vessel with a free surface vortex. However, for phase dispersion and suspension operations, 
there will be well-defined dispersed and continuous phases, with many interfaces, and the 
VOF method would be quite impractical. Other approaches are described below.

At low volume fractions (�10%) of dispersed phase, it is possible to perform Eulerian–
Lagrangian particle tracking calculations. The background continuous fluid flow is obtained 
by solving the single-phase (Eulerian) equations, as previously described in Section 8.2; a 
Lagrangian equation of motion for the particles is then formulated, for example (Rielly & 
Marquis 2001):
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which relates the particle velocity vector v to the fluid velocity vector u and includes effects 
such as the pressure gradient, added mass effect and lift, drag and buoyancy forces. This 
equation can be integrated through time to yield individual particle tracks; the stochastic 
effects of particle interactions with eddies can also be included, as shown in Figure 8.18.

By following a large number of particles, the dispersed-phase volume fraction distribu-
tions, as well as time histories for how the particles sample, the turbulence and strain rate 
fields can be deduced. Figure 8.18 shows how inhomogeneous the flow environment is in a 
stirred vessel, with very large peaks in the dissipation and strain rate as the particle passes 
through the impeller region.

Commercial software is also able to implement two-way coupling between continuous- 
and dispersed-phase flows: Eulerian continuous phase and Lagrangian discrete phase are 
run alternately until the momentum exchanges are converged. The method is limited to low 
volume fractions because it does not include the effects of momentum exchanges through 
particle–particle collisions. If the flows involved heat and mass transfer between the dis-
persed and continuous phases, then these effects can be included in the same way as inter-
phase momentum exchange.

For higher volume fractions, it is less time consuming and better to use an Eulerian–
Eulerian two-fluid model. Both the dispersed and continuous phases are assumed to behave 
as interpenetrating continua represented locally by their phase volume fractions. The con-
tinuity and momentum equations are then written separately for each phase and additional 
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Fig. 8.18 Lagrangian particle tracking in a stirred vessel.
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terms are included for the effects of momentum exchange (predominantly drag) between 
the two phases (Elgobashi & Abou-Arab 1983). A similar approach can be applied to the 
energy and species transport equations, except that now the exchange terms represent heat 
or mass transfer between the phases. The implementation of RANS-based turbulence mod-
els is much more complex in multi-phase flows: the averaging of the momentum equations 
for each phase produces a much larger number of unknowns (in the single-phase case, the 
six Reynolds stresses are the only unknowns generated by the averaging process), which 
have to be modelled empirically (Simonin & Viollet 1990). Furthermore, although there 
is no restriction on the range of dispersed-phase volume fractions that can be modelled, 
the effects of particle–particle collisions are not included—in Eulerian granular multi-
phase models (Ding & Gidaspow1990), these effects can be included through a solids 
pressure term.

Solids suspension in a liquid phase is probably the easiest mixing operation to simulate, 
given that typically both size and volume fraction of the dispersed phase will be known; in 
contrast, in gas–liquid flows, the volume fraction and bubble size are not known at the out-
set of the calculation, and hence, this represents the most challenging case. Montante and 
Magelli (2005) carried out a thorough study of CFD modelling methods to predict the  solids 
distribution in tanks agitated by multiple Rushton turbines and pitched-blade impellers. 
They concluded that dilute solid–liquid systems (�6% v/v) can be fairly well predicted, 
so long as (i) the single-phase mean velocity field is accurate and (ii) the drag coefficient is 
corrected to allow for the effects of turbulence (Brucato et al. 1998b). They recommended 
the use of the mixture turbulence model in which the two phases are assumed to share the 
same k and ε. In addition, there were some minor improvements for higher volume frac-
tions when the effects of particle–particle interaction were included through the granular 
multi-phase model. It should be noted that all such solid–liquid CFD simulations need to 
be conducted above the just-suspended speed of the particles (Zwietering 1958) because 
the physics of particle settling, saltation and resuspension which occur in the boundary 
layer at the base of the tank, are not included in the model.

As noted previously, LES models are much better equipped to simulate the turbulence 
in a stirred tank flow but at very considerable computational cost. This has deterred all but 
a few from performing solid–liquid calculations based on LES. An exception is presented 
by Derksen (2003), who simulated a 1% v/v fraction of 300 μm diameter particles agitated 
by a Rushton disk turbine. The liquid flow was obtained using LES on a grid of some 14 
million cells; Lagrangian tracking of almost 7 million particles was carried out over 10–20 
impeller revolutions, with 2,800 time steps per revolution and both two-way coupling and 
particle–particle interactions were included; importantly, the latter were required to keep 
the particles in suspension, even though the impeller speed was above the just-suspended 
condition. Guha et al. (2008) recently presented a comparison between (i) solid–liquid CFD 
simulations based on Eulerian–Eulerian RANS models and Derksen’s (2003) LES particle 
tracking and (ii) experimental measurements from computer automated radioactive part-
icle tracking (CARPT). LES was shown to improve the prediction of fluid tangential mean 
velocities, but there were significant discrepancies in the particle velocities at the impeller 
level. Slip velocities from the Eulerian–Eulerian model were very much smaller than those 
obtained via LES, which is rather significant because the inter-phase momentum exchange 
(drag) depends directly on this quantity. Despite this finding, the solids concentrations at the 
impeller level were broadly similar for both CFD models, with the LES predicting slightly 
lower values. Thus although solid–liquid simulations can be conducted, there are still a 
number of uncertainties related to the physics of these flows, particularly with respect to 
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particle–particle and particle–impeller interactions. There are even issues about the calcula-
tion of the drag coefficient for such flows: Montante and Magelli (2005) recommended cor-
rection of the drag coefficient to allow for local turbulence levels (Brucato et al. 1998b) but 
not for local solids volume fraction (Crowe et al. 1998), whereas Derksen (2003) makes the 
opposite recommendation, which seems to be the more conventional thinking.

Simulations of gas–liquid flows are more complex still because the bubble size is not 
known a priori and results from a balance of breakage and coalescence events, depending 
on local energy dissipation rates. The first gas–liquid simulations assumed a constant bub-
ble size, based on either experimental evidence or chosen as a fitting parameter to match 
the gas hold distribution or velocity measurements. They then proceeded to formulate the 
problem in a very similar way to the solid–liquid case, sometimes even using the same 
drag laws as for solid particles. For example, Montante et al. (2007) chose a bubble size 
of around 1–2 mm diameter with a terminal velocity of around 0.12 m/s (quite small for 
an agitated air–water flow) and successfully validated their predicted liquid-phase vel ocity 
distributions against two-phase PIV measurements. The experimental mean gas volume 
fraction of about 1.6% was also predicted by CFD, but distributions of local hold-ups were 
not available for comparison.

As shown experimentally by Barigou and Greaves (1992) and Laakkonen et al. (2005, 
2007), the distribution of bubble sizes varies inside the stirred tank depending on the spatial 
position. Generally, bubble sizes around the impeller discharge stream are the smallest due 
to breakage caused by the high turbulence dissipation rates. Knowledge of bubble sizes is 
necessary in a two-phase CFD model because they affect the momentum exchange through 
drag. In addition, local bubble sizes and the local gas volume fraction are required for the 
calculation of the interfacial area, which is an important variable in designing an aerated 
stirred tank to achieve a required rate of gas–liquid mass transfer. Relaxing the assump-
tion of a constant and uniform bubble size requires a new level of sophistication in CFD 
modelling, to account for the dynamics of breakage and coalescence events. A rigorous 
approach would be to couple the two-phase fluid dynamics simulations, for example, using 
an Eulerian–Eulerian continuum model, with a population balance equation (PBE) to rep-
resent the evolution of the bubble size distribution. The solution of the PBE is not a trivial 
task because it requires detailed knowledge of kinetics for the breakage and coalescence 
events and for the distribution of bubbles that result from each breakage. Equation (8.59) 
shows how the local bubble size distribution by number, n(L), evolves in time; in solving 
such an equation, n(L) has to be represented as a set of discrete size classes or the moments 
of the distribution. Either approach results in a set of equations derived from equation 
(8.59), which have to be solved for every computational cell in the flow domain.
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The results for the mean bubble size, d32, from the PBE are passed back to the fluid flow 
calculation and affect the drag between the phases; the kinetic terms, β(L,λ), g(L) and 
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F(L,λ) are all related to the local hydrodynamics, mainly through the dissipation rate, ε. 
Thus, the Eulerian–Eulerian two-fluid calculation is coupled to the PBE solution. This type 
of approach is still in its infancy, although some promising results have been generated so 
far by workers such as Montante et al. (2008), Laakkonen et al. (2007) and Gimbun et al. 
(2009). Figure 8.19 shows some example results from Laakkonen et al. (2007) for the gas 
hold-up and bubble size distributions; the latter are rather far from uniform, and the dis-
tribution of bubble sizes has a significant effect on the local mass transfer coefficient and 
interfacial area.

Thus, very significant advances have been made in recent years in developing better and 
more realistic multi-phase models, yet they come with a substantial computational over-
head and are not yet usable for industrial design purposes. A coupled CFD–PBE solution 
inevitably requires the application of RANS turbulence models to limit the computational 
cost of the velocity field calculations, yet these are known to suffer from deficiencies in 
their ability to predict the dissipation rate. Unfortunately, this is precisely the quantity that 
determines the local kinetics within the PBE, which makes this an exciting area for future 
developments.

8.5 Application to food mixing operations

8.5.1 Challenges for simulation of food processes

Figure 8.1 showed that CFD has been increasingly applied within the food industries, and 
Sun (2007) presents a very wide range of examples in his book Computational Dynamics 
in Food Processing. However, there are relatively few literature publications related to 
food mixing, whereas in contrast, there are numerous CFD studies of a wide range of mix-
ing unit operations in chemical and biochemical engineering. Several of these have been 
described and discussed in previous sections. So, what has held back the application of 
CFD to food mixing processes? The following sections provide a personal view of the chal-
lenges in applying CFD in this area.

Fig. 8.19 Local gas hold-up (vol%) and Sauter mean bubble diameter d32 (mm) in an agitated gas–
liquid flow. [Reprinted from Laakkonen et al. (2007) with permission from Elsevier.]

Image not available 
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8.5.1.1 Knowledge of physical and transport properties

Many food materials are complex mixtures, containing a structure which is irrevers-
ibly (occasionally reversibly) affected by shear and elongation, leading to non-Newtonian 
behaviour and possibly elastic effects. Standard commercial software allows the treatment 
of shear thinning and yield stress materials, but more complex visco-elastic behaviour 
(typical of pastes and doughs) is much more difficult to characterise experimentally and 
requires more specialised numerical approaches, for example, through the add-on module 
to POLYFLOW. Doughs, for example, are mixed to align proteins and develop structure; 
deformation coupled to chemistry results in a material that changes its rheology and proper-
ties during mixing, which is a real difficulty in fluid flow modelling. Other pastes and dis-
persion that thicken due to mixing and heat transfer are also problematic to simulate. Where 
chemical reactions occur in food mixtures, their specific rate laws are often unknown, and 
hence, it may be impossible to include important chemistry within the simulation.

8.5.1.2 Transitional flows

The vast majority of the flows discussed in Section 8.4 were in the fully turbulent flow 
regime. But with viscous fluids, such as are common in food processes, it is likely that the 
flow is transitional, in the range 10 � Re �104, or even that the Reynolds number changes 
during mixing, due to heat transfer and/or thickening. Some low Re turbulence models are 
better suited to weakly turbulent flows, but there has not really been enough research to 
assess their applicability in transitional cases (the stirred tank mixer is unusual in that the 
range of transitional flow is rather large, and it is not uncommon to find a turbulent type 
flow close to the blade tips, which relaminarises in the bulk of the tank).

8.5.1.3 Complex mixer geometries

The standard representations of the impeller for a cylindrical stirred vessel were discussed 
in Section 8.4.2. The best of these techniques, SM and MRF, require that the rotating 
blades are enclosed in a simple surface, which is usually a volume of revolution. Industrial 
dough mixers and planetary mixers involve intermeshing blades, for which there is no way 
of defining non-overlapping moving reference frames. Therefore, remeshing, adaptive 
meshs or superposition techniques are required, and typically, these will be available only 
in bespoke or specialist software. Even then, simplifications to the mixer geometry may be 
required to make the simulation tractable. Some further examples of these specialist tech-
niques are given in Section 8.5.2.

8.5.1.4 High volume fraction multi-phase mixtures

Economic optimisation of process equipment generally requires intensive operation at 
high dispersed-phase fraction, which maximises specific kinetic rates (e.g., of mass trans-
fer or chemical reaction). The Lagrangian tracking technique of Section 8.4.7 is restricted 
to low volume fractions (�10%), although with some additional effort, two-way coupling 
can be included; inclusion of particle–particle collisions involves simultaneous tracking of 
the particles, which makes this technique infeasible for highly concentrated dispersions. 
Although the Eulerian–Eulerian methods (see Section 8.4.7) are more easily implemented 
for high volume fractions, they do not include particle–particle collision effects. Therefore, 
simulation of important processes, for example, secondary nucleation by crystal–crystal or 
 crystal–impeller collisions is not yet possible at high solids fractions.
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Realistic simulations of industrial food mixing operations may involve one or more of 
the difficulties discussed above, but nevertheless, some progress can be made by using sim-
plifying assumptions, which can be tested out against experimental evidence. The approach 
really needs to be that doing something is better than doing nothing. The following sections 
give a selection of recent examples, where researchers have been pushing the boundaries to 
ever more complicated simulations relevant to food mixing operations.

8.5.2 Examples of food applications

As noted in Section 8.1.1, despite the ubiquitous use of CFD for the analysis of food proc-
esses, there are relatively few examples of applications to food mixing operations. Most of 
the applications are related to homogenisations, bioreactors, crystallisation and modelling 
of viscous fluid mixing. Commercial CFD code without modification are often not capable 
of dealing with the complex fluid flow of food mixtures, especially when it is related to 
viscous fluid and particle/bubble dynamics. Connelly and Kokini (2007) provide a recent 
review, which highlighted advances in only three areas related to food: (i) high-viscosity 
non-Newtonian blending; (ii) visco-elastic dough mixing in simplified mixer geometries 
and (iii) crystallisation and nano-particle production. These are amongst the first attempts 
at addressing some of the issues raised in Section 8.5.1.

CFD has been applied to model two-phase flow in bioreactors for shear thinning xan-
than fermentations by Venneker et al. (2002) and Laakkonen et al. (2006). Venneker 
implemented a one-way coupled PBE to model a lab-scale bioreactor and found satisfac-
tory predictions for the local gas hold-up, except around the impeller region. Laakkonen 
employed a coupled CFD–PBE approach for modelling the mass transfer in a lab- and 
pilot-scale bioreactors. They obtained good predictions of the local bubble size but only 
by adjusting the constants within the breakage and coalescence kernel. This practice is 
essentially empirical and is not fully predictive for cases where the experimental data is not 
available. They also reported a satisfactory prediction of the mass transfer coefficient.

Tanguy’s group at the Ecole Polytechnique de Montreal have for many years studied 
finite-element simulations of low Reynolds number flows in helical ribbon and corotating 
screw extruders. These flow geometries are characterised by narrow gaps and one or more 
moving parts which rotate relative to each other, and hence, advanced meshing techniques 
are required. Giguere et al. (2006) reviewed the recent history of finite-volume or finite-
element methods to deal with complex moving geometries. Quasi-steady simulations on 
a number of meshes, which represent the geometries at each time step, are feasible but 
cumbersome to implement; of order 100 separate meshes may be required to model the 
impeller throughout the period of its motion. Improved strategies include: (i) allowing the 
mesh to deform between time steps and only remeshing highly skewed or high aspect ratio 
elements; (ii) the mesh superposition technique (MST) which involves combining a static 
and dynamic mesh (Avalosse et al. 2002) and is implemented in the commercial solver 
POLYFLOW; and (iii) the fictitious domain method by Bertrand et al. (1997), which is 
similar to MST, but enforces the kinematics of the moving boundary in a different way.

Giguere et al. (2006) applied the fictitious domain method coupled with a mesh refine-
ment strategy to a helical ribbon mixer and obtained satisfactory agreement with experi-
mentally measured power inputs for a Newtonian liquid. Iranshahi et al. (2006) included a 
mixing time calculation within their study of a Paravisc impeller (a hybrid of an anchor and 
a double helical ribbon). As noted in Section 8.4.6, solution of the species transport equa-
tion is problematic and prone to numerical diffusion effects. An alternative way to  represent 
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mixing is by particle tracking and trajectory analysis of a large number of massless parti-
cles which are released from a single point and then advected in the flow. A mixing time 
can then be evaluated from the decay of the intensity of segregation, which is related to 
spatial variance of the concentration of particles. In Iranshahi et al.’s (2006) work, the pre-
dicted mixing times were within 6% of experimentally measured values, and the method 
allowed the mixing efficiency of the Paravisc to be compared with more conventional low 
Reynolds number impeller types.

Fictitious domain and MST impeller representation methods have also been applied 
to the simulation of dough mixing operations. The first attempts, for example, by Jongen 
et al. (2000) assumed Newtonian behaviour in a simplified 2D geometry but were still able 
to assess the different relative amounts of rotation and shear and elongational deformation 
that were imposed on the dough during mixing. These deformations have an important effect 
on the alignment of proteins inside the dough and hence on the development of the visco-
elastic structure which is so important in determining the texture of the baked loaf. Connelly 
and Kokini (2004) took this further by examining the effects of the fluid rheo logical proper-
ties (Newtonian, shear thinning inelastic, constant viscosity linear visco-elastic and non-lin-
ear visco-elastic fluids) on the deformation rate fields generated in a simplified 2D model 
of a dough mixer, modelled using a rotating frame of reference. The streamline contours 
and flow pattern were similar for each rheology, but the choice of constitutive equation led 
to differences in the deformation rates, particularly in the narrow gap between the moving 
blade and the walls. The amount of elongational flow, important for structure development, 
was found to depend on the constitutive model. Nevertheless, the results indicated regions of 
the device where mixing was poor and deformation rates were low.

Connelly and Kokini (2006a) extended their previous 2D work to a more realistic 3D 
geometry, namely a simplified version of the Farinograph, which is a sigma blade used for 
characterisation of flours and for determining water absorption. The mixer features two non-
intermeshing sigma blades, as shown in Figure 8.20. MST was applied to mesh around the 
moving blades and both Newtonian and shear thinning fluids were examined. Although the 
flow patterns were in good agreement with LDA data, the predicted shear rates were an order 
of magnitude too low when compared to experimental measurements at similar positions in 
the flow. Poor refinement of the meshing technique close to the blades was one reason for 
this underestimate. Connelly and Kokini (2006b) performed further CFD mixing studies in the 
Farinograph geometry, based on tracking of 104 particles that were initially segregated in the 
two halves of the mixer. Figure 8.21a shows the initial configuration and Figures 8.21b–d show 
the situation after three cycles; around the blades, the particles appear more homogeneous, but 
near the top of the Farinograph, the mixture remains highly segregated. Although CFD simula-
tions have the capabilities to model the flows, deform ation and mixing rates in these complex 
geometries, more work is still required before they can be used for thorough analysis of the 
mixing performance. A further simplification used in Connelly and Kokini’s studies is that the 
mixer runs full of fluid. In practice, however, dough mixers seldom run full, and the dough 
itself is thrown around the mixer, resulting in a very complex free surface flow. Treatment of 
this type of dynamic free surface flow is beyond current capabilities.

Some food processes involve a crystallisation stage. Indeed simulation of crystallisa-
tion processes and, in particular, the prediction and control of the crystal size distribution 
is a subject of much current research. PBEs equivalent to equation (8.59), but including the 
additional effects of nucleation and crystal growth, have to be solved in conjunction with the 
equations describing the hydrodynamics to predict the evolution of the crystal sizes in a batch 
vessel. In addition, the supersaturation, which provides the driving force for nucleation and 
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growth, may result from chemical reaction, cooling or anti-solvent addition. The supersatur-
ation is likely to be non-uniformly distributed in space, but in principle, it can be calculated 
by solving energy and species transport equations in addition to the fluid flow modelling. 
Thus, these processes are amongst the most complicated that have been studied by CFD 
methods. One simplification that can be used is that the crystals are often small so that they 
follow the fluid motion, and hence, only single-phase flow calculations are necessary.

Fig. 8.20 Mesh used in the POLYFLOW simulation of a Farinograph sigma-blade dough mixer 
(Connelly & Kokini 2006a). (Reproduced with permission from John Wiley & Sons, Inc.)

Fig. 8.21 Assessment of mixing from particle tracking in the POLYFLOW simulation of a Farinograph 
sigma-blade dough mixer (Connelly & Kokini 2006a): (a) the initial configuration of 10,000 particles 
and (b–d) their positions after three revolutions of the impeller. (Reproduced with permission from John 
Wiley & Sons, Inc.)

Image not available 

Image not available 
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Wei et al. (2001) applied a moment-based population balance (based on nucleation and 
growth only) to predict the mean and standard deviation of the crystal size distribution 
produced from a semi-batch precipitation of barium sulphate. (Ba2SO4 is a much studied 
model system, due to detailed knowledge of its kinetics and thermodynamics.) Their pre-
dicted Sauter mean sizes compared well to experimental measurements, when both the feed 
time and impeller speed were varied, demonstrating that such studies have the potential to 
design and optimise semi-batch reactive crystallisations. However, as Rielly and Marquis 
(2001) have pointed out, reliable and detailed knowledge of the local kinetics of reaction, 
growth, nucleation and agglomeration is often missing for systems of practical or commer-
cial importance. There is much debate about the suitable forms for kinetic rate laws, even 
for something as simple as growth—external mass transfer and surface reaction effects can 
lead to a variety of rate laws, which depend on the local supersaturation and crystal size.

The moment transport equations used by Wei et al. (2001) run into closure problems 
for processes that involve agglomeration or crystal breakage. A more advanced method, 
the quadrature method of moments (QMOM), replaces each of the integral expressions for 
the moments by a quadrature approximation using a small number of weights and abscis-
sas. Marchisio et al. (2003) described how QMOM may be applied to systems that exhibit 
agglomeration and breakage, using simplified kernels. Later, Gavi et al. (2008) success-
fully applied QMOM, coupled with micro-mixing model and a RANS CFD model, to pre-
dict the size of nano-agglomerates of Ba2SO4 formed in an impinging jet micro- reactor. 
Comparisons with experiments were favourable (at the low barium excesses used) but 
required further testing for conditions where agglomeration is more likely to occur.

8.6 Closing remarks

This chapter has outlined the procedures for approaching CFD simulation and has dis-
cussed the underlying equations and numerical methods which are built into commercial 
packages. The more specialised methods for simulating stirred tank flows are described, 
and applications to single-phase flow simulations are also discussed. More complex 
 methods to deal with multi-component mixing situations and multi-phase flows are pre-
sented, and examples from the literature have been analysed. The intention has been to 
emphasise at each stage the need for a good fundamental understanding of fluid mechanics 
and transport processes, so that justified decisions are made about the simplifying mod-
elling assumptions, approximations and boundary conditions. Commercial CFD packages 
have been made much more user-friendly in recent years, but they are not intended for the 
novice who has little or no knowledge of fluid mechanics.

Very significant advances have been made in the last 30 years in the numerical solu-
tion of the equations of fluid motion using CFD methods, and yet there are still a very 
large number of problems to be solved to make it an easily accessible tool that is routinely 
applied for design and optimisation in food mixing. The final section of this chapter dis-
cussed some of the barriers to the application of CFD to realistic mixing processes used 
in the food and allied industries, but it also looked at some recent studies which aimed to 
address at least some of these issues. In many cases, it is not simply the lack of computing 
power that is the problem—admittedly, turbulent flows modelled with LES or DNS require 
very significant resources—but rather that there are real difficulties in characterising the 
evolving non-Newtonian multi-phase behaviour of many food products, representing the 
complex geometries of some food mixers, dealing with unknown chemistry or incomplete 
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knowledge of reaction rates and simulating high volume fraction dispersed phases or com-
plex free surface shapes. The accuracy of any prediction is only as good as the underlying 
chemistry and physics, and hence, as knowledge improves in these areas it is expected that 
CFD will emerge as a useful tool for food applications in just the same way that it has 
already been accepted in other engineering fields.

Nomenclature

ai coefficients
cp specific heat capacity
C impeller off-bottom clearance
C1ε dimensionless constant in equations
C2ε dimensionless constant in equations
Cμ dimensionless constant in equations
D impeller diameter
Dim molecular diffusivity of species i in the fluid
E viscous dissipation rate
f volume of fluid (liquid volume fraction)
Fr dimensionless Froude number
g gravitational acceleration
h space step
hex heat transfer coefficient
I turbulence intensity
jΦ flux of scalar quantity Φ
k turbulence kinetic energy
L characteristic length scale
N impeller speed (rev/s)
Pe Peclet number
Po dimensionless power number
q heat flux
Q specific rate of heat generation
r, z, θ cylindrical polar coordinates
R residual
Ri rate of production of species i
Re Reynolds number
S surface area
Si sources of species i
Sij rate of deformation tensor
SΦ source of Φ
t time
Td tank diameter
T temperature
u fluid velocity vector (u, v, w)t

U characteristic velocity scale
V volume
W impeller blade width
We Weber number
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x, y, z cartesian coordinates
Yi mass fraction of species i

Greek

ε turbulence energy dissipation rate
�γ  strain rate
Γ diffusivity of scalar Φ
κ thermal conductivity
Λ integral length scale
μ fluid viscosity
Φ a general scalar quantity
Φ� fluctuating value of Φ
Φ  mean value of Φ
ρ fluid density
σ surface tension
σk dimensionless constant in equations
τij stress tensor
σε dimensionless constant in equations

Subscripts

ex external
in inlet
L laminar
n normal
T turbulent
w wall
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9 Immiscible liquid–liquid mixing

Fotis Spyropoulos, P.W. Cox and Ian T. Norton

9.1 Introduction

Good examples of immiscible liquid–liquid systems are emulsions which are normally 
either an oil-in-water system such as salad dressings, soups, sauces, mayonnaise, skin 
creams, emulsion-based paints, etc. (Walstra 1993; Campbell et al. 1996), or a water-in-
oil system such as margarines, low-fat spreads, butter, etc. (Livingston & Norton 1997; 
Rousseau & Hodge 2005). These immiscible liquids can be ‘mixed’ to give finely divided 
included phases. This is achieved in an emulsification step often known as homogenisation 
(Walstra 1993). These processes normally use high shear devices and require high energy 
input. However, even by significantly increasing the shear forces and energy input, the 
emulsion droplet sizes reach a limiting value. This is commonly found to be in the order 
of 0.5–1 μm (Walstra 1993; McClements 1999). The reason for this limiting behaviour 
will be discussed as will strategies to produce much smaller droplets, nano-emulsions, in 
which the structure is kinetically trapped with limiting concentrations of surfactant (Henry 
et al. 2008).

Once mixing has stopped, emulsion droplets will quickly cream or sediment, and 
 additionally, as the ‘naked’ interfaces come into contact, coalescence occurs and two bulk 
liquid phases are eventually formed (Dickinson 1989). To prevent these types of instabili-
ties, in water and oil systems, a surfactant (also known as an emulsifier) is added to the 
formulation to stabilise the interface and stop naked interfaces from coming into contact 
after the homogenisation step. The amount of surfactant used needs to be high enough to 
cover the surface of the droplets, and the process has to be designed to give enough time 
for the surfactant to cover the interface before droplets contact each other (Walstra 1993; 
McClements 1999) normally in low shear regions after the homogenisation step.

Emulsifiers can be charged to induce charge repulsion between droplets, or be polymeric 
in nature (e.g., proteins) to induce steric stabilisation (Dickinson & McClements 1996), or 
be aggregated at the interface so inducing a rheological stability, that is, giving an elastic 
interface. In addition, particles can be placed at the interface to give stability; this is known 
as Pickering stabilisation (Pickering 1907). The energy of adsorption for particles is 10s 
to 1,000s kT; thus once they are present at the interface, they cannot be removed during a 
thermal or mechanical process (Binks 2002).

One of the key roles of emulsions in fabricated products is to control the texture, appear-
ance, in use properties (spreading, etc.), oral response in terms of both the physical inter-
actions (mouth coating) and flavour (Malone et al. 2003; Lian et al. 2004) or fragrance 
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release. For instance, oils can be included to give a particular structure such as a partic-
ulate gel (as is the case in mayonnaise) (Foegeding et al. 1995; Clark et al. 2001) or to 
give appearance properties (as in the case of the whiteness of milk or skin care products). 
The droplets can be flocculated into a network to give spreading properties as in emulsion 
paints (Hofland 1997) and the way the emulsion dilutes and breaks down in the mouth 
(Malone et al. 2003).

Other types of immiscible liquids that will be discussed in some detail in this chapter are:

• ‘water-in-water emulsions’, which are formed when two biopolymers are mixed together 
in water;

• air-filled emulsions;
• double emulsions.

9.2 Emulsion types and properties

9.2.1 Kinetically trapped nano-emulsions

There have been many good reviews on simple emulsions, both water-in-oil and oil-in-
water. It is not our intention to repeat these reviews here; however, a new development 
worth discussing is that there is a great interest in introducing low levels of oil into prod-
ucts for either mouthfeel reasons (Dillon 1996) or to carry micronutrients (McClements & 
Decker 2000; Mason et al. 2006). In order to do this without changing the appearance 
of the product, oil droplets of less than 40 nm are required. This could be achieved with 
microemulsions (Hoar & Schulman 1943). However, there are a number of problems with 
using this approach: they require large quantities of emulsifier, causing off flavours, astrin-
gency, etc., when consumed; they are thermodynamically stable and so are very difficult 
to destabilise when required to release flavours and/or nutrients in use; and the emulsifiers 
traditionally used are synthetic and not allowed in foods in many countries.

Potentially, the best way of including low levels of oil is by incorporating kinetically 
trapped nano-emulsions. These emulsions can be designed to breakdown and release 
the active ingredient at the desired rate and in the appropriate place (i.e., in the mouth 
or  stomach). However, they need to be stable when being transported and stored before 
use, and preferably be stabilised with natural emulsifiers such as proteins. What has pre-
vented the widespread introduction of this type of emulsion is that they are very difficult 
to manufacture, and often unstable. Attempts have been made to produce nano-emulsions 
by increasing the pressure in the homogenisation step (Olson et al. 2004). This has resulted 
in sub-micron droplets but not in stable nano-emulsions (i.e., droplets with diameter below 
100 nm). It seems that beyond a certain point, more energy input in the homogeniser simply 
result in greater heating with little or no change in droplet size (Schubert & Engel 2004).

The question that needs to be addressed (Henry et al. 2008) is: what is the rate-limiting 
step in the mechanism? Currently, it is unknown whether the droplet size is limited by the 
efficiency of the droplet break-up (suggesting that the only way to get smaller droplets is 
to find new homogenisation processes), or is it a consequence of the emulsifier used (in 
which case there is a physical chemical limit to the final droplet size), or is limited by the 
back reaction (i.e., coalescence) in the process (in this case, it is the rate at which the emul-
sifier reaches the naked interface produced in the homogenisation process that determines 
the final droplet size). As the droplets become smaller, the Laplace pressure increases and 
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Ostwald ripening becomes a potential coarsening mechanism as oil moves from the small 
droplets to the larger ones (Walstra 1996).

Henry et al. (2008) reported the work carried out to understand the production and long-
term stability of nano-emulsions for use in the food industry. They showed that sub-micron 
emulsion droplets could be produced (Figure 9.1) in a high-pressure impinging jet device. 
Emulsions produced using triglyceride oils were stable over many weeks or months. This 
stability was explained as a consequence of the insolubility of the oil in the water and a 
lack of micellar-driven ripening. More work is required in this area, which seems very 
likely over the next few years.

9.2.2 Pickering emulsions

The concept of using particles as surfactants is not new and was first reported by Pickering 
(1907). Pickering emulsions share the same stabilisation requirements of the common 
emulsions, that is, protection of the naked interface to prevent coalescence and mini-
misation of either creaming or sedimentation to the original bulk phases (Walstra 1993). 
However, in the Pickering systems, the interface is not necessarily covered but has a (near 
to) close packed arrangement of particles, which reside at some depth within the interface 
of the emulsion or foam (see Section 9.2.4 regarding air-filled emulsions). It is the depth of 
the particle’s final position, as defined by its wettability (Sacanna et al. 2007), that in turn 
controls the angle of curvature for the colloidally stabilised droplet. The particle and its 
effects can be described by:

 E r� �Π 2 21γ θ( )cos  (9.1)

where E is the energy of attachment of a particle to an interface, r is the particle radius, 
γ is the interfacial tension and θ is the particle contact angle (Figure 9.2a). This equation 
remains central to colloid stabilisation of droplets as it describes the relevant considerations 
surrounding particle-stabilised emulsions.

From equation (9.1), it can be seen that the energy of attachment to an interface is large 
(up to thousands of kT ) and is highly dependent on the interfacial tension, which not only 
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Fig. 9.1 Transmission electron micrograph (TEM) and droplet size (diameter) of a nano-emulsion.
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changes the binding energy directly but also changes the contact angle and therefore the 
position of the particle in the interface (Figure 9.2). In foods, the interfacial tension and 
the effect of solid particles on emulsion stability are manipulated by the addition of low-
 molecular-weight emulsifiers. The addition of emulsifier may then help modify the high 
binding energy of particles, which is a problem for foods because  at some point in their 
product cycle, food emulsions must break to either deliver nutrients or sensorial response, 
and so permanent constructs are not ideal. Because of this, each of the terms used within 
equation (9.1) will be discussed in isolation before a unified description is attempted later.

9.2.2.1 Particle wettability

Equation (9.1) describes the position of the stabilising particle at rest within an interface, 
that is, the particle’s interfacial angle [denoted as θ in Figure 9.2 and equation (9.1)]. Both 
Binks (2002) and Rousseau (2000) describe this as analogous to the hydrophilic–lipophilic 
balance (HLB) of the small molecules stabilising common emulsions. This is represented 
schematically in Figure 9.2. In Figure 9.2a, the particle’s relative hydrophobicity defines 
its position in the interface and therefore the curvature of the interface (Figure 9.2b). At 
θ � 90º, the energy of attachment becomes maximal as the hydrophobicity/hydrophilicity of 
the particle is equal, but the curvature is minimal. Away from θ � 90º, the energy of attach-
ment is reduced and the angle of curvature increases, and therefore, the size of stabilised 
droplets decreases (Figure 9.2b). At large distances from θ � 90º, that is, below θ � 20º or 
above θ � 160º, the angle of contact or perhaps more correctly the apparent HLB becomes 
too small for the majority of the particles to exist at the interface, and so gross partition-
ing to a respective phase occurs and the emulsifier action diminishes (Aveyard et al. 2003). 
However, as mentioned earlier, the contact angle of any particle can be manipulated by add-
ing low-molecular-weight emulsifiers. This then allows food grade particles to be used.

(a)

(b)
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Fig. 9.2 Interfacial contact angles for Pickering particles. (a) The likely positions of three particles with 
differing wettability at an interface. (b) The effect of the contact angle (θ ), seen in (a), upon interfacial 
curvature.
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9.2.2.2 Particle size and number

Equation (9.1) implicates the stabilising particle’s size in the energy of attachment: as the 
size of the stabilising particle increases, the energy of attachment of the particle increases. 
This implies that larger particles should be used if stability is required. However, the par-
ticle size will also influence the overall droplet size, and so there is a limited ratio of drop-
let size to particle size that are of practical use. As the radius of the stabilising particles 
diminishes, the energy of attachment decreases to a point where it mimics that of a com-
mon emulsion stabilised by small molecules and so may be manipulated to have a control-
lable meta-stability. To reach this level of control within the structure requires particles of 
a similar size to the amphiphilic molecules the particles were intended to replace (Binks 
2002; Aveyard et al. 2003). This implies that the use of nano-particles will be of consider-
able use in the future.

One parameter that needs to be considered is the number or density of the particles 
at the stabilised interface. As the number of particles at an interface rises, not only does 
the stability increase, as the curvature of the droplet is reinforced by the properties of the 
particles, but also the available free interface diminishes and so does the probability of 
 coalescence. Although for non-mixed systems the rate at which particles reach an interface 
is slower than for surfactants (Pichot et al. 2008), this is not necessarily true for mixed sys-
tems where the particles are swept to the interface and once there they are unlikely to leave 
and so re-expose the naked interface in the process. As the interface becomes populated by 
particles, it becomes more rigid. This has a detrimental effect in mixed systems because the 
time for film drainage decreases as there is decreased surface flattening as droplets collide, 
and there are reports that propose that solid particles may puncture the interface during 
flow. The result is then an increased coalescence rate in flow. Once the interface is fully 
covered, then coalescence is stopped.

9.2.2.3 Naturally occurring Pickering emulsions

Particle-stabilised emulsions have been used in industry (Hunter et al. 2008), for example, 
in cosmetics, pharmaceutics, oil recovery, wastewater treatment, whipped cream and ice 
cream (Brooker 1986, 1993).

In creams and ice cream, fat crystals are used as the particles to give the emulsion stabili-
sation (Rousseau 2000). This has an advantage that when the food products are consumed, 
the heating process in the mouth can be used to melt the crystals and cause the emulsion to 
break and release flavours and nutrients. In both of these examples, the fat particles do not 
act alone at the interface as they contain milk proteins and a range of low-molecular-weight 
emulsifiers. These proteins and emulsifiers affect the interfacial tension and thus the posi-
tion of the particle within the interface. This naturally occurring interplay of stabilisation 
processes has yet to be fully explored, although Pichot et al. (2008) have explored the role 
that Pickering stabilisation might have in a mixed food grade emulsifier systems (silica, at 
edible concentrations and monoolein) and have clearly shown the counterbalance between 
the two systems and the level of control which such an approach could deliver to a produc-
tion process.

9.2.2.4 Monodispersion and meta-stability

In almost all of the studies published on Pickering emulsions, the stabilising particles used 
have been exquisitely prepared to have as narrow a range of particle size as possible (Binks 
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& Lumsdon 2001). Unfortunately, nature or more usually large-scale industrial production 
isn’t so obliging, and particle sizes and digestibility may be too broad for a well-controlled 
process to be achieved at a significant scale; indeed the two examples described above are 
bulk commodities and notoriously difficult to make, either at bench or industrial scale. 
Owing to the scale of manufacture, the use of expensive, finely made monodispersed parti-
cles in such applications is impossible, and so microstructural design of new products will 
in many ways remain empirical.

Similarly, for food products the stability of the particle networks is important. The provi-
sion of meta-stability to silica-stabilised emulsions has been discussed in terms of particle size 
and number, but has also been introduced for systems where fat causes the Pickering effect. 
Indeed the use of fat along with protein particles (Murray & Ettalaie 2004) for the Pickering 
stabili sation of foods is probably the route future research will take (along with small molecu-
lar weight co-emulsifiers). Using fat and/or protein is an attractive prospect, not just due to 
their digestibility, but their controllable meta-stability. Although the mechanisms of breakage 
differ between the two classes—that is, fat crystals melt and are removed from the interface, 
presumably by shear effects, whereas protein particles are small enough to have an approach-
able energy of removal as defined earlier—both can break appropriately in the mouth or gastro-
intestinal (GI) tract and not during manufacture, distribution or storage. So, these two systems 
along with the emerging use of co-surfactant look to be promising areas for the future.

9.2.3 Double emulsions

Double or duplex or multiple emulsions are emulsions of complex microstructure where 
the droplets of the dispersed phase themselves contain even smaller dispersed droplets. 
These systems, also referred to as ‘emulsions of emulsions’ or ‘emulsified emulsions’ or 
‘liquid emulsion membranes’, are of two major types: water-in-oil-in-water (W1/O/W2) and 
oil-in-water-in-oil (O1/W/O2) double emulsions. For example (Plate 9.1), in the case of a 
W1/O/W2 multiple emulsion, small aqueous droplets W1 (primary emulsion internal drop-
lets) are dispersed in oil O (primary emulsion matrix phase) and this water-in-oil (W/O) 
emulsion (primary emulsion) itself is dispersed as large droplets in the continuous aque-
ous phase W2 (double emulsion matrix). Finally, double emulsions can be further classified 
depending on the number of internal droplets in the primary emulsion (W1 in Plate 9.1), 
which can range from one large internal droplet (‘core–shell’ type) to a large number of 
internal droplets. A typical W/O/W double emulsion stabilised by monomeric emulsifiers 
will consist of inner W/O droplets of 0.5–2 μm in size and double W/O/W droplets (the 
outer phase) of 10–60 μm (Garti 1997).

9.2.3.1 Advantages and applications of double emulsions

Double emulsions were first described at the beginning of the last century (Seifriz 1925). 
Despite the early interest in these systems, their potential superiority over the conventional 
O/W or W/O emulsions has only been recognised in relatively recent years. One of the 
major advantages of W/O/W (or O/W/O) double emulsions is their potential of acting as 
microcarriers of hydrophilic (or lipophilic) ingredients  entrapped in their internal droplets. 
Depending on the application, these ingredients can then be released from the inner to the 
outer water (or oil) phase by a controlled and sustained mechanism or even stay entrapped 
in the inner phase during a specific process (e.g., during oral processing).

The advantages of using double emulsions in food applications are mainly related to their 
capability to encapsulate (or entrap), in their internal droplets/compartments, substances that 
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are then slowly released (Garti 1997; Mezzenga 2007; Muschiolik 2007). On this basis, 
several food formulations have been patented, such as creams, spreads, salad dressings, 
confectionary, etc. (Suzuki et al. 1991; Taki et al. 2007). Double emulsions can also be 
used in the food industry where an external water phase is more acceptable in terms of pal-
atability than an oil one (Matsumoto et al. 1976). Further food applications are related to 
the development of low-fat (calorie) formulations; W/O/W systems have the same volume 
fraction of the dispersed phase and the same texture as a simple O/W emulsion, but with a 
lower fat content, due to the existence of the aqueous compartments in the food globules 
(Gaonkar 1994). The personal care industry has also acknowledged the great potential of 
this technology for delivery of actives (Tokimitsu et al. 1990; Herb et al. 1999; Araújo 
Macian et al. 2007). Additionally, possible applications of double emulsions for drug deliv-
ery or controlled drug release purposes have been demonstrated (Engel et al. 1968; Kim 
et al. 1995; Cole & Whateley 1997). Finally, the technology shows promise in the detoxifi-
cation or removal of toxic materials from wastewater (Ho et al. 1982; Pickering & Southern 
1997) and the slow and controlled release of materials such as fertilizers and pesticides for 
agricultural uses (Garti & Aserin 1996).

9.2.3.2 Formation of double emulsions

The formation of double emulsions is usually a one- or two-step process. The early ‘one-
step’ techniques were based on the concept that a double emulsion is a mesophase between 
O/W and W/O emulsions. Such a mesophase is achieved by increasing the temperature of 
an emulsion consisting of non-ionic emulsifiers or by mixing two different types of emulsi-
fiers (Dokić & Sherman 1980; Matsumoto 1983).

Owing to the empirical and somewhat ‘accidental’ nature of such one-step prepara-
tions and the growing need for better control over the complex microstructure of double 
emulsions, the so-called two-step emulsification processes were later adopted (Muschiolik 
2007). In the case of a W/O/W double emulsion, the first stage involves the preparation of 
a W/O simple emulsion, with a large excess of hydrophobic emulsifier, by strong homogen-
isation to form the smallest possible droplets. In industry, this stage is usually carried out 
using mechanical devices (such as high-speed blenders, high-pressure homogenisers and 
colloid mills), which subject the liquids to violent agitation. In the second stage, the W/O/W 
double emulsion is formed by gentle addition of the W/O to water in the presence of a 
hydrophilic emulsifier. The second emulsification stage is usually carried out under gentle 
conditions in order to avoid the rupture of the internal droplets (Muschiolik 2007).

Recent advances in emulsification techniques are now used for the preparation of double 
emulsions. Most of the techniques reported here have found use as the second emulsifica-
tion step in the ‘two-step’ emulsification processes of double emulsions. Even though there 
is room for improvement, these novel techniques have been found to produce fairly mono-
dispersed systems under relatively mild conditions, which understandably is beneficial for 
the formation of double emulsions.

Membrane emulsification

Membrane emulsification is a low-energy process with good control over the droplet size 
and size distribution (van der Graaf et al. 2005; Muschiolik 2007), which uses an applied 
pressure to force the dispersed phase to permeate through a membrane into the continuous 
phase. The shear stress is lower than in conventional emulsification processes because small 
droplets are formed directly by permeation of the dispersed phase through the micropores. 
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The distinguishing feature of this process is that the droplet size of the resulting emulsion 
is controlled primarily by the choice of the membrane and not by the generation of turbu-
lent droplet break-up (Charcosset et al. 2004).

More recently, variations of the technique, such as ‘cross-flow’ and ‘rotating’ mem-
brane emulsification (Schadler & Windhab 2006; Vladisavljević & Williams 2006), have 
emerged in order to assist the detachment of the droplets formed on the membrane surface 
thus reducing the droplet size in the resulting emulsion.

Microchannel emulsification

In microchannel emulsification process, droplets are produced by forcing the to-be-
 dispersed phase through the microchannels in a silicone plate with well-defined geometries. 
This technique is particularly useful for the second step in double emulsion formation as no 
excessive mechanical shear is involved. Furthermore, microchannel emulsification opens 
up the possibility of preparing emulsions of high monodispersity (Sugiura et al. 2004). The 
preparation of uniform and tailored droplets can be of importance for food application, to 
regulate the release kinetics with more precision and for special applications where stand-
ardised particle sizes are necessary (e.g., capsule formation) (Muschiolik 2007). A clear 
advantage of this technique is the high entrapment yields associated with it; Sugiura et al. 
(2004) reported W/O/W entrapment yields as high as 91%.

A distinct disadvantage of microchannel emulsification is the low production rates usu-
ally associated with the process. However, it is believed that microchannel emulsification 
can be scaled up and meet industrial production rates by using larger microchannel plates 
and multiple microchannel plates (Sugiura et al. 2004).

Microfluidic devices

Double emulsions can be formed using microfluidic devices in two stages. Initially, the 
aqueous (or oil) internal drops are formed periodically upstream at a hydrophobic (or 
hydrophilic) junction (e.g., T-junction); then, in a continuing series, organic droplets 
enclosing the aqueous droplets are formed downstream at a hydrophilic (or hydrophobic) 
junction. Okushima et al. (2004) described a very interesting microfluidic device capable 
of producing multiphase systems of high reproducibility, narrow size distribution of drop-
lets (low coefficient of variation � 2.7%) at high flow rates (up to 2.5 
 103 drops/s). 
Furthermore, by adjusting the relation between break-up rates at the two junctions, the 
number of enclosed droplets can be precisely controlled.

Microcapillary devices

Microcapillary devices, in their more simple form, consist of two coaxially aligned cylindrical 
capillary tubes where the dispersed (inner capillary) and continuous (outer capillary) phases of 
the to-be emulsion are flowing. Formation of the emulsion is the result of the hydrodynamic 
focusing of the dispersed phase, as it exits the inner capillary through an orifice, by the conver-
ging flow of the continuous phase. A microcapillary device that generates double emulsions in a 
single step, allowing precision control of the outer and inner drop sizes as well as the number of 
droplets encapsulated in each larger droplet has been recently reported (Utada et al. 2005).

The production of double emulsions by this method is limited by the drop formation fre-
quency, which varies from 100 to 5,000 Hz. Increasing the production rate for the use of micro-
capillary devices in industrial scale requires the operation of parallel devices (Whitesides & 
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Stroock 2001). Furthermore, the size of the drops obtained using these devices is limited to the 
characteristic cross section of the capillaries (a few microns) to avoid clogging problems.

High- and low-pressure homogenisers

High-pressure homogenisation is the most common method of producing fine emulsions 
in the food industry. It reduces the droplet size of a coarse emulsion, made by traditional 
methods (e.g., high-speed mixers), and it has been proven to be an effective first-stage 
process in the formation of double emulsions. Owing to the high shear introduced into the 
system, its use in the second stage is usually avoided (Muschiolik 2007).

Nonetheless, there have been some publications on double emulsion formation using 
high- or low-pressure homogenisation processes. Benichou et al. (2002) report on the pro-
duction of W/O/W double emulsions using a high-pressure homogeniser with a ‘dual feed’ 
cell. Here, the finely dispersed W/O-phase was emulsified in the external W-phase by mix-
ing in the emulsification chamber under dynamic pressures of up to 600 atm (Benichou 
et al. 2002). Low-pressure emulsification, using a homogeniser with a special orifice valve 
operating at low pressures 1 MPa (in comparison to those involved in high-pressure 
homogenisation), has also been reported to successfully produce stable double emulsions 
(Muschiolik et al. 2006). The inclusion yields for the double emulsions produced by this 
technique were found to be over 90% and not too far from those obtained using a more 
‘gentle’ emulsification process such as membrane emulsification.

Coaxial jet electrospray

In electrospray techniques, emulsification takes place by smoothly stretching the dispersed 
liquid interface by the action of electrical forces until its characteristic length reaches a criti-
cal value (usually in the micro- or nano-metric range) and the interface breaks by capillary 
instabilities yielding an emulsion rather than monodisperse drops. Multiple emulsions (O1/W/
O2) with monodispersed droplets have been produced by the coaxial jet electrospray technique 
(Marín et al. 2007). This method is able to reach the sub-micron scale if the dielectric host liq-
uid (O2-phase), the conductive liquid (W-phase) and the insulating liquid (O1-phase) are care-
fully selected. The conductive liquid (W-phase) is injected through an annular gap between 
two needles, whereas the inner insulating one (O1-phase) is injected though the inner needle. 
Conductive liquids with high viscosity are required for the dispersion in the outer insulating 
O-phase. This technique has the capability to generate droplets with diameters in the sub 
micro-metre range depending on the conductivity of the liquid (Marín et al. 2007).

9.2.3.3 Stability of double emulsions

The main physicochemical mechanisms by which destabilisation of a double emulsion may 
occur are related to either the specific interactions between the mixture of emulsifiers used 
for its formation or the existence of an osmotic pressure difference between the internal 
droplets and the continuous phase.

For instance, a W1/O/W2 emulsion contains both water-in-oil and oil-in-water-type emul-
sions and therefore requires the presence of at least two emulsifiers, one that is predom-
inantly hydrophobic, stabilising the primary W1/O emulsion, and one that is predominantly 
hydrophilic, stabilising the secondary O/W2 emulsion. The hydrophobic and hydrophilic 
emulsifiers are added to the oil and continuous aqueous phases, respectively. These two 
emulsifiers may interact at the external water/oil interface and interfere with each other’s 
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stabilising performance. This leads to the overall destabilisation of the double emulsion 
according to one or a combination of all of the following scenarios: (i) coalescence of 
the oil droplets (primary emulsion) leading to larger droplets, with subsequent creaming; 
(ii) coalescence of the dispersed inner droplets of the primary emulsion, resulting in coarser 
double emulsions and (iii) coalescence of the inner droplets with the outer phase due to 
rupture of the thin film that forms between the external and the inner small droplets.

In addition, the stability of a double emulsion (e.g., W1/O/W2) can be seriously comprom-
ised by the existence of an osmotic pressure difference between the external continuous 
water phase (W2) and the inner small water droplets (W1).

The stability of a multiple emulsion is therefore greatly dependent upon such parameters as 
the choice of the emulsifier (or emulsifier mixture) and the control of the osmotic gradient.

Choice of emulsifier

Mixtures of monomeric surfactants. In multiple systems (e.g., W/O/W), 
and because the curvatures of the two types of monolayers are opposite, a mixture of 
monomeric surfactants is normally used, one of low HLB and another of high HLB, to 
stabilise the internal (W/O) and external (O/W) interfaces, respectively. However, the 
presence of two different surfactants is a major source of instability in multiple emulsions 
because they tend to migrate from one interface to another, thus considerably shortening 
the emulsion lifetime (Ficheux et al. 1998).

Polymeric emulsifiers. Owing to the aforementioned limitations of monomeric 
surfactants, there is a need for amphiphilic structures that would provide additional 
stabilisation to the thermodynamically metastable emulsions. The use of naturally occurring 
polymeric emulsifiers, such as gums and proteins, has long been known in practice. These 
macromolecules might adsorb at the interface in a slow process, but once adsorbed, they 
form an interfacial layer comprising loops and tails, well anchored into the oil and aqueous 
phases. Both naturally occurring and tailor-made polymeric emulsifiers are known to 
provide better interfacial coverage and furthermore to increase the stability of an emulsion 
by steric stabilisation or, if charged macromolecules are used, by electrostatic stabilisation.

Solid particles as emulsifiers. The ability of solid particles of colloidal size to 
kinetically stabilise emulsions, in the same way that surfactant molecules can, has been 
demonstrated since the beginning of the last century (Pickering 1907; also see Section 
9.2.2). Unlike low-molecular-weight surfactants, solid particles in Pickering emulsions are 
irreversibly (the energy required to remove it is very high ~2,750 kT ) anchored at the oil/
water interface, providing a mechanical barrier against coalescence (Arditty et al. 2004).

The use of solid particles in the formation of double emulsions offers increased stabil-
ity because, unlike monomeric surfactants, migration of particles from the inner to the 
outer interface, or vice versa, is expected to be minimal after emulsion formation (Binks 
2002). Both W/O/W and O/W/O double emulsions stabilised solely by solid particles have 
been reported (Barthel et al. 2003). The W/O and O/W interfaces are stabilised by particles 
only differing in their hydrophobicity and the produced double emulsions are claimed to 
be stable against coalescence for over a year (Barthel et al. 2003). Careful selection of the 
particles, used for the formation of these systems, as well as careful manipulation of their 
surface properties (hydrophobic/hydrophilic properties) are crucial for enhanced stability.

What has yet to generate any significant interest in the scientific community is the use 
of a mixture of particles and monomeric surfactants acting as the emulsifier in multiple 
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(but also simple) emulsions. By using such an approach, and if the mixture of emulsifiers 
is carefully selected, what arises is the potential of precisely controlling the positioning 
of the particles on the interface (by effecting their contact angle θ), via carefully regulat-
ing the surfactant concentration in the mixture. The same particles could therefore be used 
to stabilise both W/O and O/W interfaces only by changing the surfactant concentration 
in the system and in effect the curvature of the interface between the oil and the water 
phases.

Control of osmotic pressure

A great source of instability in double emulsions (e.g., W/O/W) is the Laplace pressure 
associated with the small internal droplets, which results in water diffusing from the inner 
to the outer water phase. There are two mechanisms suggested in the literature for the trans-
port of water and/or water-soluble addenda through the oil phase in a W/O/W emulsion, 
resulting in swelling or shrinking of the inner water droplets and finally inversion to an 
O/W emulsion. The two mechanisms put forward by Kita et al. (1977) are: (i) transport of 
molecules through a ‘thin lamellae’ of surfactants which partially form in the oil layer due 
to fluctuation of its thickness and (ii) transport of molecules across the oil layer by being 
incorporated in ‘reverse micelles’. Colinart et al. (1984) have suggested one more possible 
way for the water transport, which occurs via hydrated surfactants. Wen and Papadopoulos 
(2001) observed single W1/O/W2 double emulsion globules through capillary video micro-
scopy and suggested that the water transport process, when the W1 droplets were at vis-
ual contact with the W2 phase, is controlled by  transportation through a ‘thin lamellae’ of 
surfactants, whereas for non-contacting W1 and W2 phases, the process is controlled by 
transportation via ‘reverse micelles’.

9.2.4 Air-filled emulsions

This section addresses two new and potentially important developments in emulsion sci-
ence, and although the bulk of this chapter covers the formation, processing and properties 
of emulsions, an important consideration is the incorporation of gas as an air-filled emul-
sion, which have the potential for immense benefit in microstructural design. The definition 
of an ‘air-filled emulsion’ does require careful thought and description. However, the sim-
plest way to think about these structures is to consider air as an immiscible liquid, which 
as an emulsion has the physical size and surface chemistry and are intended to extend the 
functionality of the foams, now termed air-filled emulsions, into new areas.

In air-filled emulsions, the air/water interface is modified so that rupture and coarsening 
are reduced, and the emulsion may flow and disperse within a bulk medium in a similar 
fashion to a traditional oil/water system. Importantly, the new functionality that air-filled 
emulsions can offer for food systems is a route to a reduction in fat or calorie density 
(Norton et al. 2007).

The overriding limitations of creating this new class of emulsion are Ostwald ripen-
ing and creaming. Creaming of the emulsion depends on a number of parameters and is 
described by the following relation (Langevin 2000):
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where V is the creaming (or in other situations, sedimentation) rate, R is the radius of the 
air cell, ρg is the density of the gas phase, ρl is the liquid-phase density, g is the acceleration 
due to gravity and η is the bulk fluid viscosity. Obviously, a number of terms in equation 
(9.2) are beyond manipulation, for example, g, ρg and ρl. However, sufficient terms still 
remain so that a plausible and now tested design may be considered. Explicitly, manipula-
tion of the air cell size and the relative viscosity between the air and the continuous phase 
might be made to minimise the creaming of air-filled cells. Most obviously, setting of the 
bulk phase as seen in bread or cakes would eliminate this concern. Similarly, a reduction 
of the radius of the air cells would also reduce the creaming rate, as well as affecting the 
emulsion viscosity and importantly the mouthfeel of the emulsion.

For small molecular weight surfactants, the operational space for manipulating the radius 
is somewhat limited Tchuenbou-Magaia et al., 2009. The route chosen to stabilise the air 
cells was to use proteins to act as the interfacial stabilising material (Damodaran 2005).

Recently, a novel class of proteins, the hydrophobins (Wösten et al. 1993; Wessels 
1997), have been identified as having unique properties at air/water and water/oil inter-
faces. These proteins are ubiquitous in the filamentous fungi and perform a variety of 
physio logical roles. However, when exposed to interfaces, they will aggregate from the liq-
uid phase to form a gelled protein layer with strong elastic properties (Wilde et al. 2004; 
Cox et al. 2007). These papers add a cautionary note to the use of proteins mixed with sur-
factants; this is discussed further below.

Tchuenbou-Magaia et al. (2009) recently showed that hydrophobin-rich extracts from 
Trichoderma reesei could be used to stabilise both water and oil droplets at the same time 
with up to 60% air within the emulsion (70% final phase volume). A mean air cell size 
of 5 μm was produced. These air droplets were remarkably stable over time and were 
sufficiently robust to withstand manipulation after the emulsion was made, for example, 
spooning from the container and shearing in a rheometer. However, challenges remain and 
although creaming (even after reasonably long storage) was not a significant factor, con-
cerns over coalescence and Ostwald ripening will need to be addressed. During the experi-
ments, an initial period of ripening and subsequent insignificant loss from the emulsions 
was observed. This was followed (after approximately 24 h) by an extended period of sta-
bility, up to months, where the coarsening process was arrested and the emulsion remained 
triphasic. The effect was explained by the physical properties of the hydrophobins, as once 
assembled, the protein aggregate and cross-link to form a continuous layer around the air 
or oil droplet.

In other work the order of addition of the hydrophobins was found to be important. If the 
protein extract was added to the oil and then the water slowly added (along with entrained 
air), then the characteristic 5 μm air droplets did not form, although if the usual routine of 
adding the protein to the water was followed, then air droplets could be formed. These find-
ings are starting to reveal a potential manufacture process. Care needs to be taken that the 
manufacturing schedules account for quiescent holding of product to allow for maturation, 
the energy input for the formation of the emulsions must be controlled and the exposure of 
the stabilising protein to the differing interfaces must be controlled. Or, indeed, the use of 
mixed emulsifiers for the different phases might be explored although protein/surfactant 
mixtures have been identified as potentially weakening interfaces (Wilde et al. 2004).

Certainly, all of these concerns are easily addressed. A variety of foods undergo a holding 
time to allow for their microstructure to form, for example, ice cream; the new technolo gies, 
such as rotating membranes, are now offering low-energy emulsification processes, and if it 
is appropriate to use mixed emulsifiers, then split stream processing (two  fractions of the 
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final product are prepared independently and mixed later in the manufacturing process) 
might overcome the potential problems of mixing at interfaces. If and when these consid-
erations are addressed, then air-filled emulsions will offer the ultimate ‘low-fat’ ingredient.

9.2.5 Water-in-water emulsions

Aqueous biopolymer mixtures are commonly used in a variety of industrial formulations 
to impart a specific flow behaviour, texture, appearance and, where required, tactile and 
oral properties to products (Tolstoguzov 1996; Lundin et al. 2000; Norton & Frith 2001). It 
has been long appreciated that biopolymers when mixed in aqueous solutions often phase 
separate to give two immiscible phases that mainly contain water (Albertsson 1995), hence 
the term ‘water-in-water’ emulsions. Phase separation in these aqueous two-phase systems 
results in microstructures often compared to those found in conventional oil-in-water (O/W) 
or water-in-oil (W/O) emulsions. Recent work concluded that biopolymer emulsions are 
governed, to a great extent, by the same physical principles, including the rules for drop-
let break-up and droplet coalescence, as for conventional emulsions, and can be treated as 
such both in theory and in practice (Foster et al. 1996). When phase separation occurs in 
the absence of an applied flow field, the included phase normally forms spherical domains, 
the size of which usually ranges between 2 and 20 μm (Norton & Frith 2001).

Nonetheless, some differences between conventional emulsions and aqueous two-phase 
biopolymer systems do exist, and they usually arise from the fact that both the immis cible 
phases in the latter systems are mainly water. Exceptional features of water-in-water emul-
sions are the partial miscibility and very small interfacial tension between the two immiscible 
water phases. Interfacial tensions for liquid biopolymer–biopolymer interfaces were shown 
to be in the range of a few micro Newtons per metre (Forciniti et al. 1990; Ding et al. 2002, 
2005). Additionally, in the case of water-in-water emulsions, there is no need for stabilising 
the emulsion droplets against creaming or sedimentation as the densities of the two (mainly 
water) phases are essentially the same, and therefore, both types of instability are rather slow 
processes (Aymard et al. 2000; Ding et al. 2002). In contrast to conventional water–oil emul-
sions, stabilisation against coalescence in water-in-water emulsions cannot be achieved by 
using surfactants because, due to the absence of a hydrophobic phase in the system, they 
show no preference in adsorbing at the water–water droplet interface and tend to remain in 
the bulk water phases in self-aggregated form (micelles). Therefore, in water-in-water emul-
sions, and because droplets coming in contact do  coalesce (Ding et al. 2002) in the same 
way as oil or water droplets in classical O/W or W/O emulsions, gelation, of one or both of 
the phases, is used to kinetically trap the emulsion structure and induce long-term stability 
(Lorén et al. 2001). This kinetic stability can then be used to induce structural breakdown as 
the product is used, for example, eating (Norton et al. 2006b) or application to skin.

The quality of water-in-water emulsion-based products often depends on the morph ology 
and structure of these mixtures, which in turn strongly depends on the interfacial tension 
between the two immiscible phases. It is consequently very important to understand the 
phase behaviour, rheological behaviour and other factors affecting phase morphology and 
structure of such systems (e.g., effects of processing).

9.2.5.1 Phase separation

General considerations and thermodynamic aspects

As already mentioned, limited miscibility in aqueous mixtures of biopolymers is a rela-
tively common phenomenon and so is frequently encountered in industrial formulations, 
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either because the system naturally contains mixed polymers (e.g., food applications) or 
because mixtures of polymers are used to impart certain properties. Sometimes applications 
involving aqueous biopolymer mixtures take advantage of the phase separation phenom-
ena (e.g., aqueous two-phase partitioning; Albertsson 1995), whereas at other times what 
is required is a single-phase system, in which case phase separation is an unwanted side-
effect. However, regardless of whether phase separation is a desirable or undesirable event, 
it is essential to know when it takes place and which are the (system-specific) parameters 
that affect it.

But why is phase separation such a common phenomenon in aqueous mixed biopoly-
mer systems? The answer to this question lies within the thermodynamics of these systems. 
Miscibility in a multicomponent system is governed by the free energy of mixing and there-
fore the entropy and enthalpy of mixing. In a mixture of small molecules (or low-molecu-
lar-weight components), the large entropy of mixing is the dominating factor resulting in 
complete miscibility. However, in a system containing relatively large components (such 
as a high-molecular-weight biopolymer aqueous mixture), the much lower entropy of mix-
ing per unit weight no longer dominates and demixing can occur. Although this is entropi-
cally unfavourable, the enthalpy term is advantageous, as ultimately the molecules prefer 
to have neighbours of similar structure. This is, particularly true when, as the temperature 
is lowered the molecules start to interact and order. It is these interactions between the seg-
ments of the different polymers that dominate the free energy of mixing. If the interac-
tion between the segments is repulsive (Zeman & Patterson 1972), phase separation occurs 
above certain polymer concentrations, and the two polymers will collect separately in two 
opposite phases—what is known as ‘segregative type’ of phase separation (Piculell & 
Lindman 1992). If, however, the interaction between the two polymers is attractive, as is 
the case between two oppositely charged polyelectrolytes, the two polymers will collect 
in the same phase and the result is a system with one phase enriched in both polymeric 
components existing in equilibrium with another phase poor in both—what is known as an 
associative type of phase separation (Piculell & Lindman 1992).

The presence of charged groups on one of the polymers has a profound influence on the 
phase behaviour (Perrau et al. 1989). If no added salt is present in the system, the counteri-
ons resulting from the dissociating polyelectrolyte are forced to follow their parent macro-
molecules into the phase in order to render the system electroneutral. The resulting entropic 
disadvantage of segregating the co-ions is so large that phase separation is often suppressed 
(Piculell et al. 1995). Addition of salt to the system reduces the impact of this increased 
entropic term, and phase separation increases as the salt concentration increases (Perrau 
et al. 1989; Piculell & Lindman 1992; Piculell et al. 1995).

Phase diagrams

In water-in-water emulsions, knowledge of the polymers’ compositions where phase separ-
ation is taking place as well as the composition of polymers in the co-existing phases is 
essential. The composition of polymers needed to induce phase separation in an aqueous 
biopolymer mixture can be determined by the cloud point method (Aymard et al. 2000). 
Alternatively, the composition of the separated phases can be measured by direct chemical 
and/or physical analysis (Pudney et al. 2004).

The obtained polymer compositions of a water-in-water emulsion can then be used to 
produce the phase diagram of the system; for example, Figure 9.3 shows a phase diagram 
for a segregative aqueous mixture. The solid curve is called the phase curve or binodal, 
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and it represents the borderline between systems that are completely miscible (single-phase 
region) and those that exhibit phase separation (two-phase region). For example, an aque-
ous mixture containing polymer concentrations depicted by point B will phase separate 
giving two co-existing phases of concentrations depicted by points A and C.

Before leaving the phase diagram, there is one further consideration worth covering—
that of phase volume. As with any phase diagram, moving the composition of the system 
along a tie-line changes the relative volumes of the resulting co-existing phases, according 
to the relative lengths of the tie-line to the binodal, but the composition of the polymeric 
components in these individual phases remains the same. Therefore, at the middle point of 
the tie-line, a water-in-water emulsion with co-existing phases each occupying 50% of the 
system’s volume will be produced. It is in this region that the microstructure of the system 
becomes ‘confused’ as both phases are in volumetric balance and both exhibit the same 
tendency towards becoming the continuous phase. As a result, bi-continuous systems are 
often observed. As with oil/water systems, on either side of the midpoint the phase with the 
greatest phase volume forms the continuous phase. This region of bicontinuity can occur 
over phase volume ranges as high as 10% (Foster et al. 1996). This is consistent with the 
lower interfacial tension in the mixed biopolymer system, which is discussed later.

Modelling of demixing in water-in-water emulsions

Modelling of the phase behaviour of polymers in aqueous solutions was first attempted by 
Flory (also known later as the Flory–Huggins theory) in his pioneering work (Flory 1953). 
Even though its accuracy was later proven poor, the general concept of the theory is still 
considered to grasp the gross thermodynamic features of these mixtures (Cowie 2001). 
Since then, the ability to predict the phase behaviour of water-in-water emulsions has 
received a great deal of attention both for fundamental reasons and also to facilitate the use 
of such systems in engineering processes (Tolstoguzov 1996).
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Fig. 9.3 Phase diagram of a segregating Polymer 1–Polymer 2 aqueous biopolymer mixture.
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Mechanisms of demixing

The mechanism(s) by which phase separation occurs needs to address both the initial stages 
of phase separation and the processes by which ripening of the phase structure occurs.

Phase separation is driven via two mechanisms, either nucleation and growth or a spin-
odal decomposition (Butler 2002). A reduction in temperature reduces the entropy of the 
mixture, leading to an increased incompatibility in the system. In biopolymer systems, 
molecular ordering often occurs resulting in increased molecular weight, giving a reduced 
entropy penalty for the formation of two phases and may also change the Flory–Huggins 
interaction (χ) parameters (Lorén et al. 2001). In fact, in gelatin/maltodextrin (Aymard 
et al. 2000; Lorén et al. 2001; Norton & Frith 2001; Williams et al. 2001), a system that 
has been widely studied, it has been suggested that depending on the composition of the 
mixture and the temperature history applied to it, either of the above mechanisms can drive 
the separation process. However, ordering-induced phase separation is the dominant mech-
anism (Williams et al. 2001).

As with synthetic polymers, it is possible to construct a spinodal on the phase diagram 
(Figure 9.4), which separates the metastable and unstable regions of the two-phase system. 
If we then start with a homogeneous mixture and change the conditions so as to move into 
the two-phase region, then the mechanism by which two phases are formed depends on the 
position relative to the spinodal. If, after the change in conditions, the mixture lies within 
the spinodal line on the phase diagram (i.e., in the unstable region, point A in Figure 9.4) 
then the mechanism of separation will be via spinodal decomposition. However, if we move 
to a position between the spinodal and the binodal (the metastable region, point B in Figure 
9.4), then phase separation will follow a mechanism involving nucleation and growth.

Once the droplets have formed, they can start to ripen. Ultimately, in many systems, 
if this process is allowed to continue unchecked, then bulk phase separation is expected. 
Light scattering evidence (Butler & Heppenstall-Butler 2001) indicates that the increase in 
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size goes as t0.5 suggesting a diffusion-controlled mechanism, as might be expected. As the 
system continues to ripen, then microscopic evidence shows that a coalescence of droplets 
also occurs (Foster et al. 1996).

9.2.5.2 Interfacial tension

The morphology and structure of water-in-water emulsions strongly depend on the inter-
facial tension between their co-existing phases (Ding et al. 2002). Surprisingly enough, 
there are only a few studies in the open literature reporting on the interfacial tension in 
aqueous phase-separated polymer–polymer systems (Bamberger et al. 1984; Ding et al. 
2002, 2005). This is primarily due to the fact that techniques used for the measurement of 
interfacial tensions in conventional O/W or W/O emulsions (such as spinning or pendant 
drop) either cannot be used or give poor accuracy. The reason for this is the low interfacial 
tensions in water-in-water emulsions and the very small density differences between the 
co-existing phases in these systems.

Recently, a number of groups (Guido & Villone 1999; Wolf et al. 2000; Ding et al. 
2002) have adopted the approach of measuring droplet deformation in a controlled applied 
flow field to calculate interfacial tensions in a number of different systems. The technique 
involves observation of single drop deformation in an applied flow field and the relaxation 
of shape after cessation of flow, and thus avoids problems associated with small density 
differences. These data are then used in combination with knowledge of the flow behaviour 
of the two biopolymer phases and models for the drop deformation to give the interfacial 
tension (Guido & Villone 1999).

The calculated interfacial tensions have been found to be in the range of 0.5–500 μN/m 
(Ding et al. 2002), that is, two to three orders of magnitude lower than in typical oil/aqueous 
systems (Zaslavsky 1995). This is mainly because in water-in-water emulsions, the interface 
is formed by two high water content (�80–90%) phases. It is quite interesting to ponder the 
meaning of an interface in a biopolymer de-mixed system, more than 90% of which is solv-
ent that can move unhindered between the phases. As yet, there is almost nothing known 
regarding the structure of the interface between these aqueous phases, mainly because the 
techniques for studying this require more contrast than is available in biopolymer mixtures.

What has been reported (Bamberger et al. 1984; Forciniti et al. 1990) though is that 
interfacial tension in aqueous biopolymer mixtures depends on the molecular weight and 
total concentration of both polymers in the system. Furthermore, it has been found that 
interfacial tension experimental data can be correlated either with the tie-line length (TLL) 
or with the difference between the concentrations of the polymers in the co-existing phases 
(Bamberger et al. 1984; Forciniti et al. 1990; Ding et al. 2002). The interfacial tension in 
these systems has also been found to somewhat depend on the concentration of additives 
such as salts (Bamberger et al. 1984).

9.2.5.3 Rheological behaviour

In order to facilitate the use of biopolymer mixtures in industrial applications, knowledge 
of their flow properties and morphology during flow processing is of great importance 
(Lundin et al. 2000, Norton & Frith 2001). For this reason, rheological investigation of 
aqueous biopolymer mixtures (or aqueous biopolymer ‘blends’) has been extensively per-
formed (Stokes et al. 2001; Wolf et al. 2001; Wolf & Frith 2003; Ding et al. 2005). The 
apparent viscosity of these aqueous two-phase systems depends on the viscosity of the con-
tinuous phase, the viscosity ratio (λ), the chemical compositions of the individual phases 
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(Wolf & Frith 2003) and the phase volume of the dispersed phase, and generally increases 
with increasing phase volumes of the dispersed phase (Wolf & Frith 2003). Hence, aque-
ous biopolymer mixtures exhibit a shear viscosity/composition dependence pattern similar 
to that of conventional O/W and W/O emulsions (Pal 2001).

The blend viscosity also depends on the phase sense. As a result, at the phase inver-
sion composition, the viscosity of water-in-water emulsions should ‘change’. For this rea-
son, there have been reports in the literature where the phase inversion composition (under 
shear) is deduced from rheo-optical investigations (Wolf & Frith 2003) of the blends or 
calculated by simple empirical models (Utracki 1991).

Finally, the shear viscosity of aqueous biopolymer mixtures has been found to depend 
on the blend morphology (microstructure) under shear. The relationship between micro-
structure and rheology in two-phase polymer mixtures has been the subject of a number 
of studies (Utracki 1991; Ziegler & Wolf 1999; Jeon & Hobbie 2001; Wolf & Frith 2003). 
A plethora of different structures have been reported for aqueous biopolymer blends under 
shear, ranging from simple droplet-like morphologies to systems where string-like phases 
develop (Jeon & Hobbie 2001; Wolf & Frith 2003).

9.2.5.4 Kinetic trapping

The phase morphology and structure in many biopolymer mixtures can be kinetically 
trapped by the gelation of one or both of the phases. Using droplet size measurements 
obtained through turbidity measurements, it has been demonstrated that gelation of one or 
both phases will arrest the process of ripening of the phase structure (Williams et al. 2001). 
By variation of the quench depth, it then becomes possible to produce biopolymer gel 
‘composites’ with a range of trapped microstructures and properties (Norton & Frith 2001).

When biopolymer mixtures are subjected to industrial processes, the additional factor of 
a flow history is superimposed on the phase separation/gelation history. This can of course 
have quite dramatic effects on the final microstructures and textures produced. A consider-
able literature already exists on this subject for biopolymers (de Carvalho & Djabourov 
1997; Wolf et al. 2000). In mixed systems, the simplest effect of shear while separation, 
molecular ordering and gelation are occurring is to reduce the particle size of the included 
phase and to stabilise the microstructure while the kinetic trapping occurs. This can be 
used to make a phase-separated biopolymer system that has droplet sizes in the range of 
1–10 μm (Foster et al. 1996).

Application of shear to biopolymer mixtures undergoing gelation can also influence the 
phase sense of the system and in some cases induce phase inversion. For instance, if gel-
ation of both phases in a mixed system (7% gelatin/9.5% maltodextrin) is induced quies-
cently, we consider the mixture will normally form a gelatin continuous composite (Foster 
et al. 1996). In the liquid state, the application of shear does not cause any phase inversion. 
However, if shear is applied as the mixture is cooled through the gelation temperature, then 
a phase inversion to a maltodextrin continuous system occurs. This is believed to occur 
because, as the mixture is cooled, the gelatin orders first and the viscosity of its phase 
increases and becomes greater than that of the maltodextrin-rich phase. As with oil/water 
emulsions and polymer blends, the application of shear to such a mixture leads to the phase 
with the highest viscosity becoming the included phase (Han et al. 1998). By confirming 
the idea with other concentrations and different biopolymer mixtures, it appears that this 
general rule for O/W emulsions and blends seems to hold true in mixed biopolymers as 
well (Foster et al. 1996).
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Under certain conditions of applied shear or elongational flow, it is possible to use gel-
ation to trap the dispersed phase in an anisotropic morphology (Antonov et al. 1980; Wolf 
& Frith 2003). Once these asymmetric particles have been formed, they will exhibit differ-
ent rheological properties to those possessing a quiescently cooled, spherical phase struc-
ture; see Section 9.2.5.3.

9.3 Future challenges

9.3.1 Better mechanistic understanding of 
the emulsification process(es)

At the moment, there is no detailed mechanistic understanding of emulsion formation and 
behaviour in the homogenisation or emulsification processes. This is not to say that the 
individual steps have not been identified, that is, break up via tip streaming and stretching 
in elongational flow or that coalescence is a consequence of droplets coming together with 
film drainage. Nonetheless, the challenge that remains is to work out the relative import-
ance of the different steps in the mechanism and how these change according to the pro cess 
used, that is, impinging jets or high-pressure homogenisation with a valve. Some initial 
work has been reported by Schubert and Engel (2004) who developed a technique to study 
the relative rates of break-up and back coalescence in defined flow fields, for example, 
turbulence. This is a challenge still for oil and water emulsions, but when we consider other 
more complex emulsions, the challenge is even greater. For air-filled emulsions, the steps 
in the mechanism are not clear; for instance, how can an air cell break up in flow when the 
relative viscosities of the two phases are so different? With a Pickering-stabilised emulsion, 
partial coverage of the interface increases the rate of coalescence in turbulent flow; how-
ever, when the surface is fully covered with particles, coalescence is arrested. Thus future 
challenges are to understand why this happens, what the detailed mechanisms are including 
how the particles get to and enter the interface. For instance with crystallising particles, do 
they get swept to the interface and then are wetted or do they crystallise at the interface, 
and does the droplet size determine the particle size or does the particle size determine the 
droplet size?

9.3.2 Improved emulsification processes

As mentioned throughout this chapter, the emulsification processes have been designed from 
a standpoint of the more shear is introduced into a mixture of oil and water the smaller the 
final droplet size will become. Thus the approach has been to increase the energy input into 
the system by increasing the pressure of the process—homogenisation. This hypothesis is 
clearly limited as the amount of energy required to increase the surface area of the emul-
sion is less than 1% of the total energy input with the rest of the energy converted to heat. 
This fundamental assumption is now being challenged. As the mechanistic understanding is 
growing, processes will be developed to control and influence the rate-limiting step. Nano-
emulsions using food grade materials and limited amounts of emulsifiers that are kinetically 
trapped for delivery of bioactives will prove a future challenge. Obviously, using classical 
homogenisation/emulsification processes is not the way forward. However, for bulk produc-
tion of consumer goods, the current microchannel techniques are not going to be scalable 
for some considerable time. These techniques have shown that production of droplets in the 
nano-scale is possible. A scale-up of these processes will form a future challenge.
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Smaller, more intense processes will be required for distributed manufacture. As people 
want their products personalised for both personal care and food, the market will become 
more segmented. This will be for diet and health needs and for their personal care require-
ments. As energy and environmental issues grow in importance, more energy-efficient 
processes will be required and will challenge the emulsion engineers. Gentler processes are 
necessary and a significant challenge will be to deliver delicate molecules to specific points 
in the human GI tract, and many of the microstructures needed are delicate and are dam-
aged by the shear in the process.

Double emulsions offer great opportunities; however, the process for their production 
is a challenge. The first (inner) emulsion needs to have small droplet, at most a few microns, 
which need to be stable through the second emulsification process. High shear  emulsification 
processes are problematic as they cause damage to the inner phase and leakage. There 
are a few reports about ways around this problem but there is work still to be done. 
The  double emulsions need to be stabilised over long periods of time with zero mixing 
of the two water or oil phases. If this is not achieved, then any segregated molecules will 
not survive.

9.3.3 Designed emulsions for improved nutrition and health

Emulsions can be used to impact on nutrition and health of the public (Norton et al. 2006a, 
2007). This can be achieved via a reduced calorific food in which emulsions are designed 
to give all the sensory properties of high-fat products with lower calorific content and the 
addition and delivery of micronutrients in a way that is not detectable to the consumer. 
These have been discussed in detail in the double emulsion and air-filled emulsion sections 
of this chapter. A challenge will be to design these more complex emulsions in such a way 
as they are stable on storage but behave in the mouth to ‘fool’ the senses. This will require 
emulsions to be designed to have the required rate of breakdown and flavour release while 
coating bio-surfaces and imparting the required tribological response.

9.3.4 Reduced use of surfactants for environmental reasons

Emulsions with lower surfactant levels and/or natural surfactants will be required in order 
to reduce the ‘chemicals’ going into the environmental and thus reduce the environmental 
impact. The replacement of synthetic surfactants with natural unmodified materials will be 
a challenge in itself, as will the use of Pickering stabilisation, which will play a key role in 
this area as Pickering emulsions allow reduced usage of surfactants. One of the challenges 
will be to find particles that are environmentally acceptable. It is most likely that these 
natural particles will be mixed with emulsifiers. The study of particles and surfactants in 
combination has been of academic interest for more than 100 years. However, the use of 
such systems is limited as a consequence of the difficulty of processing. One of the major 
problems is that as the emulsion interface is stretched in the process, the particles cannot 
move faster enough to cover the interface and give stability. This results in ‘naked’ inter-
face which causes coalescence in the process.
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10 Solid–liquid mixing

Mostafa Barigou

10.1 Introduction

Mechanically agitated vessels are used in the formulation and manufacture of a wide var-
iety of food products. A typical configuration of a stirred vessel is shown in Figure 10.1. 
Solid–liquid systems are the most common of those processed in these vessels. The reasons 
for processing solid–liquid systems in mixing equipment of this type include: (i) promotion 
of heat/mass transfer or chemical reaction between the solid and liquid phases; (ii) creation 
and maintenance of a relatively uniform dispersion of settled or floating solid particles in a 
fluid; (iii) promotion of particle dissolution or crystal growth; (iv) use of gentle, low shear 
action of the mixer to suspend the particles and cause inter-particle collisions to promote 
flocculation in a low-intensity turbulence field; and (v) establishing a uniform particle dis-
tribution in an effluent stream when a vessel is emptied. Typical solid–liquid applications in 
the food industry include suspension withdrawal from a stirred vessel used as a premixer or 
holding vessel, crystallisation, fermentation, dissolution, development of structure, rehydra-
tion of dried solids and mixing of fine powders in liquids. These systems represent a very 
high proportion (�80%) of mixing applications in the entire process industries. The design 
of mechanically agitated vessels for solid–liquid mixing, however, still remains as much an 
art as a science, and for many applications, it cannot be carried out from first principles.
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Fig. 10.1 Typical configuration of a stirred vessel used for solid–liquid mixing.
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Suspensions can generally be categorised into two broad classes on the basis of their 
particle size: (i) fine particle suspensions in which particles are fairly uniformly distrib-
uted in the liquid with little separation occurring; and (ii) coarse suspensions in which the 
solid phase, if heavier than the liquid, tends to separate out. Though such a classification 
is evidently not very clear-cut, as it is influenced by a number of other factors including 
solids loading and the nature of the flow field, it serves as a useful practical basis for clas-
sifying the general behaviour of solid–liquid suspensions. Food particles in particular are 
usually large (typically 1–25 mm) and the suspending medium may be a viscous and/or 
non-Newtonian fluid and may itself consist of a dispersion of small particles (e.g., colloidal 
to 10s of microns size).

It is worth noting that virtually all the knowledge in this field has stemmed from chem-
ical engineering research. Therefore, food-related materials have not been used in the 
majority of the published works. In particular, non-Newtonian materials have not received 
sufficient attention and large particles of the order of a centimetre or more which are more 
relevant to food applications have not been researched in any significant way. However, 
most of the mixing rules that have been established can usually be applied as a first approxi-
mation to the design of food mixing operations, although some experimentation and pilot 
study using the actual systems may often be necessary.

The solid particles discussed here will be assumed to be stable in suspension and do 
not influence the rheology of the suspending fluid. Notwithstanding any particle attrition 
caused by inter-particle and particle–impeller interactions or even fluid shear, the par-
ticles are considered to be present as separate entities and not as flocs or weak agglom-
erates whose stability is affected by the mechanical mixing process. The discussion in 
this chapter will focus mostly on the suspension of the larger type of particles. Fine par-
ticles which tend to form rheologically complex pseudo-homogeneous slurries are briefly 
addressed in a separate section. The ingestion and dispersion of fine powders and floating 
particles in liquids is beyond the scope of this chapter.

10.2 Regimes of solids suspension and distribution

The state of suspension in a stirred vessel can be defined in a number of ways. In a design 
or scale-up problem, it is important to use the appropriate definition and correlation as dif-
ferent processes require different degrees of suspension. The basic common states of sus-
pension are described in the following sections in the order of increasing homogeneity.

10.2.1 State of nearly complete suspension with filleting

Most of the solid particles are suspended while a small fraction is allowed to loosely aggre-
gate and form fillets on the base of the vessel in relatively stagnant regions behind baffles, 
in corners or below the agitator. This state of suspension may sometimes be acceptable pro-
vided the fillets do not grow and the solids do not cake. This, however, would be undesir-
able in operations such as crystallisation or where mass/heat transfer is involved.

10.2.2 State of complete particle motion

No fillets exist, and solids that are not suspended are in a state of motion along the base 
of the vessel. These particles will have considerably reduced mass/heat transfer coef-
ficients than the suspended ones because of their non-uniform exposure to the liquid. Such 
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a condition, however, is sufficient in some cases such as the dissolution of highly soluble 
solids even if only a relatively small fraction of solids are suspended.

10.2.3 State of complete off-bottom suspension

In this state, all solids are suspended and no particle remains at the bottom of the vessel for 
more than 1 or 2 s approximately, a condition known as Zwietering’s criterion (Zwietering 
1958). Under this ‘just suspended’ condition, the maximum solid area is exposed to the 
fluid but there are usually concentration gradients in the vessel, and there may be a signifi-
cant region of clear liquid near the top. Much of the mixing research in this area has been 
devoted to the determination of the minimum agitation speed, Njs, necessary to achieve this 
state of suspension. As such, Njs is one of the most important design requirements. This 
is usually measured in a well-illuminated, transparent vessel by gradually increasing the 
impeller speed until the condition is visually satisfied. It should be noted, however, that 
whilst the concept of Njs is simple, its accurate measurement is not, especially under condi-
tions of high solids concentration, as generally found in real industrial processes, or where 
a third gas phase is also present. Determination of Njs tends to be somewhat subjective and 
measurements by different workers can differ by a significant margin. However, in a given 
experiment, a single experimentalist can achieve results with a good precision.

Complete suspension is often an energy-intensive operation with power requirements of 
the order of 1 kW m�3 being rather common, depending on impeller and vessel geometry. 
A more relaxed definition of Njs would include the state of nearly complete suspension 
with filleting, as described above. As power dissipation is proportional to N3, this state of 
suspension offers substantial savings in power requirement compared to Zwietering’s criter-
ion, which may more than outweigh the deficiency in suspended solids.

10.2.4 State of homogeneous or uniform suspension

Homogeneous suspension exists when the solids are practically uniformly distributed 
throughout the vessel volume, that is, there are no solids concentration gradients, and for 
a polydisperse system, the particle size distribution should also be approximately the same 
everywhere. This condition is required when it is necessary to obtain uniform treatment of 
all the particles, when a suspension must be discharged at a constant concentration for sam-
pling, for further processing, or for packaging. The process result that the mixing has to 
achieve is that the discharge from the vessel should enable homogeneous filling of pack-
aging lines, for example, meat/vegetable pieces in a sauce or fruit particles in yoghurt. Another 
example would be in a crystalliser where a non-uniform solids distribution may cause high 
local supersaturation levels and hence a non-uniform crystal growth which is undesirable.

In general, a considerably higher power input is required to achieve a state of homoge-
neous suspension than just complete suspension. Such an increase in power demand is 
higher for faster settling particles, as shown in Table 10.1. Food particles are often nearly 
neutrally buoyant, and this should make homogeneity easier to achieve than in many other 
industrial processing applications, where it is not usually economically feasible. In many 
such cases, however, the minimum condition of suspending all particles in the fluid is suf-
ficient to satisfy the process requirements, and thus, industrial suspensions in the process 
industries are often designed to operate under a heterogeneous régime, that is, at Njs or 
slightly above it. Consequently, studies reported in the literature have focussed greatly on the 
determination of Njs.
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At the high impeller speeds generally required to achieve homogeneity, however, there 
is the additional possible problem of surface aeration. Considerable amounts of air can be 
drawn into the vessel, which can have negative effects on the process, especially when mix-
ing very viscous fluids or fluids with an apparent yield stress. Under such conditions, sur-
face aeration must be guarded against to avoid a severe entrapment of unwanted air in the 
suspension which can cause great difficulties, including the mass/heat transport limitations 
that may ensue due to a blanketing of the particle surfaces.

Whilst solids tend to suspend fairly uniformly across the radius of the vessel at agitation 
speeds above Njs, vertical homogeneity is much harder to achieve; the vertical distribution is 
usually non-uniform and is generally characterised by a local maximum occurring above the 
impeller plane giving rise to what is sometimes called a ‘belly plot’ (Barresi & Baldi 1987). 
Visual observation is most commonly used to measure Njs, as discussed earlier, but is also 
used in practice to qualitatively gauge the degree of homogeneity. This is a crude but rapid 
procedure which enables a quick basic comparison to be made between different geometries 
or processing conditions, and can enable salient features and problems to be identified such 
as stagnant areas and solids accumulation. Whilst visual observation becomes increasingly 
more difficult at high solids loadings due to the increased opacity of the system, the method 
is still useful in acquiring a rough picture of the general flow patterns. Good lighting is essen-
tial, and the addition of food dyes and the use of photography and/or video can also help.

A quantitative description of homogeneity is harder to formulate, however. The degree of 
homogeneity can be quantified in terms of the coefficient of variation, a statistical param-
eter defined as:
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where σ is the standard deviation, C is the mean solids concentration in the vessel, Ci is the 
local solids concentration of sample i, and n is the number of samples (Rieger et al. 1988). 
Whereas σ gives a measure of how different the values are from each other and from the 
mean C, Cv is a measure of the spread of the distribution relative to its mean; the larger the 
Cv, the more significant is the σ relative to the mean.

Table 10.1 Illustration of power requirement for different suspension criteria and settling velocities.

Power ratio

State of suspension

u� � 0.51–3.05 
mm s�1

Easy problem

u� � 20.3–40.6 
mm s�1

Moderate
problem

u� � 81.3–305 
mm s�1

Difficult
problem

Complete particle motion 1 1  1
Complete off-bottom 
suspension

2 3  5

Homogeneous suspension 4 9 25

Source: Adapted from Oldshue (1983).
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The state of homogeneous suspension is difficult to achieve and to measure in practice. 
It has been proposed that a suspension should be assumed homogeneous when the height 
of the suspended particle layer, otherwise called cloud height, reaches 90% of the liquid 
height (Zlokarnik 2001). The liquid layer above this is usually particle free. A 100% uni-
form suspension would imply Cv � 0; this would be impractical because of the particle-
free layer near the surface. In practice, therefore, homogeneity is usually deemed adequate 
if Cv  0.05.

Whilst the definition of the coefficient Cv is simple, its measurement is far from trivial. 
The method requires a large number of local measurements of solids concentration, some-
thing not readily achievable in practice. Withdrawal of samples has been attempted in the 
past, but it is fraught with problems as it is difficult to achieve representative isokinetic 
sampling in most regions of the vessel (Nasr-El-Din et al. 1996). So far, other attempts 
at local measurements have been mainly confined to the investigation of axial solid con-
centration profiles at relatively low concentrations using intrusive conductivity or capaci-
tance probes (Yamazaki et al. 1986; Barresi & Baldi 1987; Mak et al. 1997; Montante 
et al. 2001, 2002; Brunazzi et al. 2004). A non-intrusive electrical resistance tomography 
technique has also been developed but suffers from a lack of resolution (Mann et al. 2001). 
There are, however, no instruments that can be used to reliably probe concentrated sus-
pensions and provide detailed pointwise measurements of solids concentration. A better 
more reliable criterion for uniformity of suspension is also missing. Thus, more research is 
needed on the experimental front to help the development of the theory in this area.

Positron emission particle tracking (PEPT) is a novel technique, which is unique in flow 
visualisation terms, being able to examine flow phenomena in three dimensions that could 
not be observed as effectively by using other techniques. It is particularly useful for the study 
of multiphase flows, to map the flow of fluids and the flow of particles, where one compon-
ent can be labelled and its behaviour observed. The method has been successfully applied 
recently to the study of solid–liquid mixing in stirred vessels and has also been used to study 
the flow of solid–liquid food suspensions in pipes (Barigou et al. 2003; Barigou 2004).

PEPT uses a single positron-emitting particle as a flow tracer, which is then tracked in 
3D space and time to reveal its full Lagrangian trajectory. The method allows probing of 
opaque fluids and within opaque apparatus, a distinct advantage over advanced optical 
methods such as laser Doppler velocimetry (LDV) and particle image velocimetry (PIV). 
The positron camera uses two position-sensitive detectors between which the system under 
study is mounted, as shown in Figure 10.2. A positron-emitting radioactive tracer is intro-
duced into the flow. Once emitted from the nucleus, a positron annihilates with an electron, 
releasing energy in the form of two back-to-back γ-rays travelling at 180º. Each detector 
captures incident γ-rays over an area of 59 
 47 cm2 and determines their interaction coord-
inates. Only coincidence events in which γ-rays are simultaneously detected by both detect-
ors are recorded. By a triangulation process of multiple events, it is possible to reconstruct 
the three-dimensional position of the particle and thus its trajectory over time, as shown in 
Figure 10.3. The complexity of the trajectory is itself a characteristic of the mixing process 
and is dictated by many factors including impeller design, fluid rheology, and flow regime. 
By analysing the particle trajectory, a lot of quantitative information can be obtained includ-
ing the 3D space occupancy, local particle concentration, and local phase velocities. Further 
details of the technique can be found in Barigou (2004) and Parker et al. (2002).

The accuracy of PEPT has been independently ascertained by comparison with 2D 
PIV measurements in turbulent water in a stirred vessel and via accurate mass continuity cal-
culations throughout the vessel (Barigou et al. 2009; Pianko-Oprych et al. 2009). PEPT has 
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recently been used to determine the 3D velocity field as well as solids distribution developed 
during the mixing of monodisperse and polydisperse slurries consisting of glass particles from 
1 to 3.30 mm, at mass concentrations varying from 5% to 40%, in a vessel agitated by a pitched 
blade turbine (PBT). For the first time, it has been possible by selective labelling to determine 
the full 3D local velocity field and spatial distribution of the liquid phase and of each individual 
particle size fraction. No other technique is capable of discerning the motion of different sizes 
of particle when a distribution of sizes is involved (Barigou et al. 2009; Guida et al. 2009).
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Fig. 10.2 Schematic diagram of PEPT set-up.
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Fig. 10.3 Short sample of PEPT tracer trajectory in a non-Newtonian industrial slurry stirred by a PBT 
(3 min). PEPT experiments are usually run over a considerable period of time (ca., 1 h), which depends 
amongst other factors on vessel size to acquire the full trajectory of the solid or liquid phase, long 
enough for ergodicity to be safely assumed in a turbulent flow system.



Solid–liquid mixing 205

Information on particle slip velocities is also of real value to processing applications involv-
ing the transfer of heat or mass, such as in the sterilisation of particulate food mixtures or 
chemical reactions. PEPT allows estimations of time-averaged particle slip velocities to be 
obtained by tracking the solid and liquid phases separately one at a time and determining their 
local velocities, albeit it does not measure the velocities of the two phases simultaneously, and 
does not measure any rotational slip component or turbulent fluctuations, but these are only 
relevant in very complex turbulent flows. PEPT can identify regions of poor slip velocity, and 
thus, enables the evaluation of impeller effectiveness in optimising heat and mass transfer. For 
example, recent results have shown that larger glass particles generally have higher appar-
ent slip velocities than smaller ones; in particular, in the impeller discharge stream, they are 
approximately twice as large. Thus, PEPT has proved to be a powerful technique in prob-
ing stirred vessels in general but is showing particularly a great and unique capability for the 
study of solid–liquid mixing (Barigou 2004; Barigou et al. 2009; Guida et al. 2009).

10.3 Prediction of minimum speed for complete 
suspension

The minimum impeller speed to produce complete off-bottom suspension has been an issue 
receiving attention in the literature for decades. For example, Brujes et al. (1998) compiled 
most of the correlations for estimating Njs published over a 40-year span, and tested them 
against experimental measurements obtained in baffled and unbaffled tanks of microcap-
sule suspensions. Since then, many more papers have been published on the topic. Many 
workers have measured Njs using different instruments and approaches, but Zwietering’s 
approach remains the most popular (Zwietering 1958).

Zwietering’s classical correlation which stands as a reference in the field was developed 
from dimensional analysis and was based on experiments covering by far the widest range 
of fluid and particle properties, particle size and concentration, impeller type and size, and 
vessel geometry. Thus:
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where S is a shape factor, that is, dimensionless parameter which accounts for geometrical 
effects including impeller type, impeller off-bottom clearance, and impeller-to-tank diameter 
ratio; dp is particle diameter; D is impeller diameter; ρL is liquid density; g is gravi tational 
acceleration; Δρ is solid–liquid density difference; X is solids concentration by weight 
100; 
and v is liquid kinematic viscosity. Subsequent independent studies (Nienow 1968; Baldi et 
al. 1978; Rao et al. 1988) generally corroborated Zwietering’s correlation for process condi-
tions similar to those covered by Zwietering. For conditions very different from Zwietering’s 
equation (10.2) may be much less reliable, and where a state of complete off-bottom suspen-
sion is deemed essential, it is advisable to measure Njs experimentally if at all possible.

10.3.1 Influence of physical properties

Zwietering’s correlation which is based on turbulent flow, indicates a low dependence 
on fluid viscosity (v0.1), which is expected in a turbulent flow field. However, results on 
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suspensions where the liquid is viscous are scarce. Shamlou (1993) reported, on the basis 
of some limited experimental data obtained in high-viscosity liquids, that Njs values esti-
mated by correlations such as Zwietering’s are too high by as much as a factor of 2.5. 
Using Newtonian liquids, Ibrahim and Nienow (1994) found that at viscosities of about 
1 Pa s, the Zwietering correlation fails to predict Njs with as much as 90% error. The influ-
ence of the suspending fluid rheology on solids suspension generally has received scant 
attention in the literature. In the processing of particulate food mixtures, the particles 
are quite often suspended in a non-Newtonian fluid which can have a complex rheology, 
for example, fruit particles in yoghurt. When the suspending medium is non-Newtonian, 
the hydrodynamic field inside a stirred vessel becomes even more complex with a non-
uniform viscosity field. Recently, we observed both experimentally and using compu-
tational fluid dynamics (CFD) that large glass particles (dp � 4.5 mm) seem to suspend 
better and distribute better in a carboxymethyl cellulose (CMC) solution compared to pure 
water in a vessel agitated by a PBT (Pianko-Oprych et al. 2006). This could be due to 
the increased drag experienced by the particles in such a shear-thinning fluid, as discussed 
in Section 10.4.2. Despite their industrial importance, these rheologically complex suspen-
sions have been inadequately researched and are not well understood.

The low dependence on particle size ( ).dp
0 2  has been confirmed for particles in the range 

0.2–1 mm. For solids smaller than 0.2 mm, higher exponents have been reported, but as Njs 
seems to fall off more rapidly than equation (10.2) suggests, the latter expression is still 
considered to give conservative predictions (Baldi et al. 1978). For dp greater than about 
1 mm, however, there are indications in the literature that Njs may be insensitive to particle 
size, but these have not been widely confirmed. On the other hand, it has been reported that 
Zwietering’s correlation is not as reliable at high dp/T values (Atiemo-Obeng et al. 2004). 
The latter situation is especially relevant to food applications where particles tend to be 
large; little information exists on the suspension of such coarse particles especially in vis-
cous and non-Newtonian media.

The solid–fluid density difference, Δρ, is the property with the largest influence on Njs. 
Its exponent reflects the effect of the settling velocity of the solids. The exponent on D 
represents the influence of scale. The effects of settling velocity and scale are discussed in 
more detail in Sections 10.4 and 10.5, respectively.

10.3.2 Influence of solids concentration

The dependence on X seems fairly small, but it has been reported that Zwietering’s cor-
relation is not as reliable at low solids concentrations below 2 vol% and high concentra-
tions above 15 vol% (Atiemo-Obeng et al. 2004). As discussed above, though a lot of work 
has been done on measuring Njs, there is still a need for considerably more high-quality 
experimental data in which both Njs and local energy dissipation rates are measured. This 
is needed to improve the prediction of Njs through better understanding of particle lift-off 
from a stationary bed of particles and particle settling, especially in rheologically complex 
media where information is scarce.

10.3.3 Influence of geometric parameters

The influence of impeller design, impeller size D/T, impeller off-bottom clearance C/T, and 
vessel configuration are represented by the dimensionless parameter S in equation (10.2). 
Graphs of S as a function of T/D and T/C have been presented by Zwietering (1958) and 
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Nienow (1968) for three different impellers (propeller, disc turbine, and flat paddle) in flat-
base cylindrical vessels equipped with four baffles of 0.1T width, where liquid height is 
equal to tank diameter, that is, H � T (Figure 10.1). These data can be represented by a 
correlation of the form:
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where the constants p and q are a function of impeller design and T/C. Values of S for other 
types of agitators have also been reported (Nienow 2000; Atiemo-Obeng et al. 2004). Such 
data show that S is generally smaller for smaller C/T values, that is, at low off-bottom clear-
ances, and at larger D/T values, that is, when using wider impellers, but only up to a prac-
tical limit beyond which performance declines. The data also show that axial flow agita-
tors, that is, propellers and hydrofoil impellers such as Lightnin A310 and Chemineer HE3, 
shown in Figure 10.4, are the best performers as they have the lowest Njs values and by far 
the lowest power dissipation rates. These high-efficiency impellers develop a stronger axial 
flow field near the base of the vessel where particles deposit, than radial (disc turbine, flat 
paddle) or mixed flow (PBT) impellers (Figure 10.4). Such an axial flow is effective in 
lifting off particles and suspending them and enables these impellers to cope better when 
positioned at relatively high clearances. Their low power demand is relatively independent 
of D/T, which means that larger impeller diameters with lower rotational and tip speeds 
can be used to minimise damage to shear-sensitive particles. Large D/T ratios combined 
with low clearances, however, lead to a weak axial flow causing particle accumulation in 
the centre directly beneath the agitator, and should be avoided.

As discussed above, axial flow impellers used in the down-pumping mode are known to 
be the most energy efficient in just suspending solids, that is, they achieve solids suspension 
with less power dissipation. Some more recent studies, however, have shown that up-pump-
ing axial hydrofoil impellers provide considerable advantages over down-pumping ones in 
single-phase mixing (Aubin et al. 2001) and in three-phase gas–solid–liquid mixing (Nienow 
1999). In the down-pumping mode, one circulation loop is produced and velocities in the 
upper part of the vessel are very weak, resulting in poor mixing in that region. In the up-
pumping mode, fluid circulation in the upper part of the tank is considerably improved as two 
distinct circulation loops are established which is beneficial to gas retention and dispersion.

(a) (b) (c)

(d) (e) (f)

Fig. 10.4 Common impellers used in solid–liquid mixing: (a) flat paddle; (b) disc turbine; (c) pitched 
blade turbine (PBT); (d) marine propeller; (e) Lightnin A310 hydrofoil; (f) Chemineer HE3 hydrofoil.
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When dispersing solids, however, it is not entirely clear what the pumping direction does 
to the 3D distribution of the particles and, hence, to the homogeneity of the suspension. In 
our recent work on the suspension of large glass particles (1–3.30 mm) in water, a uniform-
ity index based on the variance of the local solids concentration in the vessel measured by 
the PEPT technique showed that, overall, a down-pumping PBT achieves a significantly 
better homogeneity than an up-pumping PBT (Guida et al. 2009). In a different CFD study 
using glass particles of 4.5 mm in a pseudo-plastic CMC solution, the CFD simulated flow 
field was characterized by a single flow loop for a down-pumping PBT, and two flow loops 
rotating in opposite directions for an up-pumping PBT, as shown in Figure 10.5 (Pianko 
et al. 2006). In this case, the particles trapped in the lower flow loop fall down with high 
velocities towards the base, while particles entrained in the upper flow loop rise towards the 
surface. The presence of two such flow loops seemed to achieve a better radial as well as 
axial distribution of the solids, so that in the CMC solution, an up-pumping PBT appeared 
to produce a better solids distribution than a down-pumping PBT, which appeared to be 
consistent with visual observation of the suspension in the vessel.

As pointed out earlier, a uniform distribution of the solids is important for some pro-
cesses such as crystallisation and when the vessels are used for semi-batch feeds for sub-
sequent processing to obtain uniform treatment of all the particles. In addition, when the 
suspending liquid is viscous leading to transitional flow, such impellers are known to 
exhibit almost radial flow, and in this case again, it is not entirely clear à priori which 
pumping configuration would be more advantageous both in suspending the solids and 
achieving a good spatial distribution.

Data reported by Guerci et al. (1986) suggest that Njs is more easily achieved in dished 
bottom vessels (�20% lower) and vessels equipped with a draught tube, as they have smaller 
S values than flat-based vessels, but deep dishes are usually less energy efficient because of 
the proximity of the impeller tip to the base. In this respect, however, there is no significant 
difference between different dish shapes, for example, hemispherical or elliptical.

It should also be pointed out that whilst the use of more than one impeller improves 
solids distribution, this should not have any significant effect on Njs as the settled solids 
would only feel the effect of the action of the bottom agitator. Power draw, however, would 
increase proportionally to the number of agitators used. Varying the liquid height also has 
no effect on Njs as the hydrodynamics associated with particle lift-off from the sediment on 
the bottom of the vessel remain unaffected.

Down-pumping PBT Up-pumping PBT

Fig. 10.5 CFD simulation of solid-phase velocity field in an aqueous pseudo-plastic CMC solution: 
5 wt% glass beads, dp � 4.5 mm, T � 287 mm, D � T/2, C � T/4, Njs � 600 rpm. The up-pumping PBT 
generates two flow loops rotating in opposite directions compared to a single flow loop generated in 
down-pumping.
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10.4 Hydrodynamics of particle suspension and 
distribution

The three-dimensional flow field inside a mechanically agitated vessel displays complex 
features depending on the mixer configuration used and the physical properties of the phases 
involved. The regime of flow is determined by the impeller Reynolds number defined as:
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where μ is the fluid dynamic viscosity. The flow field generated by the agitator is such that 
particles are lifted off the bottom of the vessel and dispersed throughout the vessel volume. 
Even when the flow field is fully turbulent (i.e., Re 	 2 
 104), the spatial distribution of 
the local energy dissipation and turbulent shear rates is highly non-uniform. Energy dis-
sipation is highest in the impeller flow region, being an order of magnitude greater than the 
mean value in the tank, and consequently much lower in the bulk circulation region com-
prising the remainder of the vessel.

The process of particle suspension and dispersion consists initially of particle lift-off from 
the base of the vessel (i.e., suspension) followed by dispersion into the bulk of the liquid. The 
mechanisms of particle lift-off and suspension are governed by the flow field adjacent to the 
base of the vessel, whereas the general flow pattern in the bulk dictates the way particles are 
held in suspension and distributed in 3D space. Attempts have been made to develop phys-
ical and theoretical models capable of explaining particle suspension. Such models, however, 
have in the main considered particles that are already in suspension or just about to be lifted 
at the base of the vessel. These two situations are distinctly different, and it is important to 
treat them as such because the fluid mechanics which facilitate particle lift-off are undoubt-
edly different from those needed to maintain the particles in suspension and distribute them.

Particle lift-off from a stationary bed of particles at the bottom of the vessel occurs as 
a result of the drag and lift exerted by the moving fluid. The flow near the base has been 
described as boundary layer flow, which causes particles to be swept across the base of 
the vessel (Bourne & Zabelka 1980). Once small fillets of particles have been formed, 
particle lift-off is usually seen to be caused by sudden turbulent bursts originating in the 
turbulent bulk flow above. There is no complete theory of turbulent flow phenomena, but 
Kolmogorov’s theory of isotropic turbulence has been exploited to some advantage in ana-
lysing fluid–particle interactions in this type of flow (Kolmogorov 1941a,b). Turbulent 
kinetic energy is cascaded down chains of turbulent eddies of progressively smaller scales 
to very small isotropic eddies where ultimately viscous dissipation to heat can occur. The 
smallest scale of turbulence, or the smallest eddy size, is characterised by the Kolmogorov 
length scale, λ, given by:
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where ε is the local rate of energy dissipation measured in W kg�1. λ is also known as the 
Kolmogorov microscale of turbulence, below which most of the energy dissipation occurs 
as viscous forces dominate. In a stirred vessel containing a low-viscosity liquid such as 
water, λ is typically of the order of �10 μm near the impeller and �30 μm in the bulk.
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Fluid–particle interactions in turbulent flow are dependent on the relative size of eddies 
and the particles. Eddies relatively large compared to a particle will tend to entrain it, and 
if the particle density is close to that of the fluid, there will be little relative motion. An 
eddy smaller than the particle will not be able to entrain it, and the eddy will act on the par-
ticle surface, possibly resulting in some erosion. It is, therefore, the large eddies (near the 
base) generated by the impeller motion which are responsible for the suspension of par-
ticles. Consequently, different agitator designs and configurations yield different flow signa-
tures, that is, generate different convective flows and, thus, achieve different levels of solids 
suspension at the same power input. Once suspended, neutrally buoyant or nearly neutrally 
buoyant particles, as pointed out above, will follow the motion of the fluid. It is then rela-
tively easy to keep them in suspension and distribute them throughout the vessel volume. 
Heavier particles, however, will have significant velocities relative to the fluid and will tend 
to settle out, so the fluid flow field must be such that the combined fluid drag and lift gen-
erated are sufficient to keep them suspended. At high solids concentrations, once particles 
are suspended, they significantly damp fluid turbulence and, consequently, greater energy 
inputs are necessary to achieve and maintain suspension.

The complex nature of the flow field in a stirred vessel is such that there is no funda-
mental theory to describe the process of particle suspension. The overall behaviour of such 
a stirred medium is the result of the complex interaction occurring between solid particles 
and liquid turbulence: fluid turbulence anisotropy, large differences in eddy length scales, 
particle dynamics, and spatial distribution of these factors as well as their consequences for 
the local fluid–particle interactions and turbulence modulation make a detailed description 
difficult to achieve at present. Therefore, simplifications are adopted, the nature of which 
depends on the specific objective. A number of semi-empirical approaches have been sug-
gested, but none of them have been successful in quantitatively modelling particle suspen-
sion. The hydrodynamics of suspension in rheologically complex fluids are even less well 
understood and a great deal of work is needed.

10.4.1 Particle slip velocity

As pointed out above, a particle with a density different from that of the fluid will travel at 
a velocity u relative to the fluid, known as slip velocity. A number of quantities are defined 
on the basis of the slip velocity such as particle Reynolds number and drag coefficient, as 
shown below. Such a velocity, therefore, is needed for hydrodynamics as well as mass/heat 
transport calculations. In a mechanically agitated suspension, the definition of slip velocity 
can be further complicated by the possible superimposition of other components of motion, 
namely rotation of the particle relative to the fluid and turbulent fluctuations of the particle 
in complex situations of turbulence. In a stirred suspension, u will be a function of particle 
size and will vary from point to point, and a representative mean value is à priori difficult 
to estimate even if local values were known. Attempts to measure it or estimate it on the 
basis of Kolmogorov’s theory have not been successful. In practice, however, it has been 
customary in stirred vessels to take the free terminal settling velocity of the particle, u�, 
as a representative of its mean slip velocity. This assumption, albeit crude, seems, for 
example, to give reasonable mass transfer predictions at Njs but not above it (Nienow 2000).

10.4.2 Particle settling and drag

The settling tendency of the particles has a dominating influence on the behaviour of the 
suspension and is greatly affected by the solid–fluid density difference. The free particle 
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terminal settling velocity has been used to classify suspension problems into easy, moder-
ate, or difficult, as illustrated in Table 10.1. It is also used as an estimate for the mean slip 
velocity as discussed above and as such is an important parameter which deserves some 
attention. To understand how particles settle in fluids, it is important to understand fluid 
drag in both Newtonian and non-Newtonian fluids and how to estimate the settling velocity 
of particles in these fluids.

10.4.2.1 Drag force and drag coefficient

When a particle in a fluid is in relative motion to it, the drag is defined as that component 
of the resultant force acting on the particle in the direction of the relative motion. The total 
(or profile) drag force acting on a particle in a fluid is made up of two contributions: the 
form (or pressure) drag, arising from the non-uniform pressure distribution on the particle, 
and the skin friction (or viscous) drag, the force on the particle due to the fluid shear stress 
at the surface. The total drag force F on a particle is made dimensionless by use of the drag 
coefficient CD defined as:
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where A is the area of the particle’s projection on a plane normal to the direction of relative 
motion. For a spherical particle, A is the area of the circle having the sphere diameter dp 
and hence the following equation results:
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Both contributions to the profile drag can be calculated if the pressure and shear stress dis-
tributions around the particle are known. The shear stress and pressure distributions can, in 
principle, be derived by solving the continuity and momentum equations. General solutions 
do not exist, however, and numerical solutions are often sought even at low Reynolds num-
bers. A detailed treatment of this subject for Newtonian fluids can be found in Clift et al. 
(1978) and Lareo et al. (1997). Of particular interest to food applications is the motion of 
particles in non-Newtonian fluids and a good treatise can be found in Lareo et al. (1997) 
and Chhabra (2006). The following sections, however, give a summary of the main results.

10.4.2.2 Drag on a sphere in a Newtonian fluid

In general, both skin friction and form drag depend on the particle Reynolds number 
defined as:
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Therefore, CD is a function of Rep but also depends on factors such as particle shape and 
surface roughness, the turbulence in the fluid, and the acceleration of the fluid relative to 
the particle. Theoretical treatments are in general difficult, and it is very often necessary to 
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rely on experimental data. Such data for drag are most conveniently represented in graph-
ical form by plotting CD versus Rep. The drag curve for a rigid sphere is called the standard 
drag curve and is shown in Figure 10.6. It should be noted that in stirred vessels, CD for 
large particles (dp 	 �1.5 mm) is higher than shown by the standard drag curve due to the 
high level of turbulence, so a value of 1.0 instead of 0.44 should be used in Newton’s flow 
(Nienow 2000).

For a sphere moving in creeping flow, that is, Rep  0.2, the well-known Stokes law 
(F � 3πμdpu) and equation (10.7) lead to the following relationship, a different form of 
Stokes law:
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Many empirical expressions, often highly complex, have been suggested for CD throughout 
the standard drag curve. These have been reviewed and critically evaluated by Clift et al. 
(1978).

10.4.2.3 Drag on a sphere in a non-Newtonian fluid

Power law fluids

These fluids are very common in food applications and  are described by the constitutive 
equation:

 τ γ� k n�  (10.10)

where τ is shear stress, �γ  is shear rate, k is the consistency index, and n is the power 
law or flow behaviour index. The model is used to describe the widely familiar shear-
thinning (or pseudo-plastic) food fluids with n � 1, such as concentrated fruit juices, fruit 
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Fig. 10.6 Standard drag curve for a sphere.
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and vegetable purées, cream, and is also used to describe the much rarer behaviour of 
shear-thickening (or dilatant) fluids with n 	 1, such as starch suspensions and some types 
of honey. A simple dimensional analysis would show that
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Thus, CD is a function of the power law index n and the corresponding particle Reynolds 
number is now defined as follows:
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For a power law fluid in creeping flow, the drag coefficient can be expressed in terms of 
Stokes law [equation (10.9)] using a correction factor Z(n) as shown below:
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The numerical values of Z(n) are listed in Table 10.2 for both shear-thinning and shear-
thickening behaviour. The data show that shear thinning increases drag whereas shear 
thickening reduces it.

Experimental results and numerical simulations indicate that creeping flow in shear-
thinning liquids occurs up to Rep � 1.0. For shear-thickening liquids, creeping flow occurs 
up to Rep � 0.2–0.5.

Numerical predictions of the drag coefficient of a sphere in a power law liquid are avail-
able up to Rep � 130. Thus, CD can be estimated with a maximum error of 10% using the 
following expressions for shear-thinning liquids developed by Graham and Jones (1994):
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Experimental results are available in the literature for Rep values up to 1,000 and 
0.38  n  1 (Chhabra 1990). It is found, however, that the standard drag curve for 

Table 10.2 Numerical values of Z(n) for a sphere in creeping flow (Chhabra and Richardson, 1999).

Shear thickening Newtonian Shear thinning

n 1.8 1.6 1.4 1.2 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1
Z(n) 0.261 0.390 0.569 0.827 1.002 1.14 1.24 1.32 1.382 1.42 1.442 1.458 1.413 1.354

Source: Chhabra and Richardson (1999).
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Newtonian liquids adequately correlates the results in power law liquids in the region 
1  Rep  1,000 within �30%. Non-Newtonian effects also diminish with increasing Rep 
and predictions using the standard drag curve improve accordingly.

Viscoplastic fluids

This type of fluid appears to require a yield shear stress, τy, that has to be exceeded 
before fluid flow takes place. A number of models exist, with the Bingham plastic and the 
Herschel–Bulkley types being the most popular.

Bingham plastic fluid
Examples of food materials of this type include tomato paste, margarine, vegetable fats, 
and molten chocolate. The constitutive equation for a Bingham plastic fluid is as follows.
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The constant ηB is known as the plastic viscosity. Numerical finite-element simulations of a 
sphere in creeping flow in a Bingham plastic liquid have suggested the use of a correction 
factor such that (Lareo et al. 1997):
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in which ReB is the Bingham Reynolds number (ReB � ρLudp/ηB) and Z is a function of the 
Bingham number Bi � τydp/ηBu, thus:

 Z � 1 � a(Bi)b (10.18)

where a � 2.93, b � 0.83 for Bi values up to 1,000. Note that as Bi decreases, Z tends to 1 
(i.e., Newtonian flow). The higher drag (Z 	 1) in a viscoplastic medium is due to the com-
bined effects of viscosity and yield stress. The criterion for creeping flow in viscoplastic 
liquids is found to be the Bingham Reynolds number, the upper limit for which is as 
follows:

 ReB max � 100Bi0.4 (10.19)

Thus, the greater the Bi (i.e., the greater τy) the higher is the upper Reynolds number for 
creeping flow.

Herschel–Bulkley fluid
Examples of food materials of this type include yoghurt, potato puree, soft cheeses, and 
fruit jams. This is also called the generalised power law model as it represents power law 
behaviour with an apparent yield stress, that is:
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The following semi-empirical correlation has been proposed for CD (Atapattu et al. 1995):
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where Bi* is the modified Bingham number given by Bi* � τy/k(u / dp)
n. This correlation 

covers the range 10�5  Rep  0.36, 0.25  Bi*  280, 0.43  n  0.84.
Beyond creeping flow, drag data are reasonably well represented by the standard drag 

curve for Newtonian liquids. Thus, the non-Newtonian effects seem to be much more 
important at low Rep values; they gradually diminish as inertial effects become more and 
more significant.

In conclusion, equations (10.13), (10.17), and (10.21) should be used to estimate drag 
in creeping flow in power law, Bingham and Herschel–Bulkley liquids, respectively. 
Beyond creeping flow, the use of the standard drag curve for Newtonian fluids gives pre-
dictions as accurate as any correlations available in the literature. There are at present insuf-
ficient reliable experimental or theoretical data available on particle drag in viscoelastic 
fluids and, in consequence, it is not yet possible to interpret and/or correlate experimental 
results in terms of measurable rheological properties.

10.4.2.4 Particle terminal settling velocity

When a solid particle settles under gravity in a stationary fluid, it undergoes an initial 
acceleration after which it attains its constant terminal settling velocity, u∞. The termi-
nal velocity is approached very rapidly in Newtonian and power law fluids. For example, 
a particle settling in creeping flow will reach u∞ after a distance equivalent to only a 
few particle diameters. The velocity of a particle settling in a gravitational field will 
increase until the drag force becomes equal to the apparent weight of the particle (particle 
weight � buoyancy force), that is:
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and equating this with equation (10.7) gives:
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where s � ρp/ρL. For a sphere settling in creeping flow in a Newtonian liquid, Stokes law 
leads to the following equation:
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For a power law liquid, in creeping flow (i.e., Rep � �1), equations (10.7), (10.13), and 
(10.22) lead to the following equation:
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Note that when n � 1, equation (10.25) reduces to equation (10.24), putting k � μ, and 
Z(n) � 1. In a shear-thinning liquid, u� shows a greater sensitivity to the particle diameter 
dp and the solid–liquid density difference (ρp � ρL) than in a Newtonian liquid.

In general, to calculate u� for a given sphere/fluid combination, it is necessary to deter-
mine CD which is a function of Rep and hence of u�. This difficulty can be circumvented 
by introducing the particle Archimedes number, Ar, which is independent of u� and is 
defined as:
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Note that for n � 1, the above definition gives the Archimedes number for a sphere in a 
Newtonian liquid (with k � μ) which is given by the following equation:
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For a given sphere diameter and density, and power law liquid, Ar can be calculated using 
equation (10.26). The particle Reynolds number can then be expressed in terms of Ar and n 
as follows:
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The above values were obtained from experimental data covering the ranges 0.4  n � 1, 
1  Re  1000, and 10  Ar  106 subject to an average error of 14% and a maximum 
error of 21% (Lareo et al. 1997).

As drag outside creeping flow is only slightly affected by non-Newtonian characteristics, 
the use of correlations for u� in Newtonian liquids leads to only marginally larger errors 
in power law liquids. It should be noted that in viscoplastic liquids, estimation of terminal 
velocity requires an iterative solution as the unknown u� appears in all the groups involved 
(CD, Rep, Bi*).

10.4.2.5 Effects of particle shape on terminal settling velocity and drag

Drag on particles is strongly influenced by their shape and orientation to the flow which 
must be specified before the drag force can be estimated. In consequence, the drag force on 
non-spherical particles is much more difficult to determine than for spheres, and often the 
effect of shape on particle settling must be determined experimentally. Experimental data 
for non-spherical particles are presented in the same way as for a sphere, that is, in the form 
of a drag curve representing log(CD) versus log(Rep). The particle Reynolds number for a 
non-spherical particle is based on dV, the diameter of an equivalent sphere having the same 
volume as the non-spherical particle. A different curve is obtained for each particle shape 



Solid–liquid mixing 217

and for each orientation. For Newtonian liquids, data exist in the literature for a number of 
different shapes, for example, cylinders, plates, discs, etc. (Clift et al. 1978).

Spheroidal particles (oblates and prolates) have been studied in pseudo-plastic and dila-
tant liquids for Reynolds numbers up to 100 over the range 0.4  n  1.8. For a given 
Reynolds number and aspect ratio (minor/major axis), the drag on an oblate particle is less 
than on a sphere of equal volume, whereas it is higher for a prolate particle. A summary of 
the relevant literature is given by Lareo et al. (1997) and Chhabra and Richardson (1999).

As observed for a sphere, in the creeping flow regime, the drag on a non-spherical par-
ticle in shear-thinning liquids is higher than in Newtonian liquids under otherwise identi-
cal conditions. As Rep increases, the shear-thinning effect (i.e., the n effect) diminishes. 
In dilatant liquids, the drag is lower than in Newtonian liquids. Results concerning other 
particle shapes (cylinders, rectangular prisms, discs, cones) settling at their terminal vel-
ocity in power law media have been published, but no general correlation has emerged yet 
(Chhabra 1996). There is at present rather a paucity of data concerning the drag on non-
spherical particles in viscoplastic and viscoelastic liquids.

The problem discussed above relates to the motion of a single isolated particle in an 
effectively infinite medium. The boundaries of the fluid container in which the particle is 
settling will also affect its terminal velocity. To characterise a multiple particle system, sin-
gle particle behaviour should be understood, but most solid–liquid suspensions are of such 
a high solid fraction that single particle data are not usually sufficient. Such details are 
beyond the scope of this chapter, and the reader is referred to more specialised publications 
such as Chaabra (2006) and Lareo et al. (1997).

10.5 Scale-up of solid–liquid mixing

An important aspect in the design of mixing equipment is scale-up, which requires extrapo-
lation of results from the laboratory or pilot scale to the industrial size, on the assumption 
that the principle of similitude is respected. This principle depends on three types of simi-
larity: geometric similarity, kinematic similarity, and dynamic similarity, as discussed in 
Chapter 6. In stirred vessels, however, the principle of similitude can be difficult to imple-
ment due to a number of practical reasons. In an operation such as solid–liquid suspension, 
the size of the particles remains the same while the equipment is scaled-up. Furthermore, 
it is not always possible to have the large and small vessels geometrically similar, and in 
scaling up impellers, it may not be possible to maintain exact geometric similarity of blade 
thickness and impeller hub dimensions. Strictly speaking, geometric similarity extends 
to the actual surface roughnesses of the model and prototype, which must be in the same 
ratio as the rest of the linear dimensions. In many cases, the model roughness cannot be 
made small enough for complete similarity. Scale-up of mixing in non-Newtonian fluids 
has its own added difficulties as the apparent viscosity varies with shear rate. Changes in 
the apparent viscosity can shift the Reynolds number into the transitional or laminar flow 
regimes, which affect other dimensionless groups such as power number and pumping 
number. Most of the literature has dealt with Newtonian systems, whereas only limited 
design information is available for non-Newtonian systems.

Furthermore, even if geometric similarity is obtainable, dynamic similarity and kin-
ematic similarity are usually not, so that the scale-up results are not always fully predict-
able. As in most engineering problems, the designer must rely on a considerable amount of 
judgement and experience.
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In solid–liquid mixing, the objective of scale-up would be to determine the design and 
operating conditions necessary to maintain the same suspension quality at considerably dif-
ferent scales. Whilst general criteria do exist for the simpler categories of mixing problems, 
much less is known about the scale-up of solid–liquid mixing operations. A general criter-
ion of the form:

 NDa � constant (10.29)

has been proposed for complete off-bottom and homogeneous suspensions, where geometrical 
similarity can be assumed (Zlokarnik 1991; Tatterson 1994). Note that the scale-up parameter 
in equation (10.29) can be equally the impeller diameter D or the vessel diameter T.

In turbulent flow, the power number
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is constant, being a function only of impeller design and vessel geometry, that is:

 P � N3D5 (10.31)

and the power per unit volume is thus as follows:
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Equations (10.29) and (10.32) lead to:
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implying that on scale-up, the specific power consumption will increase for a � 2/3, 
decrease for a 	 2/3, and remain unchanged for a � 2/3.

In particular, when a � 1, that is, when scaling up at constant impeller tip speed 
(πND � constant), there is much less specific power dissipation at the larger scale as 
P/V � D�1. Scale-up at constant specific power, however, leads to a substantial increase 
in impeller tip speed as πND � D1/3, even though the impeller rotational speed N obvi-
ously reduces substantially. Note that the reduction in N on scale-up at constant P/V leads 
to longer mixing (or blending) times in larger vessels. Trying to maintain the same mix-
ing time in the full-scale unit as in the pilot-scale vessel is usually impractical; however, a 
moderate increase in blending time in the larger vessel reduces the power requirement to 
a reasonable level. Such tradeoffs are often necessary in scaling up mixing equipment.

Zwietering’s correlation [equation (10.2)] gives Njs � D�0.85 which translates into:
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implying a large reduction in power on scale-up. Scaling up at constant specific power 
input is a conservative approach but might lead to unnecessarily oversized equipment and, 
thus, uneconomic design.

Another scale-up criterion that is sometimes mentioned in the general mixing literature 
is that of constant impeller Reynolds number [equation (10.4)]. This rule leads to dras-
tic reductions in specific power input (P/V � D�4), impeller speed (N � D�2), as well as 
impeller tip speed (πND � D�1). Such a rule appears to be unrealistic for most oper-ations 
and is usually not recommended (Wilkens et al. 2003). Note, however, that scaling up at 
either constant P/V or constant πND increases Re substantially.

Table 10.3 illustrates the dramatic effects of scale-up on power dissipation, impeller 
speed, impeller tip speed, and impeller Reynolds number, assuming geometric similarity is 
obeyed. The case considered highlights the difficulties in maintaining complete similarity 
as well as the impact that the choice of scale-up rule has on the full-scale unit.

Bourne and Hungerbuehler (1980) showed that a homogeneous suspension could be 
maintained in a continuous crystalliser at constant impeller tip speed, that is, a � 1. Later, 
Voit and Mersmann (1986) noted that the values of a reported in the literature ranged from 
0.5 to 0.9.

Buurman et al. (1986) studied complete and homogeneous suspensions in a large vessel 
(T � 4.26 m). For complete suspension, they proposed constant specific power input as the 
scale-up criterion, that is, Njs � D�2/3. They also attributed the differences in scale-up cri-
teria for off-bottom suspension available in the literature, at least partly, to incorrect scaling 
of the impeller blade thickness. In a homogeneous suspension, the largest eddies, that is, 
fluid circulation, also play a role, as expected from the theory of turbulence. This means 
that on a large scale homogeneous suspension is attained at a lower specific power input.

Rieger et al. (1988) proposed scaling up weakly homogenous suspensions at constant 
P/V (i.e., a � 2/3) and highly homogeneous suspensions at constant impeller tip speed 
(i.e., a � 1). From work on the vertical distribution of solids in multiple radial or axial 
impeller systems, Magelli et al. (1990, 1991) and more recently Montante et al. (2003) 
arrived at a value of a � 0.93. Mak and Ruszkowski (1990) and Mak et al. (1997) sug-
gested a value of a � 2/3, that is, constant specific power, for solids mixed by a PBT. Very 

Table 10.3 Illustration of the dramatic effects of different scale-up rules.

Model
parameters

Scale-up factor 
(i.e., DP/DM or TP/TM)

Prototype parameters

P/V � constant πND � constant Re � constant

P
P

P

M

a 10 1,000 100 0.1

( / )
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10 1 0.1 0.0001
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10 2.15 1 0.1

Re
Re
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10 21.5 10 1

aM � model; P � prototype.
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recently, Angst and Kraume (2006) obtained a � 0.52–0.86 from an experimental study, 
whereas Ochieng and Lewis (2006) suggested that suspensions with low solids loadings 
scale up at constant impeller tip speed, but for high solids loading (10%), turbulence inten-
sity influences the solids suspension and the scale-up may be based on constant P/V.

It is evident from the above brief review of the literature that solid suspensions are dif-
ficult to scale up, as there are conflicting data and rules being reported. Though the differ-
ences in the values of a reviewed above might not seem substantial at first sight, they do lead 
to major differences in power consumption when considerable changes of scale are involved.

There is no one simple and consistent scale-up rule that can deliver the same suspension 
quality over a wide range of suspension properties, vessel geometries, and impeller types 
and sizes. The above results also seem to point to the conclusion that the scale-up methods 
used to predict Njs are not necessarily suited for predicting solids uniformity in the vessel. 
Much research is therefore needed to develop the science in this area. In the meantime, 
tackling the problem of scale-up will have to rely as much on experience as on existing 
scientific knowledge.

Furthermore, nearly all the work reported in the literature has been limited to systems 
with mono-sized, dense, small particles at low concentrations in Newtonian flows. Little 
has been done on large nearly-neutrally buoyant particles in viscous Newtonian or non-
Newtonian fluids, as is the case in many food processing applications. Much less is known 
about the hydrodynamics and mixing of these systems. The materials to be mixed in these 
applications can be very important economically, and the cost of equipment for high-
viscosity applications is higher than for low-viscosity ones because mixing equipment costs 
rise sharply with increasing viscosity. Whilst the above knowledge base can serve to pro-
vide broad guidelines for equipment design and operation, it is not immediately obvious, 
however, how much of it is directly applicable to these even more complex situations.

10.6 Damage to food particles in suspension

Another aspect of solid–liquid mixing in food processing that has also received little atten-
tion is the mechanical damage to food particles in suspension that may result from the stir-
ring action of the impeller. It is possible that comminution or attrition of the particles might 
be such that the overall quality of the product is affected.

Attrition is the unwanted breakdown of particles within a process, mainly as a conse-
quence of collisions with other particles or parts of the equipment, that is, impeller blades 
or vessel walls. Attrition can also result from intense shear in the carrier fluid. The hydro-
dynamic stress on particles in stirred vessels can be important. Damage due to hydro-
dynamic forces in stirred vessels, often loosely referred to as ‘shear effect’, can be of 
some significance in food applications where solids are particularly delicate, but this does 
not seem to have been addressed in the literature. In laminar flow, soft particles may be 
deformed and even damaged by large shear stresses in the same way that liquid droplets 
are deformed and broken. In turbulent flow, however, fluid–particle interactions are gov-
erned by the relative size of eddies and the particles. Eddies larger than a particle will tend 
to entrain it causing no significant damage to it. Eddies smaller than the particle will not be 
able to entrain it but will act on the particle surface possibly resulting in damage. Particles 
larger than Kolmogorov’s scale are affected by normal stresses resulting from turbulent 
velocity fluctuations. Particles smaller than Kolmogorov’s scale are affected by shear stress 
related to the local energy dissipation rate. Unfortunately, no rigorous description of the 
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complex turbulent hydrodynamics near a particle surface has been presented and it is, 
therefore, difficult to estimate shear stresses on particles.

These effects are also undesirable in agglomeration and crystallisation processes. When 
solids are merely suspended in a liquid, the size and surface area of the particles exposed to 
the liquid are fixed, as is the total volume of suspended solids. At high shear rates, however, 
agglomerates may be broken up, and with fragile or sensitive materials the particles themselves 
may be degraded, their diameter reduced, and new surface area created. This is especially 
important in fermentations and similar operations in which biological cells may be destroyed if 
the local shear rates in the vessel are too high. A lot of work has been reported on the damage 
caused to cells in liquid suspension in fermenters, but little has been done to quantify the effect 
of hydrodynamic forces on solid particles in suspension, and in particular, food particles.

In a rare contribution to this area of work, Wang et al. (2002) measured the damage 
caused to cooked potato during processing in a continuous scraped surface heat exchanger, 
which is similar in principle to a mechanically agitated vessel. The material was cut into 
7 mm cubes and suspended in a CMC solution whose rheology was described by the power 
law model [equation (10.10)]. The particle concentration used was rather low at 3.6 par-
ticles per kg of liquid, however. Even then, it was shown that a severe reduction in particle 
size can occur when the particle tissue is soft (i.e., when the cooking time is high in the case 
of potatoes). The evidence suggested that particle damage was due primarily to particle–
blade collisions. A higher liquid viscosity did not offer any protective effect to the particles. 
The degree of particle attrition was directly affected by the rotor speed, which determined 
the collision frequency, and particle residence time, which determined the total number of 
collisions experienced by each particle.

Much of the relevant work reported to date, however, has been in relation to crystal-
lisation processes. The relevant mechanisms involved are abrasion, which is the removal 
of material much smaller than the particle, and fragmentation/breakage of a particle into 
smaller parts. Abrasion requires lower impact energy and tends to prevail in crystal suspen-
sions (Mazzarotta 1992).

Crystallisation is widely used in food manufacture, for example, in the production of 
sugars such as sucrose and glucose, food additives such as salt, and in the processing of 
food products such as chocolate and ice cream. Crystals tend to have regular shapes, for 
example, cubic and tetragonal. Crystal shape is important because it affects other proper-
ties such as the angle of repose of stacked crystals and rate of dissolution. Crystal size uni-
formity is also important because a non-uniform crystal mixture is visually unattractive, the 
different sizes tend to segregate, and separating the mother liquor from the solids is more 
difficult. Attrition is the only source of new crystals that is independent of supersaturation. 
This hydrodynamic phenomenon has a significant effect on nucleation kinetics and hence 
on the crystal size distribution.

A good treatise on crystal attrition can be found in various works such as Fasoli and Conti 
(1973), Chianese et al. (1986), Shamlou et al. (1990), Synowiec et al. (1993), and Gahn 
and Mersmann (1995). Though a number of attrition rates have been defined, such as the 
number of abrasion fragments produced per abrading particle (Fasoli & Conti 1973; Nienow 
& Conti 1978; Synowiec et al. 1993), the mass-abrasion rate of the fragments (Chianese 
et al. 1986), and the initial rate of fragment generation (Shamlou et al. 1990), no gener-
ally accepted method for quantifying attrition has emerged. In addition to generating large 
amounts of small fragments, crystal attrition also affects their size distribution as well as 
their shape. The breakage functions commonly adopted to describe the product of comminu-
tion events are not applicable to attrition because fracture which leads to a bimodal size 
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distribution predominates (Kelly & Spottiswood 1982). Encouraging results were obtained 
by Mazzarotta (1992) using a model combining abrasion and fracture. However, information 
about the morphology of crystals which have been subjected to attrition has been limited 
to qualitative observations gleaned from photographs of the abraded crystals and fragments 
(Fasoli & Conti 1973; Conti & Nienow 1980).

Attrition due to particle interactions with the walls of the vessels is only significant when 
there are flow constrictions present, for example, when the impeller is installed close to a 
solid boundary such as when large D/T ratios are used, or when inserts are used. In the 
absence of such flow constrictions, at low solids concentrations, inter-particle interactions 
are rare and relatively weak, and most damage that occurs is due to particle collisions with 
the impeller blades.

The frequency of particle–impeller collisions, ω, is assumed to be proportional to: (i) the 
frequency f of particle passage through the impeller volume, represented by the impeller 
volumetric discharge divided by the vessel volume, f � ND3/V; (ii) the probability p of col-
lision during a passage, p � Nu�; and (iii) the mean solids concentration in the vessel, C as 
shown below (Nienow 2000):
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The amount of particle damage due to attrition is assumed to be proportional to the energy 
of impact, E, which in turn is assumed to be proportional to N2D2. For a given fluid–solid 
system, there is a minimum level of energy that is required at impact before any significant 
particle damage can occur. Beyond that level, the rate of particle attrition J is then given by 
the following equation (Nienow 2000):
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The energy threshold for particle damage to occur needs to be assessed in a controlled 
experiment using appropriate mechanical testing equipment. Therefore, a higher power 
input and increasing agitation speed by the use of smaller D/T ratios, for example, will 
increase the rate of particle damage. Note, however, that as discussed in Section 10.5, 
N decreases on scale-up and hence particle damage would be expected to be lower in 
larger vessels. This implies that the use of large D/T ratios and minimum power input—for 
example, by using high-efficiency hydrofoil impellers (Figure 10.4)—would help to mini-
mise particle damage. Conversely, in a crystallisation process it may be desirable to pro-
mote particle–impeller collisions, and in that case, the dissipation of higher power inputs 
using smaller impellers would be recommended.

In concentrated suspensions, inter-particle collisions would be more frequent and their 
effects on particle integrity would become predominant, again provided the impact energy 
levels are high enough. In that case, the rate of particle damage has been described as fol-
lows (Nienow 2000):
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Equation (10.37) suggests that the rate of particle attrition is highly sensitive to particle size 
and solids concentration. Therefore, concentrated systems with larger particles would gen-
erate a lot of attrition, provided the solids are soft enough or conversely the impact energies 
are high enough. Specific power input is again a key to controlling particle damage, as J is 
very sensitive to P/V in this case.

10.7 Fine particle slurries

Fine particles tend to form reasonably homogeneous suspensions and are usually treated 
as such. At high solid concentrations, particles under normal agitation conditions have low 
settling velocities compared to the liquid flow velocities. Under conditions of turbulent 
flow, particles are maintained in suspension by the eddies in the liquid. In general, such 
conditions tend to prevail in practice, unless the liquid is highly viscous as may be the case 
for food slurries. Concentrated suspensions often tend to exhibit a non-Newtonian behav-
iour, and they behave essentially as single-phase pseudo-plastic liquids. Existing models 
for describing them are based on the principles of continuum mechanics using an effective 
density and viscosity for the suspension.

Amongst the situations where non-Newtonian behaviour is most important is the suspen-
sion of polydisperse slurries. As the concentration of solids increases, the suspension more 
and more takes on the character of a shear-thinning (pseudo-plastic) fluid caused by the pres-
ence of a large amount of fine particles. Such a behaviour is often described by the power law 
model [equation (10.10)]. Typically, the suspension first becomes moderately shear thinning 
and as the concentration increases, this behaviour is enhanced, that is, the consistency index 
k steadily increases reflecting an increase in viscosity and the power law index n is reduced 
showing further departure from Newtonian behaviour. Above a certain concentration, the sus-
pension becomes viscoplastic, that is, n becomes so small (typically at n � 0.2) that it exhib-
its an apparent yield stress like a Herschel–Bulkley fluid [equation (10.20)]. Now both k and 
τy increase with increasing solids concentration, a situation which is quite common. In certain 
cases, for example, starch suspensions, the slurries may exhibit dilatant behaviour and, contrary 
to a shear-thinning fluid, the apparent viscosity increases with the rate of shear. Transparent 
polymer solutions with this behaviour do not exist, and current industrial practice in this area is 
based entirely on trial and error, as there is little fundamental knowledge of the hydrodynamics 
of these systems and no rational rules to determine process parameters and equipment design.

The fact that these slurries tend to exhibit a non-Newtonian behaviour means that the 
detailed flow patterns of these systems can be difficult to predict. Even though these slur-
ries are widely used, relatively little work has been done to understand how to mix them 
properly. The main reason for the lack of understanding of their behaviour is due to their 
opaque nature, as most techniques developed to characterise the mixing of fluids are optical 
(e.g., LDV and PIV) and so require translucent materials. In order to understand these flu-
ids, it has been commonly assumed that knowledge of the rheology of the slurry enables 
the prediction of its behaviour. This of course assumes that the slurry behaves like a single-
phase fluid of the same rheology, an assumption that is yet to be fully proven. Based on this 
assumption, conservative predictions can be made that allow processes and equipment to be 
designed, but further understanding is needed to enable a more rational design approach.

The rheological complexities of non-Newtonian slurries can lead to a variety of diffi-
culties including most importantly changes in viscosity during processing. Shear-thinning 
slurries, for example, will be viscous to start with; then once the shear rate is increased, the 
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viscosity drops dramatically, as well as being different in different parts of the mixing tank. 
Shear-thickening slurries will behave in exactly the opposite manner. In these situations, it 
is difficult to determine the correct operating conditions and equipment set-up to achieve 
optimum ways of mixing.

In the mixing of viscoplastic slurries which exhibit an apparent yield stress, the impeller 
creates a ‘cavern’ within which liquid is in flow, but in the bulk where the shear stresses are 
below the yield stress, the fluid is stagnant, a phenomenon that can be disastrous for many 
mixing operations. Some work has been done on measuring the size of caverns in trans-
parent yield stress fluids using 2D visualisation methods (Elson 1990). Nienow and Elson 
(1988) used x-rays in a shear-thickening slurry; this method only gave rough estimates of 
flow patterns, however. Recently, a planar laser-induced fluorescence (PLIF) technique 
and CFD were used to visualise and study caverns in transparent non-Newtonian fluids, as 
shown in Figure 10.7 (Adams & Barigou 2007). The PLIF technique also gave a measure 
of the rate of fluid mixing within such caverns, a problem not studied before.

Similarly, ‘pseudo-caverns’ are formed when other fluids are agitated such as shear-
thinning fluids or even highly viscous Newtonian fluids, especially in the laminar and tran-
sitional flow regimes. Outside a pseudo-cavern, the fluid is in motion but the velocities 
are small. The presence of stagnant zones in viscous or non-Newtonian fluids is detrimen-
tal to mixing, heat and mass transfer and should be avoided. For a proper understanding 
and design of these processes, it is essential to establish the size of the cavern region as a 
function of fluid rheology and agitation conditions. This is a real industrial problem, but 
progress in this area has been hampered by the lack of techniques suitable for 3D flow 
visualisation in these complex fluids, which are usually opaque.

A number of theoretical cavern/pseudo-cavern models have been proposed based on the 
cylindrical, spherical, and toroidal shape, as shown in Figure 10.8. These have been recently 
reviewed and compared to CFD predictions and experimental PLIF measurements, with the 
toroidal shape model giving the better agreement in terms of shape and size for both caverns 
and pseudo-caverns (Adams & Barigou 2007). Fluid mixing inside caverns is relatively fast 
near the centre but very slow near the boundary, where the shear stress approaches the appar-
ent yield stress. CFD predictions of cavern size and shape were very good at low Reynolds 
numbers in the laminar and transitional regimes but not at higher Reynolds numbers.

Re � 7.4 Re � 20.4 Re � 70.3

Fig. 10.7 Cavern visualisation by PLIF in an aqueous carbopol solution of Herschel–Bulkley rheology 
stirred by a down-pumping PBT: both cavern shape and size change as a function of Reynolds number; 
cavern size increases, and at higher Re values the cavern reaches the vessel wall and base and is 
confined to grow in the upper part of the vessel. [Reprinted from Adams and Barigou (2007) with 
permission from Elsevier.]
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The cylindrical cavern model, although simplistic in terms of cavern shape representation, 
gave a good approximation to cavern size but only at low Reynolds numbers. The spheri-
cal cavern model of Amanullah et al. (1998) for a yield stress fluid did not fit the cav-
ern shape well and overestimated the cavern size. This model was extended by Adams and 
Barigou (2007) to a toroidal cavern shape, giving a better agreement with experimental 
measurements.

The toroidal cavern model of Amanullah et al. (1998) agreed reasonably well with CFD 
simulations of pseudo-caverns formed in a power law fluid at low Reynolds numbers, where 
the pseudo-cavern is confined to a small region around the impeller. As the impeller speed is 
increased and flow moves further into the transitional regime, however, CFD predicts that the 
pseudo-cavern expands into the tank and adopts a much more complex shape than a toroid.

The main reason for the lack of understanding of the behaviour of these slurries is due to 
their opaque nature, as pointed out above. The novel PEPT technique described earlier has 
been recently used to study the 3D flow of industrial slurries inside a mechanically agitated 
vessel and, in particular, inside the cavern region formed around the impeller (Barigou 
et al. 2009). PEPT was successful in delineating the cavern region inside opaque industrial 
slurries exhibiting an apparent yield stress, as shown in Figure 10.9. The flow field inside 
the cavern is mainly tangential which suggests poor mixing but is also characterised by 
a complex toroidal motion. The radial and axial velocity components, even though small, 
seem to dictate the shape and size of the cavern. PEPT has proved to be a very powerful 
technique for studying these complex opaque systems in a quantitative way.

Nomenclature

a exponent in equation (10.29)
Ar Archimedes number
Bi Bingham number
C impeller off-bottom clearance (m)
CD drag coefficient
Ci solids concentration in sample i (kg m�3)
Cv coefficient of variation
C  mean solids concentration (kg m�3)
dp particle diameter (m)
D impeller diameter (m)

ToroidalSphericalCylindrical

(a) (b) (c)

Fig. 10.8 Proposed model shapes of caverns and pseudo-caverns.
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F drag force (N)
g gravitational acceleration (m s�2)
H liquid height in vessel (m)
J rate of particle attrition [number/(volume 
 time)]
k flow consistency index (Pa sn)
n flow behaviour index
N impeller speed (s�1)
Njs minimum agitation speed for complete suspension (s�1)
P power dissipation (W)
Po power number
Re impeller Reynolds number
ReB Bingham Reynolds number
Rep particle Reynolds number
S shape factor
T tank diameter (m)
u particle slip velocity (m s�1)
u� terminal settling velocity (m s�1)
V volume of vessel contents (m3)
X solids concentration by weight 
 100
Z, Z(n) correction factor
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Fig. 10.9 PEPT tracer occupancy distribution delineating cavern region around a PBT in a Herschel–
Bulkley type slurry: grey scale denotes azimuthally averaged occupancy and vectors denote azimuthally 
averaged r–z velocity. Occupancy is obtained by dividing the vessel volume into small cells and 
calculating the fraction of time spent by the tracer particle in each cell during the experiment. Within 
each cavern, there are toroidal zones of intensive tracer motion depicted by a high level of occupancy 
and blank areas which the PEPT tracer in this instance did not visit. These blank areas are not stagnant 
regions but zones of complex toroidal fluid motion.
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Greek symbols

Δρ solid–fluid density difference (kg m�3)
ε local rate of energy dissipation (W kg�1)
ηB plastic viscosity (Pa s)
γ. shear rate (s�1)
λ Kolmogorov length scale (m)
μ dynamic viscosity (Pa s)
v kinematic viscosity (m2 s�1)
ω frequency of particle–impeller collisions (number/time)
ρL fluid density (kg m�3)
ρp particle density (kg m�3)
σ standard deviation (kg m�3)
τ shear stress (Pa)
τy yield stress (Pa)
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11 Gas–liquid mixing

J.K. Sahu and Keshavan Niranjan

11.1 Introduction

Food materials are multi-components and invariably, multi-phase systems; thus, mixing occurs 
in innumerable instances. Mixing is one of the most commonly encountered unit operations in 
food industry. Despite being so, it would not be inaccurate to suggest that mixing mechanisms, 
especially those operating within food systems, are least understood. A wide variety of food 
mixers are now available with equally wide ranging capabilities. A significant proportion of 
current research efforts in food and pharmaceutical sectors is directed toward the development 
of new and novel mixing devices for food and pharmaceutical materials. A glance at some of 
the recent issues of food abstracts reveals that several new mixers with special design feath-
ers continue to be developed and patented. Although these devices are undoubtedly effective 
for many applications, it is extremely difficult to decipher and analyze their action on food 
materials, partly because of the complex properties of food systems that can themselves vary 
during mixing. As a result, developments in mathematical modeling of food-mixing processes 
are meager, if existent. Establishment of procedures for proper design and scale-up are lack-
ing, and it is virtually impossible to devise a relationship between mixing conditions and mix-
ing quality. This chapter deals with characteristics of food mixing in general, objectives and 
mechanics of gas–liquid mixing, dynamics and size distributions of bubbles in mixing, equip-
ment designs and ultrasound in gas dispersions and applications in food aeration.

11.2 Gas–liquid dispersion operations

In suspending solids, the size and the surface area of the solid particles exposed to the liquid 
are fixed, as is the total volume of suspended solids. In gas–liquid or liquid–liquid dispersion 
operations, by contrast, the size of the bubbles or drops and the total interfacial area between 
the dispersed and continuous phases vary with conditions and degree of agitation. New area 
must constantly be created against the force of the interfacial tension. Drops and bubbles are 
continually coalescing and being re-dispersed. In most gas dispersion operations, bubbles 
rise through the liquid pool and escape from the surface and must be replaced by new ones.

11.2.1 Characteristics of dispersed phase—mean diameter

Despite these variations, a basic relationship exists between the hold-up φ (volume fraction 
of dispersed phase in the system), the interfacial area ‘a’ per unit volume and the bubble 
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or drop diameter Dp. If the total volume of the dispersion is taken as unity, the volume of 
dispersed phase, by definition, is φ. If all the drops or bubbles were spheres of diameter Dp, 
their total volume would be:

 

πNDp
3

6
�φ  (11.1)

where N is the number of drops or bubbles. The total surface area of the drops or bubbles in 
this volume would be as shown below.

 
πND ap

2 �  (11.2)

Dividing equation (11.1) by equation (11.2) and rearranging, we get the following equation.

 
D
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In actual practice, the drops or bubbles differ in size and are not spherical. However, for 
a given value of ‘φ’ and ‘a’, an equivalent average diameter Ds can be defined similar to 
equation (11.3) as follows.

 
D

as �
6φ  (11.4)

Diameter Ds in equation (11.4) is also known as the volume surface mean diameter or 
Sauter mean diameter.

11.2.2 Gas dispersion—bubble behavior

In a quiescent liquid, a single bubble arising from a submerged circular orifice will be a 
sphere if the flow rate is small. Under these conditions, the bubble’s diameter Dp can be 
calculated as follows, by equating the net buoyant force on the bubble to the opposing drag 
force at the edge of the orifice. The net buoyant force, acting upward, is:
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π 3
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where g (m s�2) is the gravitational acceleration, gc (m s�2) is the Newton’s law proportion-
ality factor, ρL (kg m�3) is the density of liquid, ρV (kg m�3) is the density of vapor, Fb (N) 
is the total buoyant force and Fg (N) is the force of gravity.

The drag force FD (N) is given by:

 F DD 0� π σ  (11.6)

where DO (m) is the orifice diameter and σ (dyn cm�1) is the interfacial tension.
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When the bubble becomes large enough, then drag force is no longer strong enough 
to keep the bubble attached to the edge of the orifice; at this point, the opposing forces 
become equal, and the bubble is detached from the orifice. The bubble diameter Dp can be 
found out by combining equations (11.5) and (11.6), and solving for Dp, we get the follow-
ing equation.
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At very low flow rates, the bubbles formed are slightly smaller than predicted by equation 
(11.7) because some of the gas stays behind when the bubbles leave. At higher flow rates, 
Dp is greater than the predicted values because of additional gas that enters during separa-
tion of bubble from the orifice. At still higher rates, the gas stream appears to be at continu-
ous jet, which actually consists of large closely spaced irregular bubbles and disintegrates 
into a cloud of smaller bubbles of few inches above the orifice. In stirred tanks or unstirred 
bubble columns, the average bubble size actually depends on the superficial velocity in the 
equipment and on the power dissipation rather than the orifice size of the perforated pipe.

Bubbles change in shape from spherical to ellipsoidal to lens-shaped, as their diameter 
increases. Larger bubbles often rise in spiral paths at terminal velocities that are almost 
constant and independent of their size.

11.2.3 Gas dispersion in agitated vessels

Gas is normally fed to a processing vessel through the open end of a submerged pipe, 
through a sparger, or through a porous ceramic or metal plate. Sometimes the gas, by itself, 
provides sufficient agitation for the liquid; more commonly, a motor-driven turbine impel-
ler is used to disperse the gases and circulate the liquid and bubbles through the vessel. 
Figure 11.1 shows the schematic diagram of a turbine impeller commonly used in food 
industry. The typical geometrical proportions of the impeller are given below.
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For low gas hold-up (φ �0.15), the following dimensionless equations are available for gas 
dispersion in pure liquids by a six-blade turbine impeller. The average bubble diameter Ds 
in millimeters is given by:
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where V (m3) is the volume of the gas, σ (dyn cm�1) is the interfacial tension, σL (kg m�3) 
is the density of liquid in gas–liquid dispersion and P (kW) is the power.
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The average bubble diameter does not change with stirrer speed and is usually in the range 
of 2–5 mm. Smaller bubbles are formed in the high shear region near the tip of the impeller, 
but they collapse rapidly, and the average size is determined by the balance between coales-
cence and break-up in the rest of the tank. Theory for turbulent break-up of drops indicates 
that the size should vary with the group (σgc)

0.6/(Pgc/V)0.4σL
0.2, but the other terms in equa-

tion (11.10) were determined empirically. The term φ0.5 reflects the importance of bubble 
coalescence, which is more frequent at high gas hold-up.

The interfacial area can be calculated from the average bubble size Dp and the hold-up φ, 
as follows:
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where, a is the interfacial area (m2), Vs (m s�1) is the superficial velocity of gas (volumetric 
gas feed rate divided by the cross-sectional area of the vessel) and ut (m s�1) is the bubble 
rise velocity in stagnant liquid.

Equation (11.11) underestimates the area in mixing vessels operated at high impeller num-
bers, because additional gas is drawn into the liquid by surface aeration. Combining equations 
(11.7), (11.10) and (11.11) leads to the following dimensional equation for the gas hold-up.
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In equations (11.10)–(11.12), all quantities involving the dimension of length are in millimeters.
The terminal velocity in equations (11.11) and (11.12) does not change much with 

diameter for bubbles larger than 1 mm, and a value of 0.2 ms�1 can be used for gases in 
water or similar pure liquids. For air bubbles in electrolyte solutions, coalescence is greatly 
retarded and the average bubble size can be much less than in pure water, with correspond-
ing increases in interfacial area and gas hold-up.

11.3 Power input to turbine dispersers

An important consideration in design of an agitated vessel is the power required to drive 
the impeller. When the flow of the tank is turbulent, the power requirement can be esti-
mated from a dimension power number Po defined by:
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where P (kw) is the power, n (rev s�1) is the rotational speed, Da (m) is the diameter of the 
impeller and σL (kg m�3) is the density of liquid in gas–liquid dispersion.

The power consumed by a turbine impeller dispersing a gas is less than that indicated 
by equation (11.13) for agitating just liquids. The ratio of the power when gas is present to 
that for the liquid alone depends mainly on the superficial gas velocity and to some extent 
on the stirrer speed, tank size, impeller diameter and properties of the liquid.

The study of Dickey (1981) covers the higher range of gas velocities, and in this region 
the relative power generally decreases with increasing stirrer speed as well as with increas-
ing gas velocity. This work and some of others show that Pg varies with about 2.1–2.9 
power of the stirrer speed as compared to 3.0 power for liquids. The exponent for stirrer 
speed depends on gas velocity and other variables and no simple correlation is available. 
In the region of high gas velocities, Pg/Po also depends on the ratio of impeller diameter to 
tank size. For Da/Dt � 0.4, the values of Pg/Po are lower by about 0.03–0.10 than those for 
Pg/Po � 0.33. The main effect of using a larger impeller is that greater volumes of gas can 
be dispersed at a given stirrer speed.

Data for relative power consumption have often been presented as a function of a dimen-
sionless aeration number Nae�qg/nDa

3, where qg (m
3 s�1) is the total gas flow and NDa

3 is 
a measure of the flow rate of liquid from the impeller. When Nae is increased by increas-
ing qg, Pg/Po decreases. However, when Nae is increased by decreasing n, Pg/Po generally 
increases (high-velocity region) or remains unchanged (low-velocity region).

The decrease in power with gassing is not just an effect of the lower average density 
of the gas–liquid dispersion, as the gas hold-up φ is generally 10% or less when Pg/Po 
is reduced to 0.5. The decrease in power is associated with the formation of gas pockets 
behind the turbine blades (van’t Riet & Smith 1973). Bubbles are captured in the centrifu-
gal field of vortices that form behind the horizontal edges of the blades, and coalescence 
leads to large cavities that interface with normal liquid flow.

The change in power dissipation with gassing must be allowed for in the design of large 
units. An agitator drive chosen to handle the torque for a gassed system could be over-
loaded if the system has to operate occasionally with no gas flow, and a dual-speed drive 
might be needed. Also, a good performance sometimes requires constant power dissipation 
per unit volume, and scaled-up may lead to different values of Vs and Pg/Po.
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11.4 Gas handling capacity and loading of turbine 
impeller

If the gas throughput to a turbine-agitated vessel is progressively increased, the impeller 
eventually floods and can no longer disperse the gas effectively. The flooding point is not 
as distinct a transition as in a packed column, and various criteria for flooding have been 
proposed. One definition of flooding based on visual inspection is when most of the bub-
bles rise vertically between the turbine blades rather than being dispersed radially from 
the tips of the blades (Dickey 1981). The critical gas velocity for this transition Vs.c was 
found to be proportional to the power per unit volume dissipated by the stirrer with a slight 
effect of tank size. Using data from tanks of 1.54 and 0.29 m diameter, and velocities up to 
75mm s�1, the following dimensional equation was obtained:
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where Pg/V is in watts per meter cube, Dt is in meters and Vs.c is in millimeter per second. 
The effect of Dt is somewhat uncertain as it is based only on two sizes, and for a conserv-
ative scale-up, this factor could be ignored. Of course, conditions close to flooding may 
not be optimum for mass transfer, as bubbles coalescencing in the regions away from the 
impeller could greatly reduce the surface area.

11.5 Bubbles in foods

The presence of bubbles in a number of food products such as bread, champagne, ice cream 
and beer has dominated the perception of product quality. The inclusion of bubbles in foods 
permits the creation of very novel structures, while offering lighter alternatives in terms of 
calories. Manufacturers generally find that most products manage to gain a positive market 
image by highlighting bubbles. It is generally recognized that the mechanisms governing the 
formation and stability of such structures are very complicated, because the recipes often 
contain a number of ingredients that undergo very complex interactions during processing 
as well as storage. At the same time, there is also recognition of the fact that these complex 
interactions between ingredients have not been adequately researched. A significant body of 
published information exists on the formation of porous structures in bread and their rela-
tion to the processes adopted to mix the dough (Chiotellis & Campbell 2003; Martin et al. 
2004). However, such studies in relation to the whole range of other bubble-containing food 
products such as cakes, creams in biscuits, ice cream and so on, are very sketchy.

11.6 Methods for mixing gas in liquid

11.6.1 Mixing by mechanical agitation under positive pressure

Beating a material to induce air entrapment and produce a foam is a relatively common proc-
ess. Beating machines, comprised of a mixing bowl and a motor-driven whisker, are gener-
ally used for the purpose. The mechanical energy generated within the system by impeller 
rotation results in the dispersion of gas bubbles. Larger air bubbles are initially incorporated 
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from the head space, and their sizes diminish as agitation proceeds (Prins 1988). Air can be 
incorporated by this process into a range of liquid foods having different viscosities.

Mixing operations in food industry can be carried out batchwise or continuously. When 
whipping occurs in an open bowl by a rotating whisk, the amount of liquid (or continu-
ous phase) is fixed, but air supply is unlimited. In this case, the amount of air taken up by 
the material is related to the apparatus geometry and the physicochemical properties of the 
material (Prins 1988). Air content and bubble size distribution (BSD) of the dispersion at 
any given moment during aeration will depend on the balance between the rates of entrain-
ment and disengagement of gas between the headspace and continuous phase (Campbell & 
Mougeot 1999; Massey et al. 2001). Headspace pressure and whisk speed are important 
process parameters in such mechanically agitated processes. The whisk speed must be kept 
above the minimum speed for air entrainment and below values that cause the destruction 
of structure. Rolling vortices of liquid formed on the surface entrain gas and the bubbles 
formed are captured into the bulk by liquid circulation. Increasing headspace pressure 
will often reduce the time taken to achieve a set level of air incorporation (Cheng 1992). 
Continuous processes are being increasingly employed by the food industry for forming 
bubble-containing structures in soft solids, as well as for dissolving gases such as carbon 
dioxide in liquids and syrups to produce beverages. In most processes, the gas dissolution 
occurs under pressure and the bubbly structure is formed when excess dissolved gas desorbs 
upon pressure release. Mass transfer principles, therefore, play an important role in struc-
ture formation. Carbonated beverages are produced in specific mixing equipment called 
carbonators. This equipment allows close contact between carbon dioxide and the liquid. 
The pressure of the system, gas solubility, time and area of contact, as well as the presence 
of other gases in the mixture are the main factors determining the degree of carbonation. 
A typical carbonator is shown in Figure 11.2. It is noteworthy that the carbon dioxide can 
either be dissolved directly into concentrated sugar syrup, or be dissolved in water prior 
to syrup addition (Mitchell 1990). Ice cream is normally aerated during freezing, either by 
injecting air under pressure in a continuous freezer or by blending air pockets during freez-
ing in a batch process. The shearing process that accompanies freezing reduces the size of 
the larger air bubbles, just as the fat globules coalesce. The type of freezer and the operating 
conditions employed will ultimately influence dispersion properties: generally, continuous 
operation generates smaller air bubbles than batch processes (Goff & Clarke 2004).

11.6.2 Mixing by mechanical agitation under vacuum

This process is based on applying vacuum to a liquid or a continuous phase in order to 
allow dissolved gases to come out of solution (Wolfe 1995). The foam formed is normally 
cooled to generate a solidified structure in which the bubbles are trapped. In the case of 
confectionery mixes, air is injected into the mix to reduce the dispersion-specific grav-
ity. Individual pieces are then shaped and directed to the vacuum tunnel held at around 
0.03 atm. Some bubbles may well be lost during shaping. The remaining bubbles expand to 
cause a 6–10 fold increase in the volume of the shaped product (Jones 1995).

11.6.3 Steam-induced mixing

Steam-induced mixing is applied to a range of food products. An example is the applica-
tion of dry heat inside an oven to bread dough or cake batter. A porous structure is formed 
that is largely influenced by steam generation, although thermal expansion of other gases 
and CO2 desorption also play a critical role (Campbell & Mougeot 1999). The structure 
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of breakfast cereals, such as wheat flakes and puffed rice, and popcorn are also formed by 
this method, which consists of introducing material pellets into a toasting oven, where the 
material stays exposed to temperatures up to 300ºC for 30–90 s. This exposure results in the 
formation of steam in the pellets that escapes against a resisting pressure to cause puffing, 
which is a significant volume expansion of up to 20 times the original pellet size (Kent & 
Evers 1994). When corn is subjected to high heat, the water inside the kernel vaporizes. 
This steam expands, causing the disruption of the hard pericarp, and forms a highly porous 
structure of what is commonly known as popcorn (Matz 1984).

As an alternative to the above method, cereal puffing can also be accomplished by a puff-
ing gun. The process relies on the immediate transfer of the heated cereal containing super-
heated steam from a high to a low pressure, allowing water condensation and consequent 
expansion. The suddenness at which pressure transition occurs is the key parameter deter-
mining the porosity (Kent & Evers 1994). The popular array of milk-based foamed coffee 
products found in every coffee shop has a common characteristic contributing to its appeal: 
a milky frothy head. Milk foams are traditionally generated by injecting steam through a 
nozzle into milk contained in a cup. Air is essentially entrained from the headspace due to 
high surface turbulence, and the dispersion is stabilized by biochemical changes accompa-
nying a steep increase in milk temperature. The extent of air entrainment and the nature of 
the dispersion formed are critically dependent on the nozzle design. A variety of designs 
are commercially available, including the one where the air is entrained by venture action 
through a pipe having one end open to the atmosphere and the other end connected to the tip 
of the steam injector. The exact mechanism by which the dispersions formed are stabilized 
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Fig. 11.2 Typical carbonator (Mojonnier carbo-cooler). [Mitchell (1990), with kind permission of 
Springer Science and Business Media.]
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is not clearly understood, and further research is needed in this area. The direct immersion 
of foods in hot oil, that is, frying, also generates steam within the exposed material. An 
example is the commercial production of potato crisps. As the potato slices pass through the 
fryer, they are exposed to temperatures around 180–200ºC. The high temperature causes the 
water in the slices to evaporate, leaving behind voids that play a critical role in characteriz-
ing the crispiness of the final product (Matz 1984).

Extrusion is used in a range of products from cereals to crisp snacks and sugar confec-
tionery. However, its most representative application is in breakfast cereals. In extrusion 
cooking, the raw material is conveyed through a rotating screw while being compressed, 
and then it is sheared at high temperatures and pressures to form a plasticized mass. As this 
mass passes through a die at the end of the screw, the temperature and pressure are sud-
denly reduced, when moisture evaporation in the channeled strips forms a honeycombed 
structure (Kent & Evers 1994). Extruded product properties are much dependent on an 
array of interrelated operational parameters (such as temperature, pressure, die diameter, 
screw configuration and available water), which complicates the control of the structure. 
Low-temperature extrusion has been applied in the manufacture of ice cream. It involves 
the conveying of ice cream mix at �5ºC through a refrigerated screw extruder. As the ice 
cream leaves the extruder at low temperature, the hardening step is eliminated and the ice 
cream can be taken directly to the cold store. The manufacture of ice cream by this process 
also generates smaller air bubbles than conventional freezing, as the low temperature will 
result in a reduction in the coarsening of air bubbles and ice crystals (Clarke 2004). Low-
temperature extrusion of chocolate has also been patented though no commercially avail-
able products are known to be produced by this method (Mackley 1994).

11.6.4 Other gas–liquid mixing methods

The mixing methods discussed so far are largely reliant on physical changes occurring within 
the product, which may be either mechanically or thermally induced. However, chemical 
reactions leading to the evolution of CO2—for example, yeast metabolism during fermenta-
tion or the decomposition of baking soda—are mainly responsible for structure development 
in universally appreciated foods such as bread and cakes. Sodium bicarbonate and phosphates 
can be thermally activated at temperatures above 90ºC. This decomposition results in the for-
mation of carbon dioxide and water vapor, which in turn causes volume expansion of the 
product (Bennion & Bamford 1997). The unique texture of bread is achieved through gas 
incorporation and bubble manipulation within the dough during mixing, proving and bak-
ing. Proving is the defining operation of the whole process during which yeast metabolizes 
flour sugars into CO2. This gas diffuses into bubbles, previously incorporated in the mixing 
stage, and expands the dough (Chiotellis & Campbell 2003). In crumpet production, the bat-
ter expands due to the formation of CO2 during fermentation; the larger bubbles then escape, 
leaving behind a population of small nuclei. The water in the batter evaporates into the nuclei 
during hot plate baking at 200–230ºC to form a series of vertical cones (Pyle 2005).

11.7 Characterization of bubble-containing structures

11.7.1 Gas hold-up

Gas hold-up (φ) is a common measure of the level of bubbles present in liquid foods. It 
is normally defined as the volume fraction of gas based on the dispersion volume, but 
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commonly expressed as a percentage. Gas hold-up values in bubble-containing liquid foods 
range from 15% to 20%, for example, in milkshakes, to over 90% in extruded products 
such as popcorn and rice cakes (Campbell & Mougeot 1999). Experimentally, gas hold-up 
can be estimated by the density difference between the bubble-containing dispersion and 
the material forming the continuous phase. This is most commonly achieved by completely 
filling, covering and weighing a cup, first with the continuous phase (mi), then with the 
bubble-containing dispersion (mf), and using the following equation.
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This standard procedure can be applied to liquids and pastes having medium to high 
viscosity, such as ice cream and whipped cream (Massey et al. 2001; Lau & Dickinson 
2005; Jakubczyk & Niranjan 2006), where the dispersion is stable and air release during 
the measurement process is negligible. In the case of solid foams such as aerated choco-
late, where it is difficult to sample a defined volume, the flotation method is more suitable 
(Haedelt et al. 2005). The mass of an aerated material is noted (mf) and placed in a corked 
glass cylinder filled with water. The total weight is noted as ma and the weight of the con-
tainer filled with water alone is noted as mc. The density of the solid foam is then calcu-
lated as:
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where ρw is the density of water (kg m�3) and mf is the mass of solid foam (kg). Gas hold-
up is then calculated by comparing the density of the aerated solid foam (ρf) with the gas-
free density, that is, density of the continuous phase (ρi), as follows.
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In more fragile systems, such as aqueous foams forming a head on a clear liquid (e.g., 
draft beer, cappuccino), where even careful foam manipulation can induce significant air 
release, the gas hold-up in the foam at any instant can be measured by noting the height 
of the foam (hf), the height of the clear liquid taken initially (hi) and the height of the clear 
liquid at the instant (hl) (all heights being measured in a vessel of uniform cross-sectional 
area), and calculating the hold-up by using the following equation.
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A number of instrumental methods have also been developed to measure hold-up 
directly. Bisperink et al. (1992) observed good agreement between φ values read by an 
optical probe and those estimated by using equation (11.18). Ultrasound-based techniques 
have also been applied to measure the specific gravity of food batters, which is a promising 
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method because it avoids sampling procedures in a manufacturing environment (Fox et al. 
2004). In systems with high air content, such as egg white foam, the term ‘overrun’ is most 
commonly used to characterize the level of aeration.

Overrun (OR) represents the additional air added to the material and it is related to gas 
hold-up as follows (Campbell & Mougeot 1999).
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In other words, the overrun represents the fraction of gas based on the clear volume of the 
continuous phase. During the process of bubble inclusion, the gas hold-up varies with time. 
In most systems, the gas hold-up increases initially, reaches a peak and then drops. A maxi-
mum gas hold-up of 48% was observed after 9 min of whipping UHT cream in a standard 
device, followed by a decrease for longer whipping times (see Figure 11.3) (Jakubczyk & 
Niranjan 2006). Similar profiles have been reported in the cases of cake batter whipping 
(also shown in Figure 11.3), formation of high sugar containing egg albumen foams for a 
range of sugar concentrations and aeration of a model maltodextrin solution (Bee & Prins 
1986; Massey et al. 2001; Lau & Dickinson 2005). This trend in gas hold-up variation can 
be attributed to physical or chemical changes occurring in the continuous phase during 
shearing. Such changes include the irreversible fat droplet aggregation in the case of whip-
ping cream or the irreversible denaturation of proteins adsorbed at the gas–water interface 
during the whipping of protein solutions (Halling 1981; Walstra 1984).These observations 
suggest that, for a set of operating conditions in a given aerator, there is an optimum hold-
ing time that will give the desired level of bubble inclusion in a product. It is important to 
note that this optimum time does not necessarily have to coincide with the time taken for 
the hold-up to peak. For instance, a given product may not be able to sustain such a high 
level of bubble fraction if, for instance, it has to be baked in an oven.

The optimum time clearly depends on the desired product quality as perceived by a 
consumer. Very long holding times often result in loss of quality, as do very short holding 
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times. It is thus very important in a manufacturing environment to relate operating vari-
ables with the desired dispersion characteristics, which include texture, mouthfeel and so 
on. The transient variation in gas hold-up in any given system can be accounted for by con-
sidering the instantaneous rate of change of hold-up to be determined by a balance between 
the rate of hold-up formation and that of hold-up loss. The rate of formation of hold-up 
depends on the method used to form bubbles within the system, that is, whether the bubbles 
are whipped into the headspace or whether they are generated by chemical/biochemical 
reactions. Massey et al. (2001) proposed a mechanistic model for the time dependency of 
gas hold-up entrapped in cake batter, when the batter was aerated in a pressure whisk. This 
model successfully described the experimental data for a range of whisk speeds and head-
space pressures. Two mechanisms were considered for the formation of bubbles which can 
potentially be entrapped in the batter: a primary mechanism where entrapped bubbles are 
directly entrained from the headspace during whisking, and a secondary mechanism involv-
ing the break-up of larger bubbles entrained from the headspace.

The loss of entrapped bubbles was considered to occur mainly due to coalescence of the 
bubbles, which subsequently escaped from the system. On the basis of these assumptions, 
the following correlation was derived and shown to be valid, where the empirical param-
eters k1, k2, k3 and k4 were determined to fit the equation to the experimental data.

 

φ � �
�

� �
�

� �k

k

k

k k
e

k

k

k

k k
ek t k t1

4

2

4 3

1

4

2

4 3

3 4

⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟⎟

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥⎥
⎥

100  (11.20)

Just as operating time influences the extent of bubble build-up in a system, the operat-
ing conditions, and more importantly, the method used to create the dispersion, also influ-
ence the development of gas hold-up. During the process of generating bubbles in tempered 
chocolate by applying vacuum, the gas hold-up was observed to increase with the appli-
cation of higher vacuum levels when the vacuum application time was maintained at the 
same value (Haedelt et al. 2005). This was explained by considering the mechanism of gas 
volume build-up under vacuum: the gas solubility in the chocolate decreases proportionally 
to the pressure, which in turn, increases the volume of gas desorbed from the chocolate. 
Assuming that the dissolved gases were initially at a level corresponding to the solubility 
of air components (mainly, N2 and O2) at atmospheric pressure, the following model was 
deduced, which related the gas hold-up (φ) with operating pressure under vacuum (P).
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In the above equation, k is a model constant, R is the ideal gas constant, T is the tempera-
ture and H is a pseudo-Henry’s constant. These examples illustrate how, once the mecha-
nisms underlying gas incorporation are identified, it is possible to establish a relationship 
between operating parameters and the level of gas inclusion.

11.7.2 Bubble size distribution

BSD is one the most difficult parameters to measure and analyze. However, its evolu-
tion with time is of great importance because it is closely linked to the product quality as 
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perceived by a consumer (Halling 1981; Campbell & Mougeot 1999). In some systems, a 
uniform bubble size may be desirable (e.g., bread dough and cake batter), which improve 
baking characteristics, whereas in others, a wide spread in the distribution may be advanta-
geous to achieve specific mouthfeel responses.

In general, the distribution observed in any dispersion depends on the operating condi-
tions such as pressure, agitation speed and temperature, as well as the chemical nature of 
the gas. It may be noted that a number of gases, apart from air, are used commercially—for 
example, carbon dioxide, nitrogen and its oxides, helium and other inert gases. As men-
tioned in Section 11.7, there are four mechanisms by which the bubbles can be formed: 
(i) by entrapping a sparged gas and dispersing it with mechanical agitation; (ii) by entrain-
ing air during steam sparging; (iii) by allowing bubbles to be formed by chemical and bio-
chemical reactions and (iv) by dissolving a gas and lowering the pressure to release it. The 
BSDs resulting from the first two methods strongly depend on the hydrodynamics prevail-
ing in the equipment, whereas the rate of gas generation, the gas solubility and its variation 
with pressure play a critical role in the latter two methods. Methods commonly used to 
determine bubble sizes in dispersions include the following.

1. Photographic techniques.
2. Measurement of bubble penetration length through optical probes.
3. Measurement of bubble volume using ultrasound sampling probes.
4. Freezing dispersions and visualizing cross-sections.

Bubble sizes have been traditionally examined by taking conventional photographs of 
dispersions, often through container walls, and analyzing them by using image analysis 
software. The accuracy of this technique can be compromised by the fact that inferences 
are drawn on a three-dimensional structure based on two-dimensional images, normally 
assuming symmetry. Further, it can be difficult to obtain sharp images. Moreover, wall and 
curvature effects can also introduce errors into the measurement. Nevertheless, it is rela-
tively cost-effective, and a number of dispersions, such as dough and batters, have been 
examined using ordinary photography.

Recent developments in image analysis software have turned this method into a faster 
and more efficient technique (Hepworth et al. 2004). Ultrasound reflective spectroscopy 
application in the analysis of bubbly liquids has been known for many years. This tech-
nique is based on the transmission of ultrasound waves through dispersion, and measuring 
the velocity and attenuation spectra.

The interpretation of these signals yields information on bubble sizes and gas hold-up. 
However, the application of this technique to dispersions having bubble concentration greater 
than 0.1% is complex and not yet fully developed (Kulmyrzaev et al. 2000). Bisperink et al. 
(1992) developed a foam analyzer for the measurement of foam properties, based on an opti-
cal fiberglass probe that is moved through the foam while emitting a signal that depends 
on the medium surrounding it, thus permitting highly localized measurement of BSDs. 
However, techniques involving probes often require a dilute system and are intrusive.

More recently, x-ray tomography has emerged as a valuable tool for imaging a number 
of cellular food products such as strawberry mousse and chocolate muffins (Lim & Barigou 
2004). This technique is non-invasive and non-destructive, avoiding laborious sample treat-
ments, and is particularly suited in the analysis of fragile bubble-containing foods. The 
contrast obtained in this technique between the continuous and gas phases is based on 
their density difference. When used in conjunction with a suitable image analysis software 
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(e.g., Imagine Pro ®Plus Software, The Proven Solution™), it can successfully visualize 
 bubble-containing sections giving information on bubble numbers and size distribution in 
aerated chocolates. However, with equipment currently available, the application of x-ray is 
limited to relatively stable structures and bubble sizes generally over 50 μm (Haedelt 2005). 
Confocal scanning laser microscopy (CLSM) is a promising technique to characterize food 
dispersion. In a laser scanning confocal microscope, a laser beam is passed through a light 
source aperture and is then focused by an objective lens into a small focal volume within a 
fluorescent specimen. A fluorescent dye added to the sample enables the visualization of the 
product structure. The identification of different components partitioned within the product 
by dye manipulation and image overlapping is also possible by this technique. As this method 
is fast and does not demand laborious sample preparation, it is suitable for BSD determina-
tion and dynamic microstructural examination in complicated structures like albumen foams 
(Lau & Dickinson 2004) and emulsions containing egg, sugar and milk proteins (Martinet et 
al. 2005). Examples of typical bubble sizes encountered in foods are given in Table 11.1.

Processing parameters influence not only gas incorporation into the product, but also 
its microstructure. An understanding of the relationship between process parameters and 
BSD is essential to establish the operating conditions needed to obtain the desired product 
quality. Bread is the oldest and one of the most popular aerated foods consumed all over 
the world. This makes it one of the most extensively studied aerated food products. The 
effect of mixing bread dough under partial vacuum was studied by Campbell et al. (1998) 
who observed that BSD was not significantly influenced by the vacuum level, though the 
number of bubbles per unit of dough volume decreased with reduced mixing pressure. 
Chiotellis and Campbell (2003) modeled the evolution of BSD in bread dough during prov-
ing for different temperatures and yeast concentrations, predicting an increased growth rate 
for higher temperatures and increasing yeast levels.

11.7.3 Rheological characterization

The overall stability of a dispersed system is primarily affected by its rheology. The aer-
ated lifetime of solidified structures such as chocolate and extruded cereals is up to years, 

Table 11.1 Typical bubble sizes and measurement methods used in the analysis of aerated foods 
microstructure.

Material Technique Bubble size (μm) Reference

Bread dough Freezing of sample and 
slicing

20–50 g Martinet et al. (2005)

Whipped cream Photography and image 
analysis

10–40 Jakubczyk and Niranjan 
(2006)

Model cake batter Photography and image 
analysis

20–50 Massey et al. (2001)

Macro-aerated 
chocolate

X-ray tomography 600–1,400 Haedelt et al. (2005)

Milk foam CLSM M 60–100 Silva and Niranjan (2006, 
unpublished data)

Beer Optical probe 20–120 Bisperink et al. (1992)
Beer Photography 137–190 Hepworth et al. (2004)
Whey protein solution Ultrasonic reflectance 

spectroscopy
10–160 Kulmyrzaev et al. (2000)
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whereas systems such as whipped cream will hold air for a few hours. The head of a beer 
or cappuccino, which are low-viscosity aqueous foams, will collapse in minutes. Campbell 
and Mougeot (1999), and before them Prins (1988), recognized that aeration is a physical 
process in which the rheological and interfacial properties play key roles. However, these 
properties, particularly the former, change during the course of aeration. Rheology can 
therefore be a useful tool in the assessment of structural changes occurring in a product 
during processing.

Dynamic oscillatory shear testing over a wide range of frequencies can provide infor-
mation not easily obtained by other methods. Although this technique has traditionally 
been used to yield information on the fundamental structural characteristics of the food, a 
number of recent papers attempt to relate parameters such as the complex viscosity ampli-
tude to sensory attributes such as perceived thickness in the mouth (Gunasekaran & Ak 
2000). Dynamic oscillatory testing can also be applied to bubble-containing dispersions, its 
reliability depending on the dispersions remaining stable during the tests. Dynamic oscilla-
tory tests have been performed on whipped cream and cake batters not only to assess their 
rheological properties, but also to trace the way these properties change during the course 
of aeration (Massey 2002; Jakubczyk & Niranjan 2006). Even though a continuous phase 
may be purely viscous, bubble incorporation tends to make the dispersion viscoelastic. All 
whipped creams studied by Jakubczyk and Niranjan (2006) exhibited viscoelastic behav-
ior, with an increase in elastic and viscous moduli observed during whipping attributed to 
the presence of bubbles and the clustering of fat globules (Figure 11.4). Massey (2002) 
also reported on the creation of a stronger viscoelastic system while aerating cake batter 
by mechanical beating. The results are in agreement with those obtained for the aeration 
of maltodextrin solutions (Bee & Prins 1986). Although such data provide insight into the 
structural changes occurring in these products during bubble inclusion, there is a lack of 
knowledge concerning the relationship between multi-phase rheology and consumer per-
ception (mouthfeel).

As one of the main reasons to incorporate bubbles into foods is to impart particular tex-
tural characteristics, the rheological characterization of the dispersion is absolutely criti-
cal to the nature of the dispersion formed, as well as to the product quality. For example, 
increasing the viscosity of the continuous phase can be detrimental to air incorporation 
by slowing surfactant diffusion to interface; however, it favors stability of the dispersion 
already formed by retarding liquid drainage (Halling 1981; Lau & Dickinson 2004). The 
relative viscosity—defined as the ratio of the viscosity of the dispersion to that of the 
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Fig. 11.4 Evolution of viscous and elastic moduli (G� and G�, respectively) with time during whipping 
of dairy cream (frequency: 2.2 rad s�1). [Jakubczyk and Niranjan (2006), with permission from Elsevier.]
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continuous phase—has been reported to increase with gas hold-up (Bee & Prins 1986). 
However, the opposite, that is, a decrease in relative viscosity with increasing hold-
up between these parameters, was observed in low-viscosity aqueous protein system by 
Britten and Lavoie (1992). These discrepancies can be explained by the model proposed 
by Llewellin et al. (2002a,b), who suggested the existence of two different flow regimes, 
based on the extent of bubble distortion occurring under applied stress–strain conditions. 
The extent of distortion is characterized by the capillary number Ca�η0aγ/Γ, where η0 is 
the viscosity of the continuous phase; a is the radius of the relaxed undeformed bubble; 
γ is the strain rate and Γ is the surface tension. The capillary number is a measure of the 
equilibrium deformation of the bubbles in a given stress field. For low values of Ca, bub-
bles remain more or less spherical and distort the flow around them considerably, thereby 
increasing the viscosity with hold-up. On the contrary, when Ca is high, bubbles get dis-
torted and provide a high free-slip surface, so that the viscosity decreases with increas-
ing hold-up. Llewellin et al. (2002a,b) developed a generalized constitutive equation to 
describe the evolution of viscosity with gas hold-up that takes into account the two possible 
situations. The solution of this equation for oscillatory flow, for example, in a concentric 
cylinder where the imposed torque varies sinusoidally, has also been derived by Llewellin 
et al. (2002a,b):
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where ηr is the viscosity of the continuous phase; ε is the fractional gas hold-up (i.e., 
φ /100) and b is an experimentally fitted parameter found to take the value 9. Cad is known 
as dynamic capillary number, which measures the steadiness of the flow by giving the ratio 
of the bubble relaxation time to the time-scale over which the strain rate changes appreci-
ably, and is defined as:

 
Ca d

�λω  (11.23)

where ω is the angular frequency of the torque and λ is the relaxation time.
The parameter k increases with the volume fraction of the dispersed phase (approximately 
1 for limit of a solitary bubble in an infinite pure liquid). For Cad 		 1 and Cad � �1, 
equation (11.22) reduces to the following equation.
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Figure 11.5 compares the experimental values of η with those calculated using equation 
(11.22) for Cad ��1, with b�3.8, a value deduced for best fit between experimental data 
and model values (Niranjan et al. 2005). Llewellin et al. (2002a,b) stated a value of 9 for 
the parameter b, which was based on experimental data obtained using golden syrup. The 
difference between the values of b obtained for the two cases can be attributed to the dif-
ference between the rheology of the continuous phases: while golden syrup is essentially 
Newtonian, cake batter is a weakly viscoelastic system, as characterized by Massey (2002). 
Relating the viscosity of the continuous phase with the viscosity of the dispersed system is a 
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sound approach to model the evolution of viscosity with gas hold-up. There is evidence that 
this approach works when the continuous phase is Newtonian; however, further modeling is 
needed to take into account more complicated continuous-phase rheological behavior:
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where ηr is the relative viscosity.

11.8 Role of gases and specific ingredients in characterizing 
interfacial and rheological properties

Aerating a liquid will only result in the formation of foam if a surfactant is present. The 
role of the surfactant is to stabilize gas bubbles within the liquid matrix by adsorbing at the 
gas–liquid interface. As discussed earlier, it is well established that process or operating 
parameters influence hold-up development, and the stability and morphology of disperse 
systems. However, ingredients in the food system, their physicochemical properties and the 
way they interact are just as important in bubble interface stabilization. The rate of liq-
uid drainage from a foam, for instance, will be determined by the viscosity of the serum. 
This can be manipulated, for example, by adding ingredients that will promote an increase 
in viscosity to retard drainage. Relevant examples are the addition of guar gum to whip-
ping cream, or sugar to egg albumen mixes (Smith et al. 2000; Lau & Dickinson 2004). In 
 protein-stabilized foams, protein flexibility is critical to the molecule functionality in sta-
bilizing interfaces (Halling 1981; Lemeste et al. 1990). This has important consequences 
in the development and stability of dairy foams and emulsions, where the heat treatment 
received by the material can define its foamability and dispersion properties. A symbiotic 
effect between native and denatured proteins on the emulsifying properties of whey proteins 
isolate blends has been observed by Britten et al. (1991). Though most studies on protein 
adsorption at interfaces have been conducted in solutions having a single well-characterized 
protein, evidence has emerged in recent years that film properties in mixed protein systems 
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Fig. 11.5 Fitting of equation (11.22) to experimental data on cake batter (aerated at 300rev min�1

and at atmospheric pressure); Δ, relative viscosity (experimental); —, relative viscosity (predicted). 
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are much more complex than in single protein systems. Competitive adsorption to the 
air–serum interface has been reported even below the denaturation temperature in protein 
mixtures, and is dependent not only on protein properties, but also on environmental fac-
tors such as pH, ionic strength and protein concentration (Dickinson 1999; Zhang et al. 
2004). Fat also plays a key role in the behavior of food foams. Depending on its physical 
state and size distribution in the continuous phase, the fat may act as stabilizer or destabi-
lizer of aqueous foams, for instance, by competing with and even displacing proteins at the 
gas–liquid interface (Pilhofer et al. 1994). In whipped cream, the initial cream temperature 
is crucial to air incorporation by whipping normally below 4ºC to ensure partial crystalli-
zation of the fat droplets. The shear induced during whipping of cream can lead to droplet 
coalescence and bubble formation. Long-term stability in whipped cream will ultimately 
result from the formation of a three-dimensional network of aggregated fat droplets sur-
rounding the air cells (Jakubczyk & Niranjan 2006). Gas retention in bread is a function 
of gluten, the flour protein. The interaction between added fat and flour components also 
plays a key role in gas retention. Gluten must be sufficiently extensible to allow loaf rising, 
while sufficiently strong to prevent gas escaping and consequent loaf collapsing. Added 
fat interaction with flour components and quantity of sugars in the dough during fermenta-
tion will also have a significant effect on the structure of the final product (Kent & Evers 
1994). Overrun and BSD in ice cream will depend not only on the type of freezer and its 
operating conditions, but also on product formulation. Amount of fat, and type and level 
of emulsifier will affect the extent of destabilized fat that stabilizes the air cells (Goff & 
Clarke 2004). The type of gas used to create structure in any given food will depend on the 
specific requirements. An example is the use of CO2 in carbonated beverages. CO2 is one 
of the few gases suitable to provide the characteristic effervescence in soft drinks. Owing 
to its non-toxicity and lack of taste, it will not affect safety and flavor of the final product. 
Its availability and moderate cost make it suitable for industrial use. Additionally, its solu-
bility in aqueous solutions allows an acceptable retention of the gas in solution at atmos-
pheric pressure and room temperature (Mitchell 1990). In general, the type of gas used has 
a significant impact on the dispersion characteristics. The use of air is avoided in a number 
of products, particularly those containing fat, because of the susceptibility of certain ingre-
dients to oxidation. Often, carbon dioxide, nitrogen or one of the inert gases such as helium 
or argon is utilized. Haedelt (2005) investigated the effect of the type of gas used—CO2, 
N2, N2O and Ar—on the bubble-containing structures formed in chocolates. He reported 
that the solubility of the gas played a very critical role in the structure formed. When gases 
having higher solubility in chocolate (e.g., CO2 and N2O) were used, the bubbles formed 
tended to be larger and the dispersion, in general, tended to contain a higher fraction of 
bubbles. The use of relatively low solubility gases (N2 and Ar) resulted in the formation 
of dispersions containing much smaller bubbles; correspondingly, the fractional hold-up of 
bubbles was also significantly lower. Based on this study, he postulated that highly solu-
ble gases form macro-aerated structures, whereas low solubility gases form micro-aerated 
structures. The gas used is therefore a structure-developing aid.

11.9 Stability of foams and solidification of bubbly 
dispersions

Stability is the most important property of a bubble-containing product: once the desired 
characteristics for the product have been achieved, the structure must be retained at least 
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until product consumption. Destabilization processes can combine in various ways and at 
various rates between foam formation and phase separation; thus, the reference to foam sta-
bility must be accompanied by the specific mechanism under observation (Halling 1981). 
In general, the following phenomena can be distinguished when a liquid foam is allowed to 
stand (Prins 1986):

1. coalescence of gas bubbles;
2. disproportionation of gas bubbles;
3. liquid drainage;
4. creaming of gas bubbles.

Both liquid drainage and creaming result in the loss of liquid from the foam matrix and 
are generally determined by the rheological properties of the foam serum, and to a cer-
tain extent, by the foam network itself (Halling 1981; Prins 1986; Lau & Dickinson 2005). 
These processes involve flow, that is, relative movement between gas bubbles and the 
serum. In foams containing spherical bubbles or low gas fraction, the movement of bubbles 
is greater than the movement of liquid and individual bubbles can cream at a rate depend-
ing on the balance between buoyancy force and viscous resistance. On the contrary, when 
liquid movement is more pronounced than bubble movement (e.g., in polyhedral foams), 
drainage mechanisms predominate (Prins 1988). Bubble rise can be slowed down, though 
not completely stopped, by increasing the viscosity of the serum phase. Gas bubbles coa-
lescence results in an increase in mean bubble size and a decrease in the number of bub-
bles, with a decrease in air content. Coalescence is ultimately determined by the stability 
and attractive/repulsive forces between the thin liquid films surrounding air bubbles (Prins 
1988). Disproportionation occurs through gas diffusion between bubbles having different 
sizes. The excess internal pressure within any bubble, also known as the Laplace pressure 
(ΔP), is inversely proportional to the bubble diameter. Thus, the dissolved gas concentra-
tion at the interface of a smaller bubble will be greater than that at the interface of a larger 
bubble. This promotes mass transfer and therefore a net loss of gas from the smaller to 
the larger bubble. The rate of disproportionation will depend on the Laplace pressure, the 
solubility of the gas and other geometric factors (Halling 1981). Foam stability is most 
commonly monitored by following its collapse and liquid drainage. Both are macroscopic 
properties and can be easily measured. These properties are not directly related to micro-
scopic events, such as drainage occurring from lamellae, but they allow a description of 
foam behavior over time and, in conjunction with the transient development of BSD, yield 
a complete description of foam destabilization mechanisms (Halling 1981; Bisperink et al. 
1992; Patino et al. 1995; Lau & Dickinson 2005). The common parameter characterizing 
foam stability is half-life time for liquid drainage or foam collapse (Deeth & Smith 1983; 
Britten & Lavoie 1992; Patino et al. 1995). Liquid drainage from foams has been described 
in the literature by the following empirical equations (Halling 1981; Elizalde et al. 1991; 
Patino et al.1995):
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where, V� is the total volume of liquid in the foam at time t, and K1 and K2 are empirical 
constants. Equations (11.26) and (11.27) successfully described drainage in pure ovalbu-
min and casein foams, respectively, generated by air sparging, with drainage rate constant 
K2 used as a stability parameter to compare foams generated at different temperatures and 
pH values (Patino et al. 1995). Other authors, however, have suggested that such empiri-
cal equations do not describe foam behavior completely over their life spans: drainage is 
slower than values predicted by either equation (11.26) or (11.27) (Halling 1981; Elizalde 
et al. 1991). An empirical model proposed by Elizalde et al. (1991) fitted experimental 
data on liquid drainage with time for different protein solutions, and has been used in the 
investigation of drainage from dairy protein foams (Britten & Lavoie 1992) and egg albu-
men foams (Lau & Dickinson 2005).
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In the above equation, Vmax and B are empirically determined parameters representing 
the maximum volume of liquid drained and the time taken to drain a volume of Vmax/2, 
respectively. B can be used as a parameter to assess the relative stability of different foams 
where liquid drainage can be represented by equation (11.26). It is necessary to note that 
the measurements of the rates of foam collapse and liquid drainage yield no information on 
the dynamic changes occurring within the foam structure: bubbles grow and shrink by dis-
proportionation, move and coalesce with each other, and all these are reflected on changes 
in foam morphology and BSD. An understanding of the destabilization mechanisms operat-
ing between formation and collapse will only be complete if an analysis of the microstruc-
tural changes is incorporated. Some of the techniques can also be used to monitor transient 
variations in BSDs during destabilization. The above description of foam destabilization 
mechanisms is only applicable to liquid foods. In solid dispersions, these mechanisms are 
significantly slowed down, or even eliminated. As mentioned earlier, solid matrices such as 
aerated confectionery will hold air for years. Structure stabilization occurs, for example, in 
chocolate foams, when the product is cooled to solidify and trap the bubbles formed within. 
The baking of cake and bread dough is another example of how a bubble-containing struc-
ture formed during mixing and proving is stabilized when starch gelatinization is induced 
by the high temperatures prevailing in baking ovens.

11.10 Ultrasound in gas mixing and applications in 
food aeration

Many foods consist of air bubbles or cells distributed in a viscoelastic liquid or solid matrix, for 
example, ice cream, whipped cream, confectionery, bread dough and desserts. The shelf life, 
texture and appearance of these foods are strongly influenced by the size and concentration 
of the bubbles they contain. It is therefore important to prevent changes in the characteristics 
of the bubbles over time (German & McCarthy 1989). There is currently a lack of analytical 
techniques capable of providing information about bubble characteristics in aerated foods (Bee 
et al. 1989; Dickinson 1992). This is because many aerated foods are optically opaque or have 
delicate structures that are easily damaged by physical manipulation (Halling 1981). For this 
reason, there is a pressing need to develop new analytical techniques to non-invasively pro-
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vide information about bubble characteristics in aerated foods (German & McCarthy 1989). 
These techniques are required in the laboratory for fundamental studies aimed at improving 
understanding of the relationship between bubble characteristics and bulk properties of aerated 
foods. They are also needed in the factory as online sensors for monitoring the properties of 
foods during manufacture, storage and handling (Haley & Mulvaney 1995).

Recent studies have demonstrated that magnetic resonance imaging (MRI) is a powerful 
technique for studying the microstructure of aerated foods (German & McCarthy 1989). 
Nevertheless, the widespread application of this technique in the food industry is currently 
limited, because it is relatively expensive, requires highly skilled operators and is not easily 
adapted for online monitoring. Recently, techniques based on the backscattering of laser 
light from particles suspended in a fluid have become commercially available (Lasentecä, 
Redmond, WA). Techniques based on this technology may also be useful for characterizing 
aerated foods. Studies have shown that ultrasonics can be used to provide valuable informa-
tion about food properties such as structure, composition and physical state (McClements 
1995, 1997). Ultrasonic instruments have major advantages over alternative technologies 
because they can be fully automated, are capable of rapid and precise measurements and 
are easily adapted to online applications.

It has been known for many years that ultrasound can be used to determine the size and 
concentration of air bubbles in very dilute systems. Nevertheless, recent preliminary stud-
ies have shown that information about bubble characteristics in concentrated systems can 
be obtained if the ultrasonic wave is reflected from the surface of the sample, rather than 
transmitted through it (Fairley 1993; Fairley et al. 1991).

The propagation of ultrasonic waves through aerated liquids has been investigated both 
theoretically and experimentally by Kulmyrzaev et al. (2000). Results indicate that the 
acoustic impedance spectra of aerated liquids, which can be measured non-destructively 
by reflecting ultrasonic waves from their surfaces, are sensitive to changes in bubble size 
and concentration. Good qualitative agreement was found between experimental measure-
ments and theoretical predictions; however, more theoretical and experimental research is 
required to render the ultrasonic reflectance spectroscopy technique more quantitative. The 
ultrasonic scattering needs to be extended to account for concentrated bubbly liquids con-
taining relatively large bubbles suspended in a viscoelastic medium. So far this has proved 
to be extremely difficult because of the complexity of the physical processes that occur 
when an ultrasonic wave propagates through a concentrated suspension of strong scatterers. 
In addition, a better model system is required for the experiments that have stable droplets, 
whose size and concentration can be carefully controlled and measured. Despite these limi-
tations, preliminary results suggest that the ultrasonic technique may prove to be a useful 
online sensor for monitoring the properties of aerated food samples.
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12 Evaluation of mixing and air bubble 
dispersion in viscous liquids using 
numerical simulations

Kiran Vyakaranam, Maureen Evans, Bharani Ashokan and 
Jozef L. Kokini

12.1 Introduction

Mixing, as a unit operation in processing, is used for blending of ingredients, improve-
ment of the rate of heat transfer, facilitation of chemical reactions, creation of structure, 
addition of energy in order to create or break molecular bonds, etc. The mixing mecha-
nisms occurring in food and polymer processing equipment can be broadly characterized 
into ‘dispersive’ and ‘non-dispersive’ (or extensive) (Wang & Manas-Zloczower 2001). 
Dispersive mixing is the reduction in size of a cohesive component within a continuous 
fluid. Examples include dis-agglomeration of solid particles and break-up of immiscible 
droplets and gas bubbles dispersed in a continuous fluid. Non-dispersive or extensive mix-
ing can be further categorized as ‘distributive’ or ‘laminar.’ Distributive mixing is the proc-
ess of material re-arrangement and is related to the material residence time distribution; 
whereas, laminar mixing deals with the affine stretching and folding of material elements 
and is characterized by the strain distribution functions (Meijer & Jannsen 1994).

In the food industry, mixing processes often involve highly viscous fluids like wheat flour 
dough, batters, and syrups. The mixing mechanisms include distribution of ingredients, 
laminar shear and elongation, and dispersion of agglomerates or air. For example, Bloksma 
(1990a) identified three main steps in the mixing of wheat flour dough. The first step is the 
homogenous distribution of the ingredients throughout the mixture to enable proper hydra-
tion of the flour particles, and to facilitate the release of the starch and protein, and allow 
gluten formation. The second step is dough development, which involves the application of 
mechanical energy to stretch the long glutenin molecules, thus imparting to the dough, its 
machineability and gas retention properties (MacRitchie 1986; Bloksma 1990a). The third 
step during mixing of dough is the incorporation and dispersion of air. Air incorporation 
and dispersion during mixing of dough, results in formation of air bubbles acting as nuclei 
for gas cells formed in dough through fermentation and leavening agents (Hosney 1985; 
MacRitchie 1986; Bloksma 1990a,b; Eliasson & Larsson 1993). Gas bubbles also act as 
nucleating sites for gas cells during direct and indirect expansion of extruded foods, resulting 
in the crispy structure. Thus, the efficiency of the mixing process in a batch or a continuous 
mixer, or in an extruder can be evaluated by looking at the ability of the machine to distrib-
ute ingredients, stretch the dough molecules, and disperse air bubbles or cohesive clumps.

The evaluation of dispersive and distributive mixing parameters is essential for scale-
up and design of commercial mixers. Numerical simulation of mixing processes provides 
a non-intrusive way to compute the various mixing parameters in order to compare and 
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identify geometries that are similar in mixing performance and efficiency. In this chapter, 
we first look at the various quantitative measures that have been previously established to 
characterize dispersive and distributive mixing flows. Then we briefly discuss the governing 
equations and the finite element Method (FEM) techniques used to calculate these measures 
and summarize the results for batch and continuous mixers with varying geometries and 
material rheology. Finally, we analyze the dispersion of bubbles and drops in a continuous 
mixing device using FEM simulations of the flow.

12.2 Measures of mixing and evaluation of flow

There are several measures to characterize mixing, both extensive and dispersive. Mixing 
efficiencies in different flows created by different mixing equipment geometries can be 
compared by using the kinematic parameters developed by Ottino (1989) and the dispersive 
mixing index proposed by Yang and Manas-Zloczower (1992).

12.2.1 Efficiency of stretching

A kinematic analysis of laminar stretching has been developed (Ottino 1989) in which the 
capacity of the flow to stretch and fold the interfaces of material elements is quantified by 
calculating the stretching of infinitesimal vectors (2D flows) and surfaces (3D flows). A 
global efficiency of mixing is then estimated by analyzing the stretching of a statistically 
large number of material points in the flow domain.

Let Ω0 and Ω denote the domain of a homogenous liquid at times 0 and t, respectively. 
If a material point P has a position X in Ω and x in Ω0, the motion of the fluid is then 
described by the following equation.

 x X� χ( , )t  (12.1)

The deformation of a material fiber dX in Ω0 with a unit orientation M into a material fiber 
dx with a unit orientation m at a time t is defined as:

 d dx F X� �  (12.2)

where F is the deformation gradient tensor. The equivalent relation for the deformation of 
an area element da with orientation n into dA with an orientation N in a 3D flow is given 
as given below.

 d (det ) ( )  da F F A� � �1 T  (12.3)

The strain is then measured as:

 

λ η� �lim
d

d
 lim

d

dd dX A

x

X

a

A→ →0 0
 (12.4)



Mixing and air bubble dispersion in viscous liquids 255

where λ and η are called the length stretch and the area stretch, respectively. The efficiency 
of the flow to stretch and fold the material is quantified using λ and η. The instantaneous 
stretching efficiencies for dX and dA are given as:
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where M � dX/|dX| and N � dA/|dA|.
In equations (12.5), D is the rate of strain tensor and (D:D)1/2 is the magnitude of D. For an 
incompressible Newtonian fluid, the viscous dissipation is given by τ : D � 2μ(D : D), and 
hence, the local instantaneous efficiency in equations (12.5) gives the fraction of dissipated 
energy that is used to stretch the material. The local instantaneous efficiency has a range 
between �1 and 1.

The time-averaged stretching efficiencies are then calculated as shown below.
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The time-averaged mixing efficiency can be used to classify flows into (a) flows with no re-
orientation where the efficiency decays with time as t�1, (b) flows with partial re-orientation 
but with the time-averaged efficiency, still decaying as t�1, and (c) flows with strong re-
orientation but with the time-averaged efficiency tending to a constant value (Figure 12.1) 
(Ottino 1989).

12.2.2 Dispersive mixing efficiency

Dispersion of agglomerates and drops in flow will require the application of enough 
mechanical stress to overcome the interfacial forces holding the particles together. It has 
been shown from fundamental drop break-up studies that this mechanical stress required 
for break-up depends on the type of flow. Pure elongational or irrotational flows are more 
effective in breaking up of droplets and agglomerates than flows of simple shear type, 
and thus, a parameter to quantify the ratio of rotational and irrotational flow components 
is useful in analyzing the dispersive ability of a flow (Grace 1982; Bentley & Leal 1986; 

T
im
e-

av
er

ag
ed

 m
ix

in
g

ef
fic

ie
nc

y

(a)

T
im
e-

av
er

ag
ed

 m
ix

in
g

ef
fic

ie
nc

y

(b)

T
im
e-

av
er

ag
ed

 m
ix

in
g

ef
fic

ie
nc

y

(c)

Fig. 12.1 Typical behavior of time-averaged mixing efficiency. [Reprinted from Ottino (1989) with 
permission from Cambridge University Press.]
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Manas-Zloczower & Feke 1988, 1989). Cheng and Manas-Zloczower (1990) introduced a 
parameter λMZ called the ‘mixing index,’ defined as:

 

λMZ �
�

D

D Ω
 (12.7)

where D and Ω are the rate of deformation and vorticity tensors, respectively. The disper-
sive ability of a mixing device can then be characterized by the combination of the distri-
butions of mixing index and the shear stresses. The value of λMZ ranges from 0 for pure 
rotation to 0.5 for simple shear, to 1.0 for pure elongation. It should be noted that the 
Manas-Zloczower mixing index defined above is not frame invariant. Flow type parameters 
that are frame invariant were reviewed by Connelly and Kokini (2003) for mixing index. 
The computation of these frame-invariant mixing indices required the use of high-density 
meshes, thus greatly increasing the computational costs, while giving information similar to 
the non-frame-invariant mixing index.

12.2.3 Distributive mixing efficiency

The distribution of material points in the mixer can be quantified using the segregation 
scale, S(t). First, the concentration between M pairs of material points in the mixer sepa-
rated by a distance |r| is correlated, using a coefficient R(|r|) defined as:
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where c�j and c�j are the concentrations of the points of the jth pair, c  is the average concen-
tration of all the points, and S is the standard deviation. If ξ is chosen such that R(ξ,t) � 0 
when r � ξ, then the segregation scale S(t) is given by the following equation.
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The parameter S(t) is a good indicator of the average size of the segregated regions on a 
global scale and cannot detect local defects in flow (Connelly & Kokini 2007).

The deviation in the distribution of a cluster of minor ingredient particles from an ideal, 
random distribution is given by the cluster distribution index:
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where c(r) is the coefficient of probability density function, and the value of ε varies from 
0 for an ideal distribution to 1 where all the points in the cluster are at the same position.
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12.3 Governing equations for calculation of flow

For an incompressible and isothermal fluid flow, the velocity profiles are obtained by solv-
ing the continuity and conservation of momentum equations given by:

 ∇ � v � 0 (12.11)
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where ρ is the fluid density and f is the external body force per unit mass. The stress tensor 
σ is the sum of the isotropic pressure (P) and an extra stress tensor (T).

 σ � �PI � T (12.13)

In a non-isothermal flow situation, the equation for conservation of energy has to be solved 
in order to get the temperature profiles.
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In equation (12.14), C(T) is the heat capacity as a function of the temperature, r is the volu-
metric heat source, q is the heat flux, and T:∇v describes the viscous heating.

The analysis of flow would be complete only with an appropriate constitutive equation 
to calculate the stress tensor of equation (12.3). For a generalized Newtonian fluid in an 
isothermal flow, the stress tensor T is given as a function of the rate of deformation tensor 
D and the viscosity function μ γ( )� , where �γ is the local shear rate calculated from the rate 
of deformation tensor.

 T � 2μD (12.15)

 
�γ � 2 2tr( )D  (12.16)

For a Newtonian fluid, the viscosity function would reduce to a constant value μ0, called 
the Newtonian or zero-shear-rate viscosity. Several models are available for shear-dependant 
viscosity of polymeric fluids, with the power-law and the cross models being the most fre-
quently used ones. The power-law model for viscosity is given by:

 μ γ� �m n( )� 1  (12.17)

where m is the consistency factor and n is a property of the fluid material called the power-
law index. A Newtonian fluid would be a special case, where m is equal to the Newtonian 
viscosity μ0 and n would be equal to 1. A modified cross model was used to model the steady 
shear data of 0.11% carbopol solution (Prakash 1996) and is given by the following equation.

 μ μ γ� � �
0

11( )k n�  (12.18)
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12.4 CFD approaches for simulation of mixing flows

12.4.1 Finite element method

The solution of the set of equations consisting of the conservation of mass and momentum, 
the energy equation (for non-isothermal problems), and the appropriate constitutive equa-
tion for a complex mixing flow is usually not obtainable using analytical methods. Instead, 
numerical and computational methods are used to solve complex flow profiles. In particu-
lar, the finite element method has been effectively used to solve problems involving highly 
viscous fluids in complex mixer flows (Dhanasekharan & Kokini 2000, 2003; Connelly & 
Kokini 2003, 2004, 2006a,b, 2007).

There are three main steps involved in solving a flow problem using FEM (Reddy 1993).

• The flow volume or the domain of the problem is constructed as a mesh made of several 
sub-domains called finite elements.

• The physical processes are approximated over each finite element using polynomial 
functions and algebraic equations relating the physical quantities at the element nodes.

• The equations for each finite element are assembled and solved using continuity and/or 
balance of physical quantities across the elements.

The equations of motion are simplified by assuming the inertia terms to be negligible and 
are solved for the velocity, pressure, and stress tensor values over the entire flow domain Ω. 
The set of finite element equations are then given by:

 

( ) d� � � �∇ ∇ ∀ ∈∫ p u V. . ,T f u Ω
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where V and P are the function spaces of the velocity and pressure fields, respectively, and 
u and q are weighting functions. Several computational fluid dynamics (CFD) software are 
available which solve the set of independent algebraic equations. In most of the researches 
cited in this chapter, the numerical simulations were conducted using the Polyflow CFD 
software (Fluent Inc., Lebanon, NH). A typical flow problem would include the following 
steps: building the mixer geometry and converting it into an FEM mesh, using the mesh 
generator, Gambit; defining the flow boundaries, material properties, numerical parameters, 
and operating conditions using the Polydata interface; solving for velocity profiles using 
the FEM solver, Polyflow; calculating the various mixing measures from the velocity data 
using a post-processor, FLPost/Fieldview.

12.4.2 Techniques to handle moving parts

The Polyflow FEM solver is primarily designed for simulating applications that involve 
isothermal/non-isothermal, 2D and 3D, steady-state and time-dependant viscous and vis-
coelastic fluid flows. In case of mixer geometries with moving paddle elements causing a 
continuously changing geometry of the flow domain, Polyflow uses a mesh superposition 
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technique (MST), wherein the moving element and the flow domain are meshed separately 
and superimposed (Connelly & Kokini 2006a). The equation of motion is then modified 
using a penalty term H and is given by:

 H H P T( )( .v v g a� � � � � � � �) ( )1 0∇ ∇ ρ ρ  (12.21)

where v is the velocity, v is the local part velocity, P is the pressure, T is the extra stress 
tensor, ρg is the volume force, and ρa is the acceleration. The penalty term H is a step 
function with a value set equal to 1 for all nodes on a moving part and equal to 0 for all 
nodes in the fluid volume. In such a scenario, the mass conservation equation is also modi-
fied using a relative compression factor β:

 
∇.v P� �

β
μ

Δ 0  (12.22)

where μ is the local viscosity.

12.5 FEM numerical simulation of batch mixer geometries

12.5.1 3D numerical simulation of flow in a Brabender 
Farinograph®

The Farinograph is a low shear rate model batch mixer used for flour testing. It has two 
non-intermeshing asymmetrical sigma blades rotating in opposite directions in a 3:2 speed 
ratio. Plate 12.1 shows the FEM mesh of the bowl and the sigma blades. Connelly and 
Kokini (2006a) performed steady-state, isothermal simulations on three different fluid mod-
els in the Farinograph—a Newtonian corn syrup, a 2% carboxymethyl cellulose (CMC) 
solution, and a 0.11% carbopol solution. The shear-dependant viscosities of the CMC 
and carbopol solutions were fitted with the power-law and modified cross model respec-
tively, using the experimental data. The effect of increasing shear thinning on the trends in 
the velocity profiles was shown to be consistent with the experimental results of Prakash 
and Kokini (2000). Plate 12.2 shows the mixing index for the three fluid models at blade 
angular positions of 180º and 270º, respectively. An increase in shear thinning showed an 
increase in shearing at the blade edges and in the region between the blades while worsen-
ing the mixing in the regions away from the blades. The dispersive mixing index was high-
est in the region swept by the blades which had high values of shear rate and mixing index.

12.5.2 Analysis of mixing in 2D single-screw and twin-screw 
geometries

Connelly and Kokini (2007) analyzed mixing in a 2D axial cross-section of the Readco® 2� 
continuous processor (Readco Inc., York, PA), neglecting the flow along the barrel length. 
The differences in mixing efficiency between a single paddle and two interacting paddles 
were studied by comparing the distributive mixing, segregation and the dispersive mixing in 
the 2D single-screw and twin-screw mixers. The single paddle geometry was meshed using a 
rotating reference frame technique where the barrel or the outer boundary of the mixer rotates 
around a fixed paddle, while the twin-screw geometry was meshed using MST. (Figure 12.2).
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The mixing simulations were run with a Carreau model for dough using a mixed 
Galerkin FEM simulation in Polyflow (Dhanasekharan et al. 1999). The area and mag-
nitude of elongational flows was greater in the twin screw when compared to the single 
screw. Specifically, in the twin-screw geometry, the mixing index and shear stress values 
were lowest in areas separated from the paddle interaction, while the highest mixing index 
and shear stress values were generally found in the paddle intermeshing regions.

Analysis of the distributive mixing showed that the twin-screw geometry had a better clus-
ter distribution index for an initial position of the cluster just behind the blade tip in the left-
most flow domain, whereas for a material cluster initiating in the middle of the leftmost flow 
domain, both single-screw and twin-screw geometries showed weak distribution. The single-
screw mixer showed cyclic distribution indicating that the material points were unable to leave 
the streamlines. The stretching in the single-screw mixer remains at a constant level after an 
initial increase, while it increases exponentially with time in the twin-screw mixer. The instan-
taneous efficiency of the single-screw mixer oscillates around zero, indicating the periodic 
stretching and compression of the same material points. In contrast, the instantaneous efficiency 
of the twin-screw mixer is always positive, indicating that the material points are continuously 
re-oriented in the intermeshing region due to the splitting of the flow by the second paddle.

These simulations were useful in showing that the twin-screw mixer showed substan-
tially higher mixing efficiency as compared to the single-screw geometry. However, 3D 
simulations of the full-length mixer are needed to account for the axial flow disturbances 
caused by mixer design, for example, staggered mixing elements.

12.6 3D numerical simulation of twin-screw continuous 
mixer geometries

3D Numerical simulation of the mixing of a generalized Newtonian fluid were performed 
in a full-length kneading section of the Readco continuous processor with nine paddle 

(a) (b)

Fig. 12.2 FEM meshes for flow simulations: (a) single-screw mixer in the rotating reference frame 
and (b) twin-screw mixer with MST. [Reprinted from Connelly and Kokini (2007) with permission from 
Elsevier.]
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pairs. First, the velocity and pressure profiles were calculated for a Newtonian corn syrup 
with a viscosity of 53 P and a density of 1,409 kg/m3. The flow data was calculated for 
every 10º movement of the paddles for 10 rotations at 3 different screw speeds (1 rpm, 
50 rpm, and 100 rpm) and the mean logarithm of the length of stretch, instantaneous mixing 
efficiency, time-averaged mixing efficiency and normalized segregation scale were evalu-
ated for 3 different screw configurations and compared with the Farinograph data.

12.6.1 Distributive mixing efficiency in a 3D mixing geometry

Figure 12.3 shows three different paddle configurations of the full-length mixing region 
of the Readco mixer. By staggering the three center paddle element pairs, three different 
configurations providing differences in the overall pressure drop and flow profiles were 
obtained. The first configuration (flat) has all paddle elements aligned parallel to each 
other, while the other two have the center three paddle elements aligned at a successive 
rotation of 45º in a forward (45F) or a reverse direction (45R), respectively.

Figure 12.4 shows the time-averaged efficiencies of the three continuous mixer 
geometries with the Farinograph. At the start of the mixing process, the efficiency shows a 
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Fig. 12.3 Paddle configurations of the full nine paddle pair geometry: (a) flat, (b) 45F, and (c) 45R.
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Fig. 12.4 Time-averaged efficiencies for various paddle configurations of the Readco mixer in 
comparison to the Farinograph during mixing of a Newtonian corn syrup at 100 rpm.
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sharp rise for all the geometries before settling at a steady value. It can be seen that chang-
ing the mixer geometries causes the mixing efficiencies to evolve differently. At shorter 
residence times, both the staggered configurations (45F and 45R) show greater efficiencies. 
However, at longer times, they equilibrate to a lower value compared to the flat configura-
tion, which shows a steady increase. The mixing efficiency of the batch mixer shows a 
greater periodicity but a lesser average value at the end of 10 rotations (or 6 s) in compari-
son to the continuous mixer geometries.

An increase in the screw speed resulted in a decrease in the time-averaged instantane-
ous mixing efficiency, as shown in the Plate 12.3. The efficiency was the highest at a screw 
speed of 1 rpm compared to 50 and 100 rpm and the batch mixer due to the high value of 
material residence time at the slow speed allowing for greater stretching and folding of the 
material. Among all the three configurations studied, the flat configuration is the closest in 
terms of efficiency when compared to the batch mixer. However, a better mixing perform-
ance would need a matching of all the mixing measures including length of stretch, segre-
gation scale and dispersive mixing index.

12.6.2 Evaluation of dispersive mixing in 3D continuous mixer 
geometry

The Manas-Zloczower dispersive mixing index [equation (12.7)] was calculated from the 
flow data. Plate 12.4 shows the contour maps of the mixing index and the shear rate on a 
vertical cross-sectional plane at the eighth paddle of each paddle configuration at 100 rpm. 
A mixing index value of greater than 0.7 indicates greater elongational flows and better dis-
persion. For all the paddle configurations, these high values of mixing index are found in 
the plug flow regions between the paddle and the barrel wall, and the intermeshing regions. 
However, the intensity of these regions is higher for the staggered configurations. Apart 
from the mixing index, corresponding high values of shear stress are also needed for effec-
tive dispersion. It can be seen from the contour maps (Plate 12.4) that the highest shear 
rates (and hence, shear stress for the Newtonian fluid under consideration) occur in the 
intermeshing regions. Hence, dispersive mixing ability of the staggered configurations is 
greater due to the higher mixing index values in the intermeshing regions.

Plate 12.5 shows the dispersive mixing index contours evaluated for a shear thinning 2% 
carboxymethyl cellulose in a shortened mixer of two paddle pairs. It shows the distribution 
of the flow type for three screw configurations. The stagger angle between the successive 
paddle elements was 0º (2
), 45º (2 
 45) or 90º (2 
 90) and the material flow rate and 
the screw speed were the operational variables studied. The mixing indices were calculated 
for points throughout the volume of the mixer after one full rotation of the paddles. In all 
three mixer configurations (2
, 2 
 45 and 2 
 90), the greatest number of points had a 
mixing index of around 0.5 or 0.1, indicating most of the flow to be in the simple shear or 
rotational flow region. Points in the elongational flow region (mixing index 	 0.7) are sig-
nificantly fewer and the density of this region will play an important role in the dispersion 
of bubbles and drops as will be discussed in the next section.

A comparison between the different mixer configurations shows the stagger-less configu-
ration (2
) as having greater density of rotational flow, as well as in the region of elon-
gational flow while the ninety degree staggered configuration (2 
 90) has the greatest 
collection of points with a mixing index near 0.5 and thus has the potential for more shear 
flow. It can be seen from Figure 12.5 that the change of screw speed did not significantly 
affect the distribution of the dispersive mixing index. It will however affect the distribution 
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of shear stresses that cause the dispersion of bubbles and drops in flow; therefore, in order 
to determine the dispersive ability of the mixer, the combined effects of screw configuration 
(which influences the flow type) and the screw speed (which influences the flow strength) 
have to be studied. In addition, increasing the length of the mixer to a full nine paddle pairs 
will have an impact on the local distribution of the mixing index.
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Fig. 12.5 Mixing index density distribution for 2
 configuration at different screw speeds during 
mixing of a shear thinning 2% CMC solution in a two paddle continuous mixer: (a) 2
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 90.
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12.7 Prediction of bubble and drop dispersion in a 
continuous mixer

Bubbles and immiscible drops suspended in a fluid undergoing flow will deform and break up, 
if the flow strength is sufficiently large. In highly viscous flows, the deformation and break-up 
of a bubble or drop is governed by a dimensionless ratio called the capillary number (Ca):

 
Ca r�

μγ
σ
�

 (12.23)

where μ is the viscosity of the continuous medium (food matrix), �γ  is the local shear rate, r 
is the bubble radius and σ is the surface tension of the food matrix (Meijer & Janssen 1994; 
Risso 2000). The capillary number can be defined as the ratio of viscous forces acting to 
deform the drop, to the interfacial forces acting to restore its spherical shape. When the vis-
cous forces are large enough that the drop can no longer maintain a stable deformed shape, 
it breaks up. The determination of these break-up conditions is fundamental to the design 
of efficient dispersion processes.

Several researchers have studied numerically and experimentally the deformation and 
break-up of isolated drops in simple two-dimensional flows, in order to establish the criti-
cal value of the capillary number (Cacr) or the point at which the flow strength is strong 
enough to cause the drop deformation to become unsteady leading to break-up. (Grace 
1982; Acrivos 1983; Bentley & Leal 1986; Khakhar & Ottino 1986).

For any given drop diameter, the Cacr is a function of the viscosity ratio of the continu-
ous and discontinuous phases (p) and the flow type parameter (α), which is a quantification 
of the shear and extensional characters of the flow (Grace 1982; Risso 2000). The relation 
between Cacr and the viscosity ratio p has been developed for a range of two-dimensional 
planar flows of the form:
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where e and ω are the dimensionless rate of deformation and vorticity tensors, respectively. 
The value of α ranges from �1 for pure rotation, to 0 for simple shear and 1.0 for pure 
elongation. Thus, a simple shear flow would have equal contributions of rotation and elon-
gation, whereas values of α 	 0 would cause the elongation to be greater than rotation.

At very small viscosity ratios (p → 0) involving highly viscous fluids in the continuous 
phase, the drop elongates to a slender body shape prior to break-up. In such a case, Cacr for 
simple shear flow (α � 0) is given by:

 Cacr � 0.0501p�2/3 (12.25)

and for flows with 0 � α � 1.0,
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For the case of α � 1.0 or pure elongation, equation (12.26) would transform into the fol-
lowing equation.

 Cacr � 0.145p�(1/6) (12.27)

The correlations between equations (12.25) and (12.27) have been validated by experiments 
and these show that a slight deviation in the flow character from simple shear would dras-
tically reduce the flow strength required for drop break-up (Grace 1982; Bentley & Leal 
1986). Thus, for dispersing drops in systems with very low viscosity ratios, it is desirable 
to have more elongational flows. Flows in continuous mixing devices are a complex distri-
bution of shear and elongation, depending on the paddle element configurations (Connelly 
& Kokini 2003). Flow type distribution in mixing devices has been quantified in various 
mixing simulation studies using the Manas-Zloczower mixing index (λMZ) defined in equa-
tion (12.7) (Li & Manas-Zloczower 1994; Connelly & Kokini 2006a, 2007). The mixing 
index λMZ quantifies the ratio of shear and elongational flows and is related to the flow 
type parameter α by the following equation.
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The value of λMZ ranges from 0 for pure rotation, to 1.0 for pure elongation, with 0.5 
denoting simple shear flow.

FEM simulations were performed on the mixing of a highly viscous Newtonian corn 
syrup (μ � 1,200 Pa s) in the full-length nine paddle pair mixing region of the Readco 
mixer in order to obtain the distribution of the capillary numbers (flow strength) and the 
mixing indices (flow type). Figure 12.6 shows the capillary numbers calculated from 
the maximum shear rates encountered by a 400 μm air bubble in the entire mixer volume 
with a flat configuration (Vyakaranam & Kokini 2008). It can be seen that the maximum 
possible capillary numbers fall well below the required critical value for break-up in sim-
ple shear flow for the corn syrup–air system under consideration (�1,833) and above the 
value for elongational flow (�2.046), suggesting that the distribution of elongational flows 
is critical for dispersion.

A study of the distribution of the dispersive mixing index and shear rates showed the 
variation of elongational flow at different cross-sections along the length of the mixer. Plate 
12.6 shows the contour maps of shear rate and mixing index at the first, fourth and eighth 
paddle elements of the flat configuration. The density of elongational flow is the highest 
in the center region of the mixer, around the fourth paddle element, with the intermeshing 
regions showing high values of shear rates as well as mixing index.

The staggering of paddle elements also has an effect on changing the flow type distribu-
tion. Figures 12.7a–c show plots of the mixing index versus the capillary number for points 
at the three different locations in the mixer having a mixing index greater than 0.8. It can 
be seen that the density of these points is the greatest for the flat configuration and lowest 
for the 45º reverse stagger configuration (45R), suggesting higher break-up in the stagger-
less configuration.

The effect of process parameters like stagger angle and the screw speed on the distribu-
tion of flow type in a mixing device is critical information that will help in the design of 
mixers with better dispersive abilities.
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12.8 Summary

Numerical simulations using the FEM are an effective, cost-saving and non-intrusive 
way for analyzing and comparing the distributive and dispersive mixing ability of batch 
and continuous mixing devices. The dispersive and distributive mixing abilities of various 
mixer geometries have been studied during the mixing of model high-viscosity Newtonian 
and non-Newtonian fluids. Although there has been some work done (Dhanasekharan & 
Kokini 2000; Connelly & Kokini 2004), further investigations could focus on solving vis-
coelastic fluid flows in such mixing devices, thus bringing the knowledge much closer to 
real food systems. An analysis of dispersive mixing indices has been shown to be useful in 
predicting break-up of bubble and drops in viscous continuous mixing flows.
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13 Particulate and powder mixing

John J. Fitzpatrick

13.1 Introduction

The food industry produces a wide variety of particulate mixtures, including soups, cakes, 
baby foods, custard, cereal mixes and spice mixes, which combine a wide variety of ingre-
dients such as sugars, flour, dairy powders, salt, dried cereals, vegetables and fruits. The 
mixing of these particulate ingredients involves the movement of the ingredients throughout 
each other, in an effort to produce a uniform concentration of each component throughout the 
mix. Mixing of dry particulates and powders is a common operation in many industries, 
thus the basic principles of mixing and equipment used are common amongst most applica-
tions including food powders, although each application may have certain issues that are 
of particular relevance. Consequently, this chapter describes many of the important aspects of 
particulate mixing and concludes with a section concentrating on aspects that are of special 
relevance to food particulate mixtures.

13.2 Characterisation of particulate mixtures

13.2.1 Types of mixtures

13.2.1.1 Perfect mixtures

A perfect mixture is produced by positioning individual particles to obtain a uniform con-
centration of each ingredient throughout the mix. For example, consider a 50:50 mix of 
black and white particles. A perfect mixture of these black and white particles is illustrated 
in Figure 13.1a. This is produced by selectively positioning black and white particles in 
specified adjacent positions. In practice, commercial mixers cannot do this, as they do not 
select individual particles and place them in specific positions relative to other particles.

13.2.1.2 Random mixtures

In a random mixture, the probability of finding a particle of any component is the same at 
all positions in the mixture and is equal to the proportion of that component in the mixture 
as a whole. Figure 13.1b illustrates a random mixture of the same black and white particles. 
Here, a toss of a coin decides if a space is filled by a black or white particle. From looking 
at the figure, there appears to be a similar number of particles in the top half as the bottom 
half or in the right half as the left half because the probability of finding a black particle 
anywhere in the mix is the same. Industrial mixers strive to produce random mixtures by 
inducing motions in the particles to randomly disperse particles throughout each other.
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13.2.1.3 Segregating mixtures

This is a mixture where there is a greater probability of finding a given component’s parti-
cles in one region of the mix. Figure 13.1c illustrates a segregating mix, where it is obvious 
that there are more black particles than white particles in the bottom half, that is, there is a 
segregation of black particles towards the bottom half.

13.2.1.4 Ordered mixtures

These may occur in cohesive mixes containing larger sized ingredients and smaller sized 
ingredients. An ordered mix is where the smaller ingredient particles effectively coat the 
larger particles. This may result in a better mix than a random mix because the smaller par-
ticles are, in a sense, positioned onto the larger particles due to the cohesion between the 
particles. However, it may also lead to a segregated mix if the action of the mixer is unable 
to uniformly distribute the small particles throughout the mix because of strong cohesion 
between small and large particles.

13.2.2 Mixture quality

The job of a mixer is to try and achieve a uniform composition of component ingredi-
ents throughout the whole mix. For example, if 20 samples were taken randomly from 
throughout the mix then all should have the exact same composition. In practice, this is not 
achieved and deviations will exist between the composition of the samples and mean com-
position of the whole mix. Mixture quality is a quantitative assessment of these deviations. 
The smaller the deviations, the better will be the mixture quality. Assessment of mixture 
quality is presented in Section 13.3.

13.3 Assessment of mixture quality

13.3.1 Sampling

The purpose of taking samples is to estimate the mixture quality of the whole volume 
of material from analysing a small proportion of it (the samples). It should be noted that 
 mixture quality will depend on the size of samples taken, the number of samples taken, 
the positions from where the samples are taken and the sampling procedure used, as 
described below.

(a) (b) (c)

Fig. 13.1 Mixture types: (a) perfect mixture, (b) random mixture and (c) segregating mixture.
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13.3.1.1 Sample size

Sample size refers to the physical size of the sample, that is, its mass or volume. It is very 
important and will have a significant effect on mixture quality. The smallest sample size 
is at the size of the smallest particle. At this scale of scrutiny, there is no mixture. On the 
other hand, the largest sample size is the contents of the entire mixer. At this scale of scru-
tiny, the mixture quality is the same as the composition. As a result, there is a greater prob-
ability of measuring a better mixture quality as sample size increases. This leads to the 
question of what sample size should be selected. The answer to this is the scale of scrutiny 
implemented by the user or the sample size used by the consumer. This could be the size 
of a teaspoon, a capsule, a tablet or a 25 kg bag. Thus, an adequate mixture quality must be 
achieved at the sample size used by the consumer.

13.3.1.2 Sampling procedure

First of the all, the following two ‘golden rules of sampling’ proposed by Allen (1981) 
should be considered.

• Samples should be taken from a moving stream.

• Samples should be randomly taken from throughout the whole mixture.

For continuous mixers, the first rule is easy to implement as a mixture is continuously 
 leaving the mixer. For batch mixers, this involves taking samples at the end of mixing 
 during mixture discharge. However, in practice, sampling of the powder stationary bed 
inside the mixer is often done, especially if it is required to evaluate mixture quality at 
 discrete times during the batch mixing operation. There are a number of devices for taking 
a sample from a stationary bed of powder, such as a sampling thief and pneumatic lance. 
The problem with these devices is that they may bias the sample, for example, a device 
may preferentially sample smaller particles. Consequently, care must be taken with the use 
of these devices. Biasing of the sample by the sampling technique may be seen by  assessing 
the component concentration values of the samples. If there is a tendency for most of them 
to be either greater or lesser than the target concentration, this may suggest biasing by the 
sampling technique, provided that samples are taken randomly from throughout a batch.

The second rule of random sampling of the entire mixture is very important in case a 
segregated mix is produced. For example, if a mix is partially segregated from top to bot-
tom, then taking samples only from the top is not representative of the whole mix. It is very 
important that the samples taken are representative of the whole mix because these samples 
are used to determine the mixture quality of the whole mix.

13.3.1.3 Number of samples

The variance in measured mixture quality will be influenced by the number of samples taken 
with small sample numbers leading to higher variance in mixture quality. Consider measur-
ing the mixture quality from a small number of samples, such as four. If this was repeated, 
say 5 times, then a significant variation in the measured mixture quality would be noted. 
If the same test was repeated with a higher sample number of say 20, then the variance in 
mixture quality would be reduced. This variance in mixture quality will become smaller 
and smaller with more samples (Weinekötter & Gericke 2000), as illustrated in Figure 13.2. 
Consequently, it is required to choose a sufficient number of samples to reduce the effect of 
this source of variation. In practice, it is common practice to take at least 20–30 samples.
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13.3.1.4 Analysing the samples

This usually involves measuring the composition of one or more key components within 
the mix. It should be kept in mind that these analytical techniques will have their own 
intrinsic variance, which should be assessed independently.

Let us now consider N samples being taken randomly from throughout the whole mix-
ture and the sample size is at the scale of scrutiny of the user. The samples are then ana-
lysed to determine the composition of a key component. Statistical techniques are then 
applied using the sample data to quantitatively assess mixture quality. Below are some of 
the approaches used for assessing mixture quality.

13.3.2 Sample variance and standard deviation

The variance S2 is given by:
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where N is the number of samples, yi is the composition of the component in sample i and 
μ is the mean composition or the composition of the component in the whole mix, which 
is usually a known value. In some cases, the mean may not be known. In these cases, the 
mean can be estimated by evaluating the sample mean, and the sample variance can then be 
estimated from equation (13.1) with N � 1 in the denominator. The lower the sample vari-
ance or standard deviation (S), the better will be the mixture quality.

From considerations above, the sample variance may include significant variance from 
the sampling procedure and analytical techniques, in addition to that due to the mixture, 
that is
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Fig. 13.2 Reduction in the variance in mixture quality with increase in the number of samples used to 
determine mixture quality.



Particulate and powder mixing 273

13.3.3 Lacey and Poole indices of mixture quality

For a binary mixture, upper and lower limits of variance are given as follows:

Upper limit (completely segregated): σ0
2 1� �p p( )  (13.3)

Lower limit (randomly mixed): σR
( )2 1

�
�p p

n
 (13.4)

where p is the fraction of the component in the mixture and n is the number of particles in 
each sample.

The Lacey and Poole mixing indices use these values along with the sample variance 
and standard deviation.
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In practical terms, the Lacey mixing index is the ratio of mixing achieved to mixing pos-
sible. A Lacey index of zero would represent complete segregation and a value of unity 
would represent a completely random mixture.

 
Poole mixing index

R

�
S

σ  
(13.6)

A Poole mixing index of 1 represents a random mixture.

13.3.4 Relative standard deviation

Relative standard deviation (RSD), also known as the coefficient of variation (CoV), is 
often used as a measure of mixture quality and is defined as follows.

 
RSD �

S

μ  
(13.7)

RSD is more useful in providing an insight into how the target component concentration 
influences mixture quality. As the target component concentration becomes smaller, sample 
variance tends to decrease due to the smaller values of concentration and this can hide the 
reality that mixture quality tends to get worse with decreasing target component concentra-
tion (Weinekötter 2007). Consequently, RSD is better for comparing mixture quality when 
trying to evaluate the influence of target component concentration on mixture quality. It is 
commonly used in the pharmaceutical industry where the active pharmaceutical ingredient 
is often a small proportion of the mix.

13.3.5 Estimating the true variance (σ2) from the random 
sample variance (S2)

σ2 is the true variance or the variance obtained if all samples that make up the entire vol-
ume of the mix were measured. This is the variance that one would like to estimate. The 
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random sample variance S2 becomes more meaningful if it can be evaluated how accurately 
it describes the unknown true variance. Statistical techniques can be applied to state the 
probability of locating the true variance within a confidence interval, that is:

there is x% confidence that the true variance σ2 lies within the range

 σ σL U
2 2 2� �S

These techniques can evaluate the upper and lower limits for a desired confidence interval, 
provided samples have been taken randomly from the entire mixture (it is very important 
that a procedure has been used for random sampling of the entire mixture). Two commonly 
used statistical techniques are outlined below.

13.3.5.1 Student’s t-test statistics

When more than 50 samples are taken (i.e., N 	 50), the distribution of variance values 
can be assumed to be normal, that is, if the sample variance was measured many times, 
it would be distributed normally. In this case, the student’s t-test statistics can be used to 
evaluate the upper and lower limits for a given percentage confidence as follows.
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For a given percentage confidence, the t-test statistical tables are used to evaluate t for a 
given number of samples N. For example, at 95% confidence level, t � 2.0 for N � 60. 
Also note that as the number of random samples increases, the gap between the upper and 
lower limits decreases.

13.3.5.2 Chi-square statistics

When less than 50 samples are taken (i.e., N 	 50), the distribution of variance values may 
not be normally distributed and is likely to be a χ2 (chi-square) distribution. In this case, 
the upper and lower limits are not symmetrical. These limits are given by:
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where the chi-square values χ α1
2
�  and χα

2
 are read from the chi-square statistical table. 

This table requires the degrees of freedom and the α value. The degrees of freedom is 
N � 1. The α value depends on the level of confidence. For example, for a 90% confidence 
range, α � 0.5[100 � 90]/100 � 0.05. For a 95% confidence range, α � 0.5[100 � 95]/
100 � 0.025.

13.3.6 Assessing if satisfactory mixture quality is achieved

1. Firstly, this requires the manufacturer to specify what is meant by satisfactory mixture 
quality. This should be presented probabilistically as the percentage of all samples that 
must fall within a specified upper and lower limit of the mean composition, that is y% of 
all samples have compositions within μ � Lspec

 Note that, here, all samples refer to the entire batch being sampled. For exam-
ple,  suppose the mean composition of ingredient A with a sample size of 2 g is 0.3 g, 
it is required that 99% of all samples in the mix must fall within 0.005 g of the mean 
value.

2. Then, the mixture quality of the mix is measured and statistically analysed by evaluating 
the sample variance and the upper and lower limits for which there is a very high prob-
ability that the true variance lies within these limits, as described above.

3. If the whole batch were to be sampled, then the composition of the samples would 
be normally distributed around the mean composition. If the true standard deviation 
( σ σ� 2 ) is known (usually is not known), then the normal distribution statistical 
tables can be used to estimate the percentage of all samples that will have a composition 
within a given range of the mean (μ). For example, 
95.4% of all samples will have compositions within μ � 2σ
99.7% of all samples will have compositions within μ � 3σ

 As the true standard deviation is not known, the upper or lower limit (whichever is more 
important, usually the upper) calculated above (Section 13.3.5) is used instead of the 
true standard deviation.

4. Finally, the calculated range around the mean in step (3) is now compared to the speci-
fied range around the mean in step (1). If the calculated range is less than the specified 
range about the mean, then the mixture is of satisfactory quality, that is, it is within 
specification.  For example, if it is required that 99.7% of all samples have composi-
tions within μ � Lspec, then μ � 3σ � μ � Lspec or σ � Lspec/3, where σ � σU

13.3.7 ‘Baking a cake’ method of assessing mixture quality

Oftentimes, in industry including the food industry, the above fundamental approach 
to assessing mixture quality is not used because it is considered too cumbersome and it 
requires an understanding of statistics and its application. Instead, the mix is assessed by 
applying it to its final application and evaluating if the final application is satisfactory. For 
example, for a cake mix, cakes are baked using the mix and the mixture quality is assessed 
by assessing the quality of cakes that are baked from the mix.

13.3.8 Influence of particle size and powder cohesiveness on 
mixture quality

The smaller the particle size of the ingredients, the more intimately they will be mixed 
which can lead to a higher quality mix. This is demonstrated by equation (13.4), where the 
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variance obtained for a random binary mix decreases with increase in the number of parti-
cles n. As particle size decreases, the number of particles in a given sample increases and 
thus the variance of a random mix decreases leading to a higher quality mix.

Increasing powder cohesiveness reduces the flowability of the powder which reduces the 
rate at which individual powder particles can mix, which can increase the time required to 
obtain a specific mixture quality. Furthermore, powder cohesiveness may result in clumps 
of particles not being broken up, with individual particles in the clump not being mixed, 
and this can limit the mixture quality attained.

Particle size influences powder cohesion, especially when size is reduced below 100 μm, 
with smaller size leading to a more cohesive powder. From the above, reducing particle 
size results in a greater potential for achieving a higher quality mix; however, this depends 
on the mixer’s ability to liberate all the particles from any powder clumps. Reducing parti-
cle size will require longer mixing times because of powder cohesion and the fact that there 
are more particles to mix.

13.4 Mixing mechanisms

The mixing mechanisms have been traditionally described as:

• diffusion;

• convection;
• shearing.

The use of these words has been derived from our much greater knowledge of fluid mixing. 
However, powders are a lot different to fluids. The basic powder particle is much greater 
in size than the equivalent molecule in fluid mixing. In fluids, molecules randomly move 
around due to Brownian motion and diffuse from locations of high to low concentrations. 
There is no such thing as an equivalent Brownian motion in powders giving rise to diffu-
sion. As a result, the powder particles require a motion to be imposed on them in order to 
get them to move and for mixing to occur. Therefore, all powder mixers have some sort of 
devices that induce powder motion, which may be container rotation or movement of pad-
dles within the powder.

13.4.1 Convection or macromixing

This refers to the gross movement of a group of powder particles from one position to 
another. This is sometimes referred to as macromixing. This occurs in convective mixers 
due to the movement of mixing elements and can occur in tumbler mixers when material 
cascades.

13.4.2 Diffusion or micromixing

This refers to random motions of individual particles that result in micromixing as individ-
ual particles randomly disperse throughout the mixture. Unlike fluids, the powder particles 
must first be set in motion by some external action. There are different forms of diffusive 
motion, some of which are given below.
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Random motion due to aeration/fluidisation: Powder particles may become aerated 
 during tumbling or by fluidisation, and as a consequence, they randomly move around 
and mix.

Random motion at moving interfaces: Powder layers moving over each other during con-
vection will experience an expansion in volume at the interface giving the particles more 
freedom to randomly move and mix.

13.4.3 Shearing

This occurs when a slip failure plane develops in the powder and a chunk of powder is 
moved down or slips down along this plane. This can occur in convective mixers and high 
shear mixers where mixing elements shear the powder. This may also be caused by tum-
bling where a layer of powder avalanches down along a slip plane. Shearing results in both 
convective and diffusive mixing where a chunk of powder moves (convective mixing), but 
the chunk may become aerated and the volume will expand at the interface leading to dif-
fusive mixing where particles can move across the shear zone.

13.4.3.1 High shear mixing

This can lead to break-up of cohesive aggregates into the individual particles that constitute 
the aggregate and allows the mixing of the individual particles.

13.5 Segregation or demixing

13.5.1 Segregation

When particles to be mixed have the same physical properties, then a random mixture will 
be obtained if the particles are mixed for long enough. However, if the properties are dif-
ferent, then the particles may demix or segregate where particles with the same physical 
property separate out and collect in one part of the mixture. The major property difference 
causing segregation is difference in particle size, although differences in particle density 
can also cause segregation.

Segregation is a very important consideration and a real problem in the industry. Some 
mixers may not be able to form a random mixture because of segregation mechanisms 
occurring in the mixer. Some mixers may even demix a mixture due to the dominance of 
segregation mechanisms acting in a particular mixer. For example, a rotating cylindrical 
mixer will demix a mixture of dry spheres if they have a difference in particle size. In mix-
ers in which a segregation mechanism is present, the mixing and demixing may progress 
at different rates over time until an equilibrium is reached where both rates equal each 
other. In between, mixture quality may initially improve with mixing time but may then 
disimprove after a certain mixing time due to the segregation rate. Figure 13.3a illustrates a 
typical decrease in sample variance with mixing time, whereas Figure 13.3b illustrates the 
competition between the mixing rate and the segregation rate, where the sample variance 
first decreases with time to a minimum before increasing until equilibrium is achieved. 
Mixing times greater than required to achieve the minimum variance is sometimes referred 
to as ‘overmixing’. (Overmixing can also refer to powders being mixed for a time greater 
than that required to attain satisfactory mixture quality with the powders being degraded 
over time, for example, by particle breakage.)



278 Food Mixing: Principles and Applications

Even more important are the steps that follow mixing, such as emptying the mixer, mix-
ture transport, charging and discharging hoppers and silos, and further processing. These may 
introduce segregation mechanisms that can demix a mixture. For example, in filling a silo 
from the top with a mixture containing ingredients with different size particles, a heap will 
be created. Big particles have a greater tendency to roll down along the surface of the heap to 
the silo wall surface, and the smaller particles tend to congregate near the centre. On empty-
ing in funnel flow discharge, the smaller ingredients will leave first resulting in demixing.

Segregation takes place due to the preferential motion of particles with similar prop-
erties, in particular, particle size. A summary of a number of segregation mechanisms is 
given below (Williams 1990; Rhodes 2002).

13.5.1.1 The rolling heap

This is where big particles tend to roll down the slope of the heap while smaller particles 
congregate more towards the centre. This is important in filling silos and containers and 
forming stockpiles.

13.5.1.2 Trajectory

Consider a mass of particles moving around a corner. The bigger particles require a greater 
radius of turn than the smaller particles because of the momentum associated with their 
greater mass. This is important when emptying mixers or moving from one conveyor to 
another at right angles. It is potentially important in any operation where there is a change 
in direction in the conveying of the particles and the particles are free to move.

13.5.1.3 Percolation of fines

If vibration is applied to a bed of powder, the smaller particles tend to sift or percolate 
through the voids created between the bigger particles. This can commonly occur during 
transport in trucks, trains and ships due to the vibrations induced. This will lead to more 
fine particles at the bottom of the container and more larger particles on the top.

13.5.1.4 Elutriation

Gas moving through an expanded or fluidised bed of particles tends to preferentially drag 
small particles upwards because they are lighter and have greater surface area per unit mass 
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Fig. 13.3 (a) Typical variation of sample variance with mixing time. (b) Sample variance displays a 
minimum due to interaction between the rate of mixing and segregation. Solids lines represent a best fit 
curve through the sample variance data points. Dashed lines represent the true variance of a completely 
random mix.
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for drag forces to lift the particles. Elutriation may also occur if the particles have different 
densities. Consider same size particles but with different densities. The less dense particles 
are lighter and will be elutriated upwards more easily than the heavier denser particles. 
Elutriation can occur where particles are aerated. For example, when filling powder into a 
silo, air currents are generated that entrain fine particles into it in the headspace. They may 
settle only when filling has been completed, and thus settle as a segregated layer on the top 
of the heap.

There are a number of segregation tests available to give some insight into the segrega-
tion tendency of a mix; however, each test relates to a specific segregation mechanism. For 
example, there are two ASTM standard methods (D6940-03 and D6943-03), the first relat-
ing to the rolling heap mechanism and the second relating to the fluidisation mechanism.

13.5.2 Reducing segregation

The main methods for trying to reduce segregation are described below.

13.5.2.1 Reduce the difference in particle size

As difference in particle size is the main cause of segregation, reducing this difference in 
size should reduce segregation. An acceptable size difference is difficult to determine, as it 
will depend on other factors such as the magnitude of particle size and the cohesiveness of 
the powder particles. However, it does not take much difference in particle size to segregate 
a free flowing powder, for example, a size ratio of 1.3 (big/small) will result in significant 
segregation.

13.5.2.2 Increase the cohesion of powders

Increased cohesion forces between powder particles will restrain individual particles from 
moving freely and segregating. Increased cohesion can be achieved by reducing particle 
size or adding small quantities of liquid. Reducing particle size increases total particle con-
tact area, which can greatly increase surface attractive force interactions. Segregation is 
generally not a serious problem when all the particles are less than 30 μm.

13.5.2.3 Change process to eliminate segregation mechanisms from taking place

Eliminate and redesign locations in the process layout where segregation can occur, for 
example, conveying belts should not be split off at right angles.

13.5.2.4 Mix when needed

Mix only when the mix is needed. Instead of mixing followed by transport and storage 
before packing, it is better to transport, store and finally mix prior to packing. This can 
eliminate mixture transport, filling and emptying operations that may induce segregation. 
For some food powders, it may be necessary to pack some of the ingredients separately and 
allow the consumer mix the powders at the point of use.

13.5.2.5 Agglomerate/granulate the mix 

Once the mix is satisfactorily formed, then produce granules by getting powder particles to 
stick together and form bigger particles called granules. Once particles are stuck together, 
they cannot segregate.
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13.6 Powder mixing equipment

Powder mixers can be classified as batch and continuous mixers with batch being by far 
the most commonly used in the food industry. The most common batch mixers can be clas-
sified as tumbling mixers and convective mixers. Other batch mixers include gravity silo 
mixers and pneumatic mixers. Detailed discussion of these mixers is reported by Muzzio 
et al. (2004). Below is a summary of common mixers used in the food industry.

13.6.1 Tumbling mixers

A tumbling mixer consists of a closed vessel rotating about its axis. Common shapes for 
the vessels are double cone and V-shape, as illustrated in Figure 13.4. These vessels are 
typically around half full of particulate material. Mixing is achieved predominantly by 
random motion where particles roll down along a sloping surface, and these mixers can 
achieve very good mixture quality. Tumbling mixers provide a low shear environment. This 
may limit their potential when trying to mix cohesive powders as the shear may not be suf-
ficient to break up chunks of powder and liberate individual powder particles for mixing. 
Another potential problem with these mixers is that they may not be effective if the mixture 
has a tendency to segregate.

13.6.2 Convective mixers

Convective mixers consist of a static shell in which the powder is circulated around by rotat-
ing blades, paddles or screws. These are very commonly used in the food industry. Mixing 
consists of convective, diffusive and shear mechanisms. The rotation of the mixing elements 
gives rise to convective transport of chunks of powder around the mixer by the mixing ele-
ment. Shear and diffusive transport take place as these chunks of powder shear and interdis-
perse with each other causing individual powder particles to randomly move from point to 
point. It is desirable to have elements that can move the powder in many different directions 
so as to more easily obtain a random mix. These mixers can mix a wide range of bulk solids 
from free flowing material to cohesive material, as the rotation of mixing elements are able 
to create much higher shear environments than tumbler mixers. Another major advantage of 
convective mixers is that they are not prone to segregation because the convective motions 
induced by the mixer elements overcome any segregation motions. Convective mixers 
that are very commonly used in the food industry are the ribbon mixer with helical blades 
(Figure 13.5) and the plough mixer, and combinations of these mixers.

(a) (b)

Fig. 13.4 Tumbling mixers: (a) double cone and (b) V blender.
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A somewhat different type of convective mixer is the Nauta mixer (Figure 13.6) in which 
an orbiting screw lifts powder from the base of a conical hopper and progresses it around 
the hopper wall.

The Forberg mixer (Figure 13.7) is another type of convective mixer that induces a fluid-
ised zone and is sometimes referred to as a fluidised zone mixer. It consists of twin drums 
that have two counter-rotating agitators with specifically angled paddles that sweep the 
entire bottom of both mixer drums.

Fig. 13.5 Mixing elements in a ribbon convective mixer.

Fig. 13.6 Nauta orbital screw mixer.
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The material in the mixer moves in a horizontal counter-clockwise direction at the perim-
eter while simultaneously moving both left and right in the centre. The material in Zone B 
is in its normal gravimetric state as it is being moved and disbursed. In Zone A, a fluidised 
zone is created that effectively lifts the ingredients to an almost weightless state allowing 
them to move freely and randomly, regardless of particle size and density. The interaction 
of the two zones allows every particle to move rapidly to a highly homogenous mix in short 
mixing times.

13.6.3 High shear mixers

High shear mixers are convective mixers that are used in the mixing of very cohesive 
powders. They have special mixing elements that induce high shear stresses in the pow-
der. These high stresses are predominantly used to break up very cohesive agglomerates so 
that the individual particles within these agglomerates can be liberated to mix with other 
 particles.

13.6.4 Sigma blade mixers

Sigma blade mixers consist of two troughs and each contain a rotating sigma blade mix-
ing element. The material is loaded into the mixer up to about 50–60% of its load capacity. 
Liquid spray devices are located above the blades. The blades are counter-rotating, overlap-
ping as they fold and shear the material. These mixers are predominantly used for produc-
ing doughs and highly viscous pastes.

13.6.5 Continuous mixers

In a continuous mixing process, the ingredients are continuously fed into and through the 
mixer to continuously produce mixed product. Continuous mixers are basically accurate 
ingredient feeders, which feed the ingredients into a small mixing chamber. The accuracy 
of the ingredient feeders is critical as they will have a major influence on mixture quality. 
If the ingredient feeders are sufficiently accurate, then the mixing elements in the chamber 
need to provide only radial mixing to mix the ingredient streams. Short mixing chambers 
and residence times are required to do this. In practice, fluctuations in feed rates occur, thus 
the mixing elements usually impose some motion in the axial direction to try and counter-
act any perturbations in the feed rates (Weinekötter & Gericke 2000).

Zone A

Zone B

Fig. 13.7 Forberg mixer.
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13.7 Mixer selection and process design

13.7.1 Specification of mixture quality requirement

In designing a process that involves the mixing of particulate solids, a specification should 
be drawn up for the quality of mixing required. To do this, it is necessary to specify three 
quantities:

• scale of scrutiny;

• allowable variation from the mean composition;
• frequency or probability with which this variation may be exceeded.

The scale of scrutiny is the smallest amount of material within which the quantity of 
 mixing is important. For example, if the mixture is to be used to fill nutraceutical capsules, 
each capsule should have the necessary mixture quality. The allowable variation from the 
mean composition and the frequency with which this variation may be exceeded can be 
decided only by considering the purpose for which the mixture is used or the consequences 
if the amount of a certain component is above or below its mean value. In some cases, it 
may be prescribed by law or specified by standards.

13.7.2 Mixer selection

The following factors are useful to consider in selecting from the mixers described 
above. The first part is to consider batch or continuous mixing. Both have different advan-
tages and disadvantages which can readily determine which approach is best.

13.7.2.1 Batch versus continuous

Batch mixing is the traditional form of mixing; however, continuous mixers have many 
advantages including:

• much smaller mixing equipment is required (even high throughput continuous mixers are 
compact);

• short residence time in mixer (as there is always only a small amount of material being 
mixed in the mixer at any time);

• mixing is simpler;
• less likely to have segregation problems.

The major disadvantages with continuous mixing are as follows.

• It requires high quality accurate powder feeding of components into the mixer (the whole 
continuous mixing process depends on this).

• It requires high quality automation to monitor and control powder feed rates.
• There is a lower limit on production output, typically 100 kg/h.
• There is a lower limit on the feed rate of any ingredient, typically 300 g/h. Below this 

limit, it is difficult to control the constancy of the feed with any accuracy.
• There is usually a limit on the number of ingredients that can be fed into the mixing 

chamber.
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The advantages of batch processes include the following.

• Feeding is relatively easy. It is just a matter of weighing out each component and placing 
them in the mixer. The mixer will mix them all together.

• Automation is simpler.
• Batch mixers are much more versatile with regard to the number of ingredients that can 

be mixed.
• Batch mixers are also much more versatile with regard to how often the mix recipe is 

changed.

13.7.2.2 Segregation tendency

If the particles tend to segregate, then tumbler mixers may not be suitable. Specify a con-
vective type mixer, such as a ribbon mixer or a plough mixer, or a continuous mixer and 
design the rest of the process so as to minimise the amount of segregation occurring in the 
subsequent handling of the mixture.

13.7.2.3 Mixing of cohesive powders

Convective mixers are more suitable than tumblers for mixing cohesive powders. The mix-
ing elements can deliver much higher shear to break up the powder into individual parti-
cles. For the mixing of very cohesive powders that tend to form cohesive agglomerates, 
it is necessary to break up the agglomerates so as to mix the particles that constitute the 
agglomerate. In this situation, it is necessary to use mixers that can provide sufficient shear 
to break the agglomerates, thus higher shear mixers may be necessary. Tumbling mixers are 
not suitable, as these are more likely to promote agglomeration. One problem with higher 
shear is that it may also break down friable particles.

13.7.2.4 Mixing of shear sensitive particulates

As tumbling mixers create a low shear environment, they are more suitable for mixing 
shear sensitive particulates.

13.7.3 Process design

Once a mixer is selected, it is necessary to evaluate if the mixer can obtain the specified 
mixing performance in terms of mixture quality required. Pilot-scale tests can be performed 
where a sufficient number of samples are taken after a number of mixing times. From these 
samples, the mixture quality can be evaluated (as outlined in Section 13.3) as a function of 
mixing time, as illustrated in Figure 13.3. This will give an indication if the mixer can pro-
vide the required mixture quality and roughly how long the mixing time should be. Mixing 
times in batch mixers are usually not that long, typically of the order of minutes. This pilot-
scale testing can also be used to evaluate if any particle size degradation is taking place. It 
may be necessary to reduce the speed of mixing elements to reduce such particle breakage.

The major costs associated with mixing is the capital cost (which is related to the size of 
the mixer), the energy requirement (which is related to mixer size and how often it is used) 
and the labour cost. The size or volume of the mixer is often determined by the size of the 
batch to be processed. The batch mixing cycle time is usually not the rate-limiting step in 
an overall batch process, and consequently, mixers may be idle for a significant amount of 
time. Thus, there is the possibility of specifying a smaller mixer and using it multiple times 
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during the time allowable for the rate-limiting step. This could reduce the mixer capital 
cost. However, the disadvantage with this is that it will require more weighing, filling and 
discharging and this will result in greater labour costs. Consequently, there is a trade-off 
between mixer capital cost and labour operating cost. In the food industry, mixer sizing 
may be more complex, as the same mixer may be required to mix a number of different 
ingredient recipes.

Currently, there are no mathematical modelling techniques available that can be applied 
in the process design of particulate mixers. There are scale-up rules and procedures that 
can be applied to approximately scale up the performance obtained in a pilot-scale mixer to 
that at industrial scale (Muzzio et al. 2004).

13.8 Other factors affecting mixing process design in dry 
food processing

Up to now, the major focus has been on achieving satisfactory mixture quality and the 
 mixers that are used to achieve this. There are other factors in the mixing of food particu-
late material that are also very important in the overall design of mixing processes (Brennan 
et al. 1990; Barbosa-Canovas et al. 2005; Clement & Prescott 2005). These include the 
following.

13.8.1 Hygiene and cleaning

Food safety is of paramount importance in the food industry; thus dry powder processing 
operations should not contaminate the product or allow conditions facilitating microbial 
growth. Consequently, it is important to use appropriate cleaning regimes and to use equip-
ment with proper hygienic design.

The choice of cleaning procedure depends firstly on whether dry cleaning or wet clean-
ing is to be used. Dry cleaning is preferred as wet cleaning introduces water and the risk of 
microbial growth. For powders having a water activity below 60%, little or no growth will 
occur and dry cleaning is a possibility. Furthermore, dry cleaning is applicable for cleaning 
powder contact surfaces where:

• remaining dry material is in a loose form and not crusted onto equipment surfaces;

• there are no problems with cross-contamination with a subsequent batch;
• remaining dry material presents no risk of microbial growth due to moisture content, 

temperature and prevailing relative humidity;
• dry material is non-hygroscopic and non-sticky.

Otherwise, wet cleaning methods are required. The subgroup on dry materials handling 
of the European Hygienic Equipment Design Group (EHEDG) provide guidelines on dry 
cleaning and wet cleaning methods and hygienic equipment design criteria (Hauser et al. 
2002). At the end of wet cleaning operations, it is very important that the equipment is 
totally dried to prevent microbial growth and subsequent contamination of product. Product 
contact surfaces should be smooth and resistant against dry material contact and against 
liquids used in wet cleaning. Product contact surfaces should be free of crevices or pin-
holes that could allow material to penetrate and be difficult to clean. A roughness standard 
of Ra � 0.8 μm is recommended.
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13.8.2 Addition of multiple ingredients with large variation in 
properties

In the food industry, many ingredient mixes consist of many different ingredients. 
Consequently, it is a requirement to try and obtain a satisfactory mixture quality for all 
these ingredients in the mix. Some ingredients may be considered minor ingredients and 
be present as a small mass fraction of the overall mix. As a rule of thumb, an ingredient 
should not be added into a mixer if its content is less than 0.5% of the overall contents of 
the mixer. Instead, it should be premixed with a smaller amount of other ingredients and 
then mixed with the remainder of the ingredients in the large mixer.

The larger the number of ingredients in the mix the more difficult it is to assess mix-
ture quality. Consideration has to be given to which key component concentrations in 
the mix should be measured. Oftentimes, this is done by measuring the concentration of 
component(s) that are there in small amounts or components that are critical to the func-
tioning of the mix or that are simply easier to measure analytically.

Furthermore, the food industry deals with a whole variety of particulates with different 
sizes, shapes and strengths. Sizes range from fine cohesive micron sized powders to par-
ticulates with millimetre and centimetre sizes, such as dried fruit fragments. This can lead 
to major segregation issues where particulates with differences in size or density are segre-
gating, for example, due to vibrations during transport. Producing particulates with similar 
sizes, or agglomerating ingredients or reducing vibration during transport can all help to 
reduce these segregation problems.

13.8.3 Addition of ingredients in liquid form

In the food industry, some ingredients are added in liquid form to a dry mix. For example, a 
mixer may have a number of spray devices, such as spray bars, located above the mix onto 
which the liquid is sprayed, as the mixing is taking place. The wetted particles are trans-
ported into the bulk of the mix, and the liquid is distributed throughout the mix. At the end 
of mixing, a dry powder still exists but with a higher liquid content. Convective mixers are 
usually used for this because liquid addition will make the mix more cohesive and convec-
tive mixers are able to supply sufficient shear to overcome the cohesiveness.

One of the problems associated with this is the ability of the mixer to distribute the liquid 
uniformly around the mix and provide adequate mixture quality of the components within 
the mix. It may also increase the cohesiveness and stickiness of the powder. One particular 
problem is that wetted particles may become sticky and stick to the chamber wall if they 
encounter the wall of the mixer while still being sticky. This will lead to a gradual build up 
of a crust on the wall of the mixer. This is a loss of material and also represents an addi-
tional cleaning problem requiring wet cleaning. Overcoming this problem depends on the 
design of the spray system coupled with the convective motion to ensure that distribution 
of liquid away from the wetted particles has been achieved before these particles encounter 
the chamber wall. This involves investigating how this problem is influenced by the type of 
spray device used, its location, spray configuration, droplet sizes and liquid flow rate.

13.8.4 Dust prevention and control

Dust generation can lead to a number of problems for food powders. These can be summa-
rised as follows: (i) health problems, in particular allergy problems; (ii) contamination and 
plant hygiene issues due to dust settling and sticking onto equipment and (iii) fire/ explosion 
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hazards. Owing to their biological origin, there is always the possibility that a food pow-
der may contain biological active components, such as enzymes, that may be harmful and 
may produce allergy problems. Consequently, this may lead to the imposition of stricter 
dust exposure limits. During the mixing operation, dust generation should not be a prob-
lem as the mix is contained in the mixer. The problem may occur during charging and dis-
charging of the mixer where the bulk solids may contact air and become entrained in the 
air. Entrapment in air is a strong function of particle size especially as the particle size 
decreases below 100 μm. As a result, for smaller sized dusty powders it is important to 
ensure that the powders are contained from outside air during charging and discharging of 
the mixer.
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Plate 3.1 Isosurfaces of spanwise vorticity (green), streamwise vorticity of opposite signs (red and blue) 
and absolute value of vertical vorticity (yellow) for a simulation with Re � 750, Pr � 1 and Ri(0) � 0.05 
at three characteristic times (t2dmax): when the two-dimensional perturbation has maximal amplitude, 
when the kinetic energy associated with the three-dimensional perturbation is 1% of the kinetic energy 
associated with the two-dimensional perturbation and when the dissipation within the flow is maximal. 
[Reprinted with permission from Peltier and Caulfield (2003), © 2003 by Annual Reviews.]
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Plate 4.1 Effects of viscoelasticity on the shear stress distributions around an impeller blade. [Reprinted 
from Connelly and Kokini (2004) with permission from Elsevier.]



Plate 5.1 Powder disperser for addition to liquids. (Courtesy of Quadro Engineering Corp.)
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Plate 5.2 Valve homogeniser.

Plate 5.3 Industrial bread dough mixer. (Courtesy of Shaffer Manufacturing.)



Q 5 f (U, T, k, r, m, a,) CTA anemometer

A/D converter

Linearization

Time series

Servo amplifier

Wheatstone bridge
Hot-wire probe

Flow

U

Q

Data
analysis

Mean velocityRMS velocityMoments
CorrelationsSpectra
.............................

E E

U

U

t

t U

t

Plate 7.1 Measurement principle of a HWA system operating in constant temperature mode. (Courtesy of Dantec Dynamics Limited, Bristol, UK.)
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Plate 9.1 Schematic representation of a W1/O/W2 double emulsion.



Plate 12.1 Shear rate contours on a plane across the center of the bowl at y � 4.225 cm for (a) 
Newtonian corn syrup, (b) 2% CMC, and (c) 0.11% carbopol. [From Connelly and Kokini (2006a). 
Reproduced with permission from John Wiley & Sons, Inc.]

Image not available 



Plate 12.2 Mixing index (λMZ) contours on a plane across the center of the bowl at y � 4.225 cm for 
(a) Newtonian corn syrup, (b) 2%CMC, and (c) 0.11% carbopol. [From Connelly and Kokini (2006a). 
Reproduced with permission from John Wiley & Sons, Inc.]

Image not available 
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Plate 12.3 Time-averaged efficiencies of flat configuration for various screw speeds for 10 rotations in 
comparison to the Farinograph during mixing of a Newtonian corn syrup at 100 rpm.
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Plate 12.5 Mixing index contours for 2
 configuration at different screw speeds during mixing of a 
shear thinning 2% CMC solution in a two paddle continuous mixer.
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Plate 12.6 (a) Shear rate and (b) mixing index contour maps at the three axial positions for flat 
configuration.
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