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Preface

I have been teaching probability and mathematical statistics to graduate students for
close to 50 years. In my career I realized that the most difficult task for students is
solving problems. Bright students can generally grasp the theory easier than apply it.
In order to overcome this hurdle, I used to write examples of solutions to problems and
hand it to my students. I often wrote examples for the students based on my published
research. Over the years I have accumulated a large number of such examples and
problems. This book is aimed at sharing these examples and problems with the
population of students, researchers, and teachers.

The book consists of nine chapters. Each chapter has four parts. The first part
contains a short presentation of the theory. This is required especially for establishing
notation and to provide a quick overview of the important results and references. The
second part consists of examples. The examples follow the theoretical presentation.
The third part consists of problems for solution, arranged by the corresponding sec-
tions of the theory part. The fourth part presents solutions to some selected problems.
The solutions are generally not as detailed as the examples, but as such these are
examples of solutions. I tried to demonstrate how to apply known results in order to
solve problems elegantly. All together there are in the book 167 examples and 431
problems.

The emphasis in the book is on statistical inference. The first chapter on proba-
bility is especially important for students who have not had a course on advanced
probability. Chapter Two is on the theory of distribution functions. This is basic to
all developments in the book, and from my experience, it is important for all students
to master this calculus of distributions. The chapter covers multivariate distributions,
especially the multivariate normal; conditional distributions; techniques of determin-
ing variances and covariances of sample moments; the theory of exponential families;
Edgeworth expansions and saddle-point approximations; and more. Chapter Three
covers the theory of sufficient statistics, completeness of families of distributions,
and the information in samples. In particular, it presents the Fisher information, the
Kullback–Leibler information, and the Hellinger distance. Chapter Four provides a
strong foundation in the theory of testing statistical hypotheses. The Wald SPRT is

xv



xvi PREFACE

discussed there too. Chapter Five is focused on optimal point estimation of differ-
ent kinds. Pitman estimators and equivariant estimators are also discussed. Chap-
ter Six covers problems of efficient confidence intervals, in particular the problem of
determining fixed-width confidence intervals by two-stage or sequential sampling.
Chapter Seven covers techniques of large sample approximations, useful in estima-
tion and testing. Chapter Eight is devoted to Bayesian analysis, including empirical
Bayes theory. It highlights computational approximations by numerical analysis and
simulations. Finally, Chapter Nine presents a few more advanced topics, such as
minimaxity, admissibility, structural distributions, and the Stein-type estimators.

I would like to acknowledge with gratitude the contributions of my many ex-
students, who toiled through these examples and problems and gave me their impor-
tant feedback. In particular, I am very grateful and indebted to my colleagues,
Professors A. Schick, Q. Yu, S. De, and A. Polunchenko, who carefully read parts
of this book and provided important comments. Mrs. Marge Pratt skillfully typed
several drafts of this book with patience and grace. To her I extend my heartfelt
thanks. Finally, I would like to thank my wife Hanna for giving me the conditions
and encouragement to do research and engage in scholarly writing.

Shelemyahu Zacks
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C H A P T E R 1

Basic Probability Theory

PART I: THEORY

It is assumed that the reader has had a course in elementary probability. In this chapter
we discuss more advanced material, which is required for further developments.

1.1 OPERATIONS ON SETS

Let S denote a sample space. Let E1, E2 be subsets of S. We denote the union by
E1 ∪ E2 and the intersection by E1 ∩ E2. Ē = S − E denotes the complement of
E . By DeMorgan’s laws E1 ∪ E2 = Ē1 ∩ Ē2 and E1 ∩ E2 = Ē1 ∪ Ē2.

Given a sequence of sets {En, n ≥ 1} (finite or infinite), we define

sup
n≥1

En =
⋃
n≥1

En, inf
n≥1

En =
⋂
n≥1

En. (1.1.1)

Furthermore, lim inf
n→∞ and lim sup

n→∞
are defined as

lim inf
n→∞ En =

⋃
n≥1

⋂
k≥n

Ek, lim sup
n→∞

En =
⋂
n≥1

⋃
k≥n

Ek . (1.1.2)

If a point of S belongs to lim sup
n→∞

En , it belongs to infinitely many sets En . The sets

lim inf
n→∞ En and lim sup

n→∞
En always exist and

lim inf
n→∞ En ⊂ lim sup

n→∞
En. (1.1.3)

Examples and Problems in Mathematical Statistics, First Edition. Shelemyahu Zacks.
© 2014 John Wiley & Sons, Inc. Published 2014 by John Wiley & Sons, Inc.
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2 BASIC PROBABILITY THEORY

If lim inf
n→∞ En = lim sup

n→∞
En , we say that a limit of {En, n ≥ 1} exists. In this case,

lim
n→∞ En = lim inf

n→∞ En = lim sup
n→∞

En. (1.1.4)

A sequence {En, n ≥ 1} is called monotone increasing if En ⊂ En+1 for all n ≥ 1. In

this case lim
n→∞En =

∞⋃
n=1

En . The sequence is monotone decreasing if En ⊃ En+1, for

all n ≥ 1. In this case lim
n→∞En =

∞⋂
n=1

En . We conclude this section with the definition

of a partition of the sample space. A collection of sets D = {E1, . . . , Ek} is called
a finite partition of S if all elements of D are pairwise disjoint and their union

is S, i.e., Ei ∩ E j = ∅ for all i 
= j ; Ei , E j ∈ D; and
k⋃

i=1

Ei = S. If D contains a

countable number of sets that are mutually exclusive and
∞⋃

i=1

Ei = S, we say that D

is a countable partition.

1.2 ALGEBRA AND σ -FIELDS

Let S be a sample space. An algebra A is a collection of subsets of S satisfying

(i) S ∈ A;

(ii) if E ∈ A then Ē ∈ A;

(iii) if E1, E2 ∈ A then E1 ∪ E2 ∈ A.

(1.2.1)

We consider ∅ = S̄. Thus, (i) and (ii) imply that ∅ ∈ A. Also, if E1, E2 ∈ A then
E1 ∩ E2 ∈ A.

The trivial algebra is A0 = {∅,S}. An algebra A1 is a subalgebra of A2 if all sets
of A1 are contained in A2. We denote this inclusion by A1 ⊂ A2. Thus, the trivial
algebra A0 is a subalgebra of every algebra A. We will denote by A(S), the algebra
generated by all subsets of S (see Example 1.1).

If a sample space S has a finite number of points n, say 1 ≤ n < ∞, then the col-
lection of all subsets of S is called the discrete algebra generated by the elementary
events of S. It contains 2n events.

Let D be a partition of S having k, 2 ≤ k, disjoint sets. Then, the algebra generated
by D, A(D), is the algebra containing all the 2k − 1 unions of the elements of D and
the empty set.



PART I: THEORY 3

An algebra on S is called a σ -field if, in addition to being an algebra, the following
holds.

(iv) If En ∈ A, n ≥ 1, then
∞⋃

n=1

En ∈ A.

We will denote a σ -field by F . In a σ -field F the supremum, infinum, limsup, and
liminf of any sequence of events belong to F . If S is finite, the discrete algebra A(S)
is a σ -field. In Example 1.3 we show an algebra that is not a σ -field.

The minimal σ -field containing the algebra generated by {(−∞, x],−∞ < x <

∞} is called the Borel σ -field on the real line R.
A sample space S, with a σ -field F , (S,F) is called a measurable space.
The following lemmas establish the existence of smallest σ -field containing a

given collection of sets.

Lemma 1.2.1. Let E be a collection of subsets of a sample space S. Then, there
exists a smallest σ -field F(E), containing the elements of E .

Proof. The algebra of all subsets of S, A(S) obviously contains all elements of E .
Similarly, the σ -field F containing all subsets of S, contains all elements of E . Define
the σ -field F(E) to be the intersection of all σ -fields, which contain all elements of
E . Obviously, F(E) is an algebra. QED

A collection M of subsets of S is called a monotonic class if the limit of any
monotone sequence in M belongs to M.

If E is a collection of subsets of S, let M∗(E) denote the smallest monotonic class
containing E .

Lemma 1.2.2. A necessary and sufficient condition of an algebra A to be a σ -field
is that it is a monotonic class.

Proof. (i) Obviously, if A is a σ -field, it is a monotonic class.
(ii) Let A be a monotonic class.

Let En ∈ A, n ≥ 1. Define Bn =
n⋃

i=1

Ei . Obviously Bn ⊂ Bn+1 for all n ≥ 1. Hence

lim
n→∞Bn =

∞⋃
n=1

Bn ∈ A. But
∞⋃

n=1

Bn =
∞⋃

n=1

En . Thus, sup
n≥1

En ∈ A. Similarly,
∞⋂

n=1

En ∈ A.

Thus, A is a σ -field. QED

Theorem 1.2.1. Let A be an algebra. Then M∗(A) = F(A), where F(A) is the
smallest σ -field containing A.



4 BASIC PROBABILITY THEORY

Proof. See Shiryayev (1984, p. 139).
The measurable space (R,B), where R is the real line and B = F(R), called the

Borel measurable space, plays a most important role in the theory of statistics.
Another important measurable space is (Rn,Bn), n ≥ 2, where R

n = R × R × · · · ×
R is the Euclidean n-space, and Bn = B × · · · × B is the smallest σ -field containing
R

n , ∅, and all n-dimensional rectangles I = I1 × · · · × In , where

Ii = (ai , bi ], i = 1, . . . , n, −∞ < ai < bi < ∞.

The measurable space (R∞,B∞) is used as a basis for probability models of
experiments with infinitely many trials. R

∞ is the space of ordered sequences
x = (x1, x2, . . .), −∞ < xn < ∞, n = 1, 2, . . .. Consider the cylinder sets

C(I1 × · · · × In) = {x : xi ∈ Ii , i = 1, . . . , n}

and

C(B1 × · · · × Bn) = {x : xi ∈ Bi , i = 1, . . . , n}

where Bi are Borel sets, i.e., Bi ∈ B. The smallest σ -field containing all these cylinder
sets, n ≥ 1, is B(R∞). Examples of Borel sets in B(R∞) are

(a) {x : x ∈ R
∞, sup

n≥1
xn > a}

or

(b) {x : x ∈ R
∞, lim sup

n→∞
xn ≤ a}.

1.3 PROBABILITY SPACES

Given a measurable space (S,F), a probability model ascribes a countably additive
function P on F , which assigns a probability P{A} to all sets A ∈ F . This function
should satisfy the following properties.

(A.1) If A ∈ F then 0 ≤ P{A} ≤ 1.

(A.2) P{S} = 1. (1.3.1)

(A.3) If {En, n ≥ 1} ∈ F is a sequence of disjoint

sets inF , then P

{ ∞⋃
n=1

En

}
=

∞∑
n=1

P{En}. (1.3.2)
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Recall that if A ⊂ B then P{A} ≤ P{B}, and P{ Ā} = 1 − P{A}. Other properties
will be given in the examples and problems. In the sequel we often write AB for
A ∩ B.

Theorem 1.3.1. Let (S,F , P) be a probability space, whereF is a σ -field of subsets
of S and P a probability function. Then

(i) if Bn ⊂ Bn+1, n ≥ 1, Bn ∈ F , then

P
{

lim
n→∞Bn

}
= lim

n→∞P{Bn}. (1.3.3)

(ii) if Bn ⊃ Bn+1, n ≥ 1, Bn ∈ F , then

P
{

lim
n→∞Bn

}
= lim

n→∞P{Bn}. (1.3.4)

Proof. (i) Since Bn ⊂ Bn+1, lim
n→∞Bn =

∞⋃
n=1

Bn . Moreover,

P

{ ∞⋃
n=1

Bn

}
= P{B1} +

∞∑
n=2

P{Bn − Bn−1}. (1.3.5)

Notice that for n ≥ 2, since B̄n Bn−1 = ∅,

P{Bn − Bn−1} = P{Bn B̄n−1}
= P{Bn} − P{Bn Bn−1} = P{Bn} − P{Bn−1}.

(1.3.6)

Also, in (1.3.5)

P{B1} +
∞∑

n=2

P{Bn − Bn−1} = lim
N→∞

(
P{B1} +

N∑
n=2

(P{Bn} − P{Bn−1})
)

= lim
N→∞

P{BN }. (1.3.7)
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Thus, Equation (1.3.3) is proven.

(ii) Since Bn ⊃ Bn+1, n ≥ 1, B̄n ⊂ B̄n+1, n ≥ 1. lim
n→∞Bn =

∞⋂
n=1

Bn . Hence,

P
(

lim
n→∞ Bn

)
= 1 − P

⎧⎨⎩
∞⋂

n=1

Bn

⎫⎬⎭
= 1 − P

{ ∞⋃
n=1

B̄n

}
= 1 − lim

n→∞ P{B̄n} = lim
n→∞ P{Bn}.

QED

Sets in a probability space are called events.

1.4 CONDITIONAL PROBABILITIES AND INDEPENDENCE

The conditional probability of an event A ∈ F given an event B ∈ F such that
P{B} > 0, is defined as

P{A | B} = P{A ∩ B}
P{B} . (1.4.1)

We see first that P{· | B} is a probability function on F . Indeed, for every A ∈ F ,
0 ≤ P{A | B} ≤ 1. Moreover, P{S | B} = 1 and if A1 and A2 are disjoint events in
F , then

P{A1 ∪ A2 | B} = P{(A1 ∪ A2)B}
P{B}

= P{A1 B} + P{A2 B}
P{B} = P{A1 | B} + P{A2 | B}.

(1.4.2)

If P{B} > 0 and P{A} 
= P{A | B}, we say that the events A and B are depen-
dent. On the other hand, if P{A} = P{A | B} we say that A and B are independent
events. Notice that two events are independent if and only if

P{AB} = P{A}P{B}. (1.4.3)

Given n events in A, namely A1, . . . , An , we say that they are pairwise independent
if P{Ai A j } = P{Ai }P{A j } for any i 
= j . The events are said to be independent in
triplets if

P{Ai A j Ak} = P{Ai }P{A j }P{Ak}
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for any i 
= j 
= k. Example 1.4 shows that pairwise independence does not imply
independence in triplets.

Given n events A1, . . . , An of F , we say that they are independent if, for any
2 ≤ k ≤ n and any k-tuple (1 ≤ i1 < i2 < · · · < ik ≤ n),

P

⎧⎨⎩
k⋂

j=1

Ai j

⎫⎬⎭ =
k∏

j=1

P{Ai j }. (1.4.4)

Events in an infinite sequence {A1, A2, . . .} are said to be independent if
{A1, . . . , An} are independent, for each n ≥ 2. Given a sequence of events A1, A2, . . .

of a σ -field F , we have seen that

lim sup
n→∞

An =
∞⋂

n=1

∞⋃
k=n

Ak .

This event means that points w in lim sup
n→∞

An belong to infinitely many of the events

{An}. Thus, the event lim sup
n→∞

An is denoted also as {An , i.o.}, where i.o. stands for

“infinitely often.”
The following important theorem, known as the Borel–Cantelli Lemma, gives

conditions under which P{An , i.o.} is either 0 or 1.

Theorem 1.4.1 (Borel–Cantelli). Let {An} be a sequence of sets in F .

(i) If
∞∑

n=1

P{An} < ∞, then P{An, i.o.} = 0.

(ii) If
∞∑

n=1

P{An} = ∞ and {An} are independent, then P{An, i.o.} = 1.

Proof. (i) Notice that Bn =
∞⋃

k=n

Ak is a decreasing sequence. Thus

P{An, i.o.} = P

{ ∞⋂
n=1

Bn

}
= lim

n→∞ P{Bn}.

But

P{Bn} = P

{ ∞⋃
k=n

Ak

}
≤

∞∑
k=n

P{Ak}.
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The assumption that
∞∑

n=1

P{An} < ∞ implies that lim
n→∞

∞∑
k=n

P{Ak} = 0.

(ii) Since A1, A2, . . . are independent, Ā1, Ā2, . . . are independent. This implies
that

P

{ ∞⋂
k=1

Āk

}
=

∞∏
k=1

P{ Āk} =
∞∏

k=1

(1 − P{Ak}).

If 0 < x ≤ 1 then log(1 − x) ≤ −x . Thus,

log
∞∏

k=1

(1 − P{Ak}) =
∞∑

k=1

log(1 − P{Ak})

≤ −
∞∑

k=1

P{Ak} = −∞

since
∞∑

n=1

P{An} = ∞. Thus P

{ ∞⋂
k=1

Āk

}
= 0 for all n ≥ 1. This implies that

P{An, i.o.} = 1. QED

We conclude this section with the celebrated Bayes Theorem.
Let D = {Bi , i ∈ J } be a partition of S, where J is an index set having a finite or

countable number of elements. Let Bj ∈ F and P{B j } > 0 for all j ∈ J . Let A ∈ F ,
P{A} > 0. We are interested in the conditional probabilities P{B j | A}, j ∈ J .

Theorem 1.4.2 (Bayes).

P{Bj | A} = P{B j }P{A | B j }∑
j ′∈J

P{B j ′ }P{A | B j ′ }
. (1.4.5)

Proof. Left as an exercise. QED

Bayes Theorem is widely used in scientific inference. Examples of the application
of Bayes Theorem are given in many elementary books. Advanced examples of
Bayesian inference will be given in later chapters.

1.5 RANDOM VARIABLES AND THEIR DISTRIBUTIONS

Random variables are finite real value functions on the sample space S, such that
measurable subsets of F are mapped into Borel sets on the real line and thus can be
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assigned probability measures. The situation is simple if S contains only a finite or
countably infinite number of points.

In the general case, S might contain non-countable infinitely many points. Even if
S is the space of all infinite binary sequences w = (i1, i2, . . .), the number of points
in S is non-countable. To make our theory rich enough, we will require that the
probability space will be (S,F , P), where F is a σ -field. A random variable X is a
finite real value function on S. We wish to define the distribution function of X , on
R, as

FX (x) = P{w : X (w) ≤ x}. (1.5.1)

For this purpose, we must require that every Borel set on R has a measurable inverse
image with respect to F . More specifically, given (S,F , P), let (R,B) be Borel
measurable space where R is the real line and B the Borel σ -field of subsets of R. A
subset of (R, B) is called a Borel set if B belongs to B. Let X : S → R. The inverse
image of a Borel set B with respect to X is

X−1(B) = {w : X (w) ∈ B}. (1.5.2)

A function X : S → R is called F-measurable if X−1(B) ∈ F for all B ∈ B. Thus,
a random variable with respect to (S,F , P) is an F-measurable function on S.
The classFX = {X−1(B) : B ∈ B} is also a σ -field, generated by the random variable
X . Notice that FX ⊂ F .

By definition, every random variable X has a distribution function FX . The prob-
ability measure PX {·} induced by X on (R, B) is

PX {B} = P{X−1(B)}, B ∈ B. (1.5.3)

A distribution function FX is a real value function satisfying the properties

(i) lim
x→−∞FX (x) = 0;

(ii) lim
x→∞FX (x) = 1;

(iii) If x1 < x2 then FX (x1) ≤ FX (x2); and

(iv) lim
ε↓0

FX (x + ε) = FX (x), and lim
ε↑0

F(x − ε) = FX (x−), all −∞ < x < ∞.

Thus, a distribution function F is right-continuous.
Given a distribution function FX , we obtain from (1.5.1), for every −∞ < a <

b < ∞,

P{w : a < X (w) ≤ b} = FX (b) − FX (a) (1.5.4)
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and

P{w : X (w) = x0} = FX (x0) − FX (x0−). (1.5.5)

Thus, if FX is continuous at a point x0, then P{w : X (w) = x0} = 0. If X is a random
variable, then Y = g(X ) is a random variable only if g is B-(Borel) measurable,
i.e., for any B ∈ B, g−1(B) ∈ B. Thus, if Y = g(X ), g is B-measurable and X F-
measurable, then Y is also F-measurable. The distribution function of Y is

FY (y) = P{w : g(X (w)) ≤ y}. (1.5.6)

Any two random variables X , Y having the same distribution are equivalent. We
denote this by Y ∼ X .

A distribution function F may have a countable number of distinct points of
discontinuity. If x0 is a point of discontinuity, F(x0) − F(x0−) > 0. In between
points of discontinuity, F is continuous. If F assumes a constant value between
points of discontinuity (step function), it is called discrete. Formally, let −∞ <

x1 < x2 < · · · < ∞ be points of discontinuity of F . Let IA(x) denote the indicator
function of a set A, i.e.,

IA(x) =
{

1, if x ∈ A
0, otherwise.

Then a discrete F can be written as

Fd(x) =
∞∑

i=1

I[xi ,xi+1)(x)F(xi )

=
∑

{xi ≤x}
(F(xi ) − F(xi−)).

(1.5.7)

Let μ1 and μ2 be measures on (R,B). We say that μ1 is absolutely continuous
with respect toμ2, and writeμ1 � μ2, if B ∈ B andμ2(B) = 0 thenμ1(B) = 0. Letλ
denote the Lebesgue measure on (R,B). For every interval (a, b], −∞ < a < b < ∞,
λ((a, b]) = b − a. The celebrated Radon–Nikodym Theorem (see Shiryayev, 1984,
p. 194) states that if μ1 � μ2 and μ1, μ2 are σ -finite measures on (R,B), there exists
a B-measurable nonnegative function f (x) so that, for each B ∈ B,

μ1(B) =
∫

B
f (x)dμ2(x) (1.5.8)
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where the Lebesgue integral in (1.5.8) will be discussed later. In particular, if Pc

is absolutely continuous with respect to the Lebesgue measure λ, then there exists a
function f ≥ 0 so that

Pc{B} =
∫

B
f (x)λ(x), B ∈ B. (1.5.9)

Moreover,

Fc(x) =
∫ x

−∞
f (y)dy, −∞ < x < ∞. (1.5.10)

A distribution function F is called absolutely continuous if there exists a non-
negative function f such that

F(ξ ) =
∫ ξ

−∞
f (x)dx, −∞ < ξ < ∞. (1.5.11)

The function f , which can be represented for “almost all x” by the derivative of F ,
is called the probability density function (p.d.f.) corresponding to F .

If F is absolutely continuous, then f (x) = d

dx
F(x) “almost everywhere.” The

term “almost everywhere” or “almost all” x means for all x values, excluding maybe
on a set N of Lebesgue measure zero. Moreover, the probability assigned to any
interval (α, β], α ≤ β, is

P{α < X ≤ β} = F(β) − F(α) =
∫ β

α

f (x)dx . (1.5.12)

Due to the continuity of F we can also write

P{α < X ≤ β} = P{α ≤ X ≤ β}.

Often the density functions f are Riemann integrable, and the above integrals are
Riemann integrals. Otherwise, these are all Lebesgue integrals, which are defined in
the next section.

There are continuous distribution functions that are not absolutely continuous.
Such distributions are called singular. An example of a singular distribution is the
Cantor distribution (see Shiryayev, 1984, p. 155).

Finally, every distribution function F(x) is a mixture of the three types of
distributions—discrete distribution Fd(·), absolutely continuous distributions Fac(·),
and singular distributions Fs(·). That is, for some 0 ≤ p1, p2, p3 ≤ 1 such that
p1 + p2 + p3 = 1,

F(x) = p1 Fd(x) + p2 Fac(x) + p3 Fs(x).

In this book we treat only mixtures of Fd(x) and Fac(x).
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1.6 THE LEBESGUE AND STIELTJES INTEGRALS

1.6.1 General Definition of Expected Value: The Lebesgue Integral

Let (S,F , P) be a probability space. If X is a random variable, we wish to define the
integral

E{X} =
∫
S

X (w)P(dw). (1.6.1)

We define first E{X} for nonnegative random variables, i.e., X (w) ≥ 0 for all
w ∈ S. Generally, X = X+ − X−, where X+(w) = max(0, X (w)) and X−(w) =
− min(0, X (w)).

Given a nonnegative random variable X we construct for a given finite integer n
the events

Ak,n =
{

w :
k − 1

2n
≤ X (w) <

k

2n

}
, k = 1, 2, . . . , n2n

and

An2n+1,n = {w : X (w) ≥ n}.

These events form a partition of S. Let Xn , n ≥ 1, be the discrete random variable
defined as

Xn(w) =
n2n∑
k=1

k − 1

2n
IAk,n (w) + nIAn2n+1,n (w). (1.6.2)

Notice that for each w , Xn(w) ≤ Xn+1(w) ≤ . . . ≤ X (w) for all n. Also, if w ∈ Ak,n ,

k = 1, . . . , n2n , then |X (w) − Xn(w)| ≤ 1

2n
. Moreover, An2n+1,n ⊃ A(n+1)2n+1,n+1,

all n ≥ 1. Thus

lim
n→∞ An2n+1,n =

∞⋂
n=1

{w : X (w) ≥ n}

= ∅.

Thus for all w ∈ S

lim
n→∞ Xn(w) = X (w). (1.6.3)
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Now, for each discrete random variable Xn(w)

E{Xn} =
n2n∑
k=1

k − 1

2n
P{Ak,n} + n P{w : X (w) > n}. (1.6.4)

Obviously E{Xn} ≤ n, and E{Xn+1} ≥ E{Xn}. Thus, lim
n→∞E{Xn} exists (it might be

+∞). Accordingly, the Lebesgue integral is defined as

E{X} =
∫

X (w)P{dw}

= lim
n→∞ E{Xn}.

(1.6.5)

The Lebesgue integral may exist when the Riemann integral does not. For example,
consider the probability space (I,B, P) where I = {x : 0 ≤ x ≤ 1}, B the Borel
σ -field on I, and P the Lebesgue measure on [B]. Define

f (x) =
{

0, if x is irrational on [0, 1]
1, if x is rational on [0, 1].

Let B0 = {x : 0 ≤ x ≤ 1, f (x) = 0}, B1 = [0, 1] − B0. The Lebesgue integral
of f is

∫ 1

0
f (x)dx = 0 · P{B0} + 1 · P{B1} = 0,

since the Lebesgue measure of B1 is zero. On the other hand, the Riemann integral of
f (x) does not exist. Notice that, contrary to the construction of the Riemann integral,

the Lebesgue integral
∫

f (x)P{dx} of a nonnegative function f is obtained by par-

titioning the range of the function f to 2n subintervals Dn = {B(n)
j } and construct-

ing a discrete random variable f̂n =
2n∑

j=1

f ∗
n, j I {x ∈ B(n)

j }, where fn, j = inf{ f (x) :

x ∈ B(n)
j }. The expected value of f̂n is E{ f̂n} =

2n∑
j=1

f ∗
n, j P(X ∈ B(n)

j ). The sequence

{E{ f̂n}, n ≥ 1} is nondecreasing, and its limit exists (might be +∞). Generally, we
define

E{X} = E{X+} − E{X−} (1.6.6)

if either E{X+} < ∞ or E{X−} < ∞.
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If E{X+} = ∞ and E{X−} = ∞, we say that E{X} does not exist. As a special
case, if F is absolutely continuous with density f , then

E{X} =
∫ ∞

−∞
x f (x)dx

provided
∫ ∞

−∞
|x | f (x)dx < ∞. If F is discrete then

E{X} =
∞∑

n=1

xn P{X = xn}

provided it is absolutely convergent.
From the definition (1.6.4), it is obvious that if P{X (w) ≥ 0} = 1 then E{X} ≥ 0.

This immediately implies that if X and Y are two random variables such that P{w :
X (w) ≥ Y (w)} = 1, then E{X − Y } ≥ 0. Also, if E{X} exists then, for all A ∈ F ,

E{|X |IA(X )} ≤ E{|X |},

and E{X IA(X )} exists. If E{X} is finite, E{X IA(X )} is also finite. From the definition
of expectation we immediately obtain that for any finite constant c,

E{cX} = cE{X},
E{X + Y } = E{X} + E{Y }.

(1.6.7)

Equation (1.6.7) implies that the expected value is a linear functional, i.e., if
X1, . . . , Xn are random variables on (S,F , P) and β0, β1, . . . , βn are finite con-
stants, then, if all expectations exist,

E

{
β0 +

n∑
i=1

βi Xi

}
= β0 +

n∑
i=1

βi E{Xi }. (1.6.8)

We present now a few basic theorems on the convergence of the expectations of
sequences of random variables.

Theorem 1.6.1 (Monotone Convergence). Let {Xn} be a monotone sequence of
random variables and Y a random variable.

(i) Suppose that Xn(w) ↗
n→∞

X (w), Xn(w) ≥ Y (w) for all n and all w ∈ S, and

E{Y } > −∞. Then

lim
n→∞ E{Xn} = E{X}.
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(ii) If Xn(w) ↘
n→∞

X (w), Xn(w) ≤ Y (w), for all n and all w ∈ S, and E{Y } < ∞,

then

lim
n→∞ E{Xn} = E{X}.

Proof. See Shiryayev (1984, p. 184). QED

Corollary 1.6.1. If X1, X2, . . . are nonnegative random variables, then

E

{ ∞∑
n=1

Xn

}
=

∞∑
n=1

E{Xn}. (1.6.9)

Theorem 1.6.2 (Fatou). Let Xn, n ≥ 1 and Y be random variables.

(i) If Xn(w) ≥ Y (w), n ≥ 1, for each w and E{Y } > −∞, then

E

{
lim

n→∞
Xn

}
≤ lim

n→∞
E{Xn};

(ii) if Xn(w) ≤ Y (w), n ≥ 1, for each w and E{Y } < ∞, then

lim
n→∞E{Xn} ≤ E

{
lim

n→∞Xn

}
;

(iii) if |Xn(w)| ≤ Y (w) for each w, and E{Y } < ∞, then

E

{
lim

n→∞
Xn

}
≤ lim

n→∞
E{Xn} ≤ lim

n→∞E{Xn} ≤ E
{

lim
n→∞Xn

}
. (1.6.10)

Proof. (i)

lim
n→∞

Xn(w) = lim
n→∞ inf

m≥n
Xm(w).

The sequence Zn(w) = inf
m≥n

Xm(w), n ≥ 1 is monotonically increasing for each w ,

and Zn(w) ≥ Y (w), n ≥ 1. Hence, by Theorem 1.6.1,

lim
n→∞ E{Zn} = E

{
lim

n→∞ Zn

}
.
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Or

E

{
lim

n→∞
Xn

}
= lim

n→∞ E{Zn} = lim
n→∞

E{Zn} ≤ lim
n→∞

E{Xn}.

The proof of (ii) is obtained by defining Zn(w) = sup
m≥n

Xm(w), and applying the

previous theorem. Part (iii) is a result of (i) and (ii). QED

Theorem 1.6.3 (Lebesgue Dominated Convergence). Let Y , X, Xn, n ≥ 1, be
random variables such that |Xn(w)| ≤ Y (w), n ≥ 1 for almost all w, and E{Y } < ∞.

Assume also that P
{

w : lim
n→∞Xn(w) = X (w)

}
= 1. Then E{|X |} < ∞ and

lim
n→∞ E{Xn} = E

{
lim

n→∞ Xn

}
, (1.6.11)

and

lim
n→∞ E{|Xn − X |} = 0. (1.6.12)

Proof. By Fatou’s Theorem (Theorem 1.6.2)

E

{
lim

n→∞
Xn

}
≤ lim

n→∞
E{Xn} ≤ lim

n→∞E{Xn} ≤ E
{

lim
n→∞Xn

}
.

But since lim
n→∞Xn(w) = X (w), with probability 1,

E{X} = E
{

lim
n→∞ Xn

}
= lim

n→∞ E{Xn}.

Moreover, |X (w)| < Y (w) for almost all w (with probability 1). Hence, E{|X |} < ∞.
Finally, since |Xn(w) − X (w)| ≤ 2Y (w), with probability 1

lim
n→∞ E{|Xn − X |} = E

{
lim

n→∞ |Xn − X |
}

= 0.

QED

We conclude this section with a theorem on change of variables under Lebesgue
integrals.

Theorem 1.6.4. Let X be a random variable with respect to (S,F , P). Let g : R →
R be a Borel measurable function. Then for each B ∈ B,∫

B
g(x)PX {dx} =

∫
X−1(B)

g(X (w))P{dw}. (1.6.13)



PART I: THEORY 17

The proof of the theorem is based on the following steps.

1. If A ∈ B and g(x) = IA(x) then

∫
B

g(x)PX {dx} =
∫

B
IA(x)PX {dx} = PX {A ∩ B}

= P{w : X−1(A) ∩ X−1(B)}

=
∫

X−1(B)
g(X (w))P{dw}.

2. Show that Equation (1.6.13) holds for simple random variables.

3. Follow the steps of the definition of the Lebesgue integral.

1.6.2 The Stieltjes–Riemann Integral

Let g be a function of a real variable and F a distribution function. Let (α, β] be a
half-closed interval. Let

α = x0 < x1 < · · · < xn−1 < xn = β

be a partition of (α, β] to n subintervals (xi−1, xi ], i = 1, . . . , n. In each subinterval
choose x ′

i , xi−1 < x ′
i ≤ xi and consider the sum

Sn =
n∑

i=1

g(x ′
i )[F(xi ) − F(xi−1)]. (1.6.14)

If, as n → ∞, max
1≤i≤n

|xi − xi−1| → 0 and if lim
n→∞Sn exists (finite) independently of the

partitions, then the limit is called the Stieltjes–Riemann integral of g with respect
to F . We denote this integral as

∫ β

α

g(x)dF(x).

This integral has the usual linear properties, i.e.,

(i)
∫ β

α

cg(x)dF(x) = c
∫ β

α

g(x)dF(x);

(ii)
∫ β

α

(g1(x) + g2(x))dF(x) =
∫ β

α

g1(x)dF(x) +
∫ β

α

g2(x)dF(x); (1.6.15)
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and

(iii)
∫ β

α

g(x)d(γ F1(x) + δF2(x)) = γ

∫ β

α

g(x)dF1(x) + δ

∫ β

α

g(x)dF2(x).

One can integrate by parts, if all expressions exist, according to the formula

∫ β

α

g(x)dF(x) = [g(β)F(β) − g(α)F(α)] −
∫ β

α

g′(x)F(x)dx, (1.6.16)

where g′(x) is the derivative of g(x). If F is strictly discrete, with jump points
−∞ < ξ1 < ξ2 < · · · < ∞,

∫ β

α

g(x)dF(x) =
∞∑
j=1

I {α < ξ j ≤ β}g(ξ j )p j , (1.6.17)

where p j = F(ξ j ) − F(ξ j−), j = 1, 2, . . .. If F is absolutely continuous, then at
almost all points,

F(x + dx) − F(x) = f (x)dx + o(dx),

as dx → 0. Thus, in the absolutely continuous case

∫ β

α

g(x)dF(x) =
∫ β

α

g(x) f (x)dx . (1.6.18)

Finally, the improper Stieltjes–Riemann integral, if it exists, is

∫ ∞

−∞
g(x)dF(x) = lim

β→∞
α→−∞

∫ β

α

g(x)dF(x). (1.6.19)

If B is a set obtained by union and complementation of a sequence of intervals, we
can write, by setting g(x) = I {x ∈ B},

P{B} =
∫ ∞

−∞
I {x ∈ B}dF(x)

=
∫

B
dF(x),

(1.6.20)

where F is either discrete or absolutely continuous.
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1.6.3 Mixtures of Discrete and Absolutely Continuous Distributions

Let Fd be a discrete distribution and let Fac be an absolutely continuous distribution
function. Then for all α 0 ≤ α ≤ 1,

F(x) = αFd(x) + (1 − α)Fac(x) (1.6.21)

is also a distribution function, which is a mixture of the two types. Thus, for such
mixtures, if −∞ < ξ1 < ξ2 < · · · < ∞ are the jump points of Fd, then for every
−∞ < γ ≤ δ < ∞ and B = (γ, δ],

P{B} =
∫ δ

γ

dF(x)

= α

∞∑
j=1

I {γ < ξ j ≤ δ}dFd(ξ j ) + (1 − α)
∫ δ

γ

dFac(x).

(1.6.22)

Moreover, if B+ = [γ, δ] then

P{B+} = P{B} + dFd(γ ).

The expected value of X , when F(x) = pFd(x) + (1 − p)Fac(x) is,

E{X} = p
∑
{ j}

ξ j fd(ξ j ) + (1 − p)
∫ ∞

−∞
x fac(x)dx, (1.6.23)

where {ξ j } is the set of jump points of Fd; fd and fac are the corresponding p.d.f.s.
We assume here that the sum and the integral are absolutely convergent.

1.6.4 Quantiles of Distributions

The p-quantiles or fractiles of distribution functions are inverse points of the distri-
butions. More specifically, the p-quantile of a distribution function F , designated by
xp or F−1(p), is the smallest value of x at which F(x) is greater or equal to p, i.e.,

x p = F−1(p) = inf{x : F(x) ≥ p}. (1.6.24)

The inverse function defined in this fashion is unique. The median of a distribution,
x.5, is an important parameter characterizing the location of the distribution. The
lower and upper quartiles are the .25- and .75-quantiles. The difference between
these quantiles, RQ = x.75 − x.25, is called the interquartile range. It serves as one
of the measures of dispersion of distribution functions.
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1.6.5 Transformations

From the distribution function F(x) = αFd(x) + (1 − α)Fac(x), 0 ≤ α ≤ 1, we can
derive the distribution function of a transformed random variable Y = g(X ), which
is

FY (y) = P{g(X ) ≤ y}
= P{X ∈ By}

= α

∞∑
j=1

I {ξ j ∈ By}dFd(ξ j ) + (1 − α)
∫

By

dFac(x)

(1.6.25)

where

By = {x : g(x) ≤ y}.

In particular, if F is absolutely continuous and if g is a strictly increasing differentiable
function, then the p.d.f. of Y , h(y), is

fY (y) = fX (g−1(y))

(
d

dy
g−1(y)

)
, (1.6.26)

where g−1(y) is the inverse function. If g′(x) < 0 for all x , then

fY (y) = fX (g−1(y)) ·
∣∣∣∣ d

dy
g−1(y)

∣∣∣∣ . (1.6.27)

Suppose that X is a continuous random variable with p.d.f. f (x). Let g(x) be a
differentiable function that is not necessarily one-to-one, like g(x) = x2. Excluding
cases where g(x) is a constant over an interval, like the indicator function, let m(y)
denote the number of roots of the equation g(x) = y. Let ξ j (y), j = 1, . . . ,m(y)
denote the roots of this equation. Then the p.d.f. of Y = g(x) is

fY (y) =
m(y)∑
j=1

fX (ξ j (y)) · 1

|g′(ξ j (y))| (1.6.28)

if m(y) > 0 and zero otherwise.
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1.7 JOINT DISTRIBUTIONS, CONDITIONAL DISTRIBUTIONS
AND INDEPENDENCE

1.7.1 Joint Distributions

Let (X1, . . . , Xk) be a vector of k random variables defined on the same probability
space. These random variables represent variables observed in the same experiment.
The joint distribution function of these random variables is a real value function F
of k real arguments (ξ1, . . . , ξk) such that

F(ξ1, . . . , ξk) = P{X1 ≤ ξ1, . . . , Xk ≤ ξk}. (1.7.1)

The joint distribution of two random variables is called a bivariate distribution
function.

Every bivariate distribution function F has the following properties.

(i) lim
ξ1→−∞

F(ξ1, ξ2) = lim
ξ2→−∞

F(ξ1, ξ2) = 0, for all ξ1, ξ2;

(ii) lim
ξ1→∞

lim
ξ2→∞

F(ξ1, ξ2) = 1;

(iii) lim
ε↓0

F(ξ1 + ε, ξ2 + ε) = F(ξ1, ξ2) for all (ξ1, ξ2);

(iv) for any a < b, c < d, F(b, d) − F(a, d) − F(b, c) + F(a, c) ≥ 0.

(1.7.2)

Property (iii) is the right continuity of F(ξ1, ξ2). Property (iv) means that the prob-
ability of every rectangle is nonnegative. Moreover, the total increase of F(ξ1, ξ2)
is from 0 to 1. The similar properties are required in cases of a larger number of
variables.

Given a bivariate distribution function F . The univariate distributions of X1 and
X2 are F1 and F2 where

F1(x) = lim
y→∞ F(x, y), F2(y) = lim

x→∞ F(x, y). (1.7.3)

F1 and F2 are called the marginal distributions of X1 and X2, respectively. In
cases of joint distributions of three variables, we can distinguish between three
marginal bivariate distributions and three marginal univariate distributions. As in the
univariate case, multivariate distributions are either discrete, absolutely continuous,
singular, or mixtures of the three main types. In the discrete case there are at most a
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countable number of points {(ξ ( j)
1 , . . . , ξ

( j)
k ), j = 1, 2, . . .} on which the distribution

concentrates. In this case the joint probability function is

p(x1, . . . , xk) =
⎧⎨⎩P{X1 = ξ

( j)
1 , . . . , Xk = ξ

( j)
k }, if (x1, . . . , xk) = (ξ ( j)

1 , . . . , ξ
( j)
k )

j = 1, 2, . . .
0, otherwise.

(1.7.4)

Such a discrete p.d.f. can be written as

p(x1, . . . , xk) =
∞∑
j=1

I {(x1, . . . , xk) = (ξ ( j)
1 , . . . , ξ

( j)
k )}p j ,

where p j = P{X1 = ξ
( j)
1 , . . . , Xk = ξ

( j)
k }.

In the absolutely continuous case there exists a nonnegative function f (x1, . . . , xk)
such that

F(ξ1, . . . , ξk) =
∫ ξ1

−∞
· · ·
∫ ξk

−∞
f (x1, . . . , xk)dx1 . . . dxk . (1.7.5)

The function f (x1, . . . , xk ) is called the joint density function.
The marginal probability or density functions of single variables or of a subvector

of variables can be obtained by summing (in the discrete case) or integrating, in the
absolutely continuous case, the joint distribution functions (densities) with respect to
the variables that are not under consideration, over their range of variation.

Although the presentation here is in terms of k discrete or k absolutely contin-
uous random variables, the joint distributions can involve some discrete and some
continuous variables, or mixtures.

If X1 has an absolutely continuous marginal distribution and X2 is discrete, we
can introduce the function N (B) on B, which counts the number of jump points
of X2 that belong to B. N (B) is a σ -finite measure. Let λ(B) be the Lebesgue
measure on B. Consider the σ -finite measure on B(2), μ(B1 × B2) = λ(B1)N (B2). If
X1 is absolutely continuous and X2 discrete, their joint probability measure PX is
absolutely continuous with respect to μ. There exists then a nonnegative function fX

such that

FX(x1, x2) =
∫ x1

−∞

∫ x2

−∞
fX(y1, y2)dy1d N (y2).

The function fX is a joint p.d.f. of X1, X2 with respect to μ. The joint p.d.f. fX is
positive only at jump point of X2.
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If X1, . . . , Xk have a joint distribution with p.d.f. f (x1, . . . , xk), the expected
value of a function g(X1, . . . , Xk) is defined as

E{g(X1, . . . , Xk )} =
∫

g(x1, . . . , xk)dF(x1, . . . , xk ). (1.7.6)

We have used here the conventional notation for Stieltjes integrals.
Notice that if (X,Y ) have a joint distribution function F(x, y) and if X is discrete

with jump points of F1(x) at ξ1, ξ2, . . . , and Y is absolutely continuous, then, as in
the previous example,

∫
g(x, y)dF(x, y) =

∞∑
j=1

∫
g(ξ j , y) f (ξ j , y)dy

where f (x, y) is the joint p.d.f. A similar formula holds for the case of X , absolutely
continuous and Y , discrete.

1.7.2 Conditional Expectations: General Definition

Let X (w) ≥ 0, for all w ∈ S, be a random variable with respect to (S,F , P). Con-
sider a σ -field G, G ⊂ F . The conditional expectation of X given G is defined as a
G-measurable random variable E{X | G} satisfying

∫
A

X (w)P{dw} =
∫

A
E{X | G}(w)P{dw} (1.7.7)

for all A ∈ G. Generally, E{X | G} is defined if min{E{X+ | G}, E{X− | G}} < ∞
and E{X | G} = E{X+ | G} − E{X− | G}. To see that such conditional expectations
exist, where X (w) ≥ 0 for all w , consider the σ -finite measure on G,

Q(A) =
∫

A
X (w)P{dw}, A ∈ G. (1.7.8)

Obviously Q � P and by Radon–Nikodym Theorem, there exists a nonnegative,
G-measurable random variable E{X | G} such that

Q(A) =
∫

A
E{X | G}(w)P{dw}. (1.7.9)

According to the Radon–Nikodym Theorem, E{X | G} is determined only up to a set
of P-measure zero.



24 BASIC PROBABILITY THEORY

If B ∈ F and X (w) = IB(w), then E{X | G} = P{B | G} and according to
(1.6.13),

P{A ∩ B} =
∫

A
IB(w)P{dw}

=
∫

A
P{B | G}P{dw}.

(1.7.10)

Notice also that if X is G-measurable then X = E{X | G} with probability 1.
On the other hand, if G = {∅,S} is the trivial algebra, then E{X | G} = E{X}

with probability 1.
From the definition (1.7.7), since S ∈ G,

E{X} =
∫
S

X (w)P{dw}

=
∫
S

E{X | G}P{dw}.

This is the law of iterated expectation; namely, for all G ⊂ F ,

E{X} = E{E{X | G}}. (1.7.11)

Furthermore, if X and Y are two random variables on (S,F , P), the collection of all
sets {Y −1(B), B ∈ B}, is a σ -field generated by Y . Let FY denote this σ -field. Since
Y is a random variable, FY ⊂ F . We define

E{X | Y } = E{X | FY }. (1.7.12)

Let y0 be such that fY (y0) > 0.
Consider the FY -measurable set Aδ = {w : y0 < Y (w) ≤ y0 + δ}. According to

(1.7.7) ∫
Aδ

X (w)P(dw) =
∫ ∞

−∞

∫ y0+δ

y0

x fXY (x, y)dxdy

=
∫ y0+δ

y0

E{X | Y = y} fY (y)dy.

(1.7.13)

The left-hand side of (1.7.13) is, if E{|X |} < ∞,∫ ∞

−∞
x
∫ y0+δ

y0

fXY(x, y)dydx =
∫ y0+δ

y0

fY (y0)
∫ ∞

−∞
x

fXY (x, y)

fY (y0)
dxdy

= fY (y0)δ
∫ ∞

−∞
x

fXY (x, y0)

fY (y0)
dx + o(δ), as δ → 0
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where lim
δ→0

o(δ)

δ
= 0. The right-hand side of (1.7.13) is

∫ y0+δ

y0

E{X | Y = y} fY (y)dy = E{X | Y = y0} fY (y0)δ + o(δ), as δ → 0.

Dividing both sides of (1.7.13) by fY (y0)δ, we obtain that

E{X | Y = y0} =
∫ ∞

−∞
x fX |Y (x | y0)dx

=
∫ ∞

−∞
x

fXY (x, y0)

fX (y0)
dx .

We therefore define for fY (y0) > 0

fX |Y (x | y0) = fXY(x, y0)

fY (y0)
. (1.7.14)

More generally, for k > 2 let f (x1, . . . , xk) denote the joint p.d.f. of (X1, . . . , Xk).
Let 1 ≤ r < k and g(x1, . . . , xr ) denote the marginal joint p.d.f. of (X1, . . . , Xr ).
Suppose that (ξ1, . . . , ξr ) is a point at which g(ξ1, . . . , ξr ) > 0. The conditional
p.d.f. of Xr+1, . . . , Xk given {X1 = ξ1, . . . , Xr = ξr } is defined as

h(xr+1, . . . , xk | ξ1, . . . , ξr ) = f (ξ1, . . . , ξr , xr+1, . . . , xk)

g(ξ1, . . . , ξr )
. (1.7.15)

We remark that conditional distribution functions are not defined on points
(ξ1, . . . , ξr ) such that g(ξ1, . . . , ξr ) = 0. However, it is easy to verify that the proba-
bility associated with this set of points is zero. Thus, the definition presented here is
sufficiently general for statistical purposes. Notice that f (xr+1, . . . , xk | ξ1, . . . , ξr )
is, for a fixed point (ξ1, . . . , ξr ) at which it is well defined, a nonnegative function of
(xr+1, . . . , xk) and that ∫

dF(xr+1, . . . , xk | ξ1, . . . , ξr ) = 1.

Thus, f (xr+1, . . . , xk | ξ1, . . . , ξr ) is indeed a joint p.d.f. of (Xr+1, . . . , Xk). The
point (ξ1, . . . , ξr ) can be considered a parameter of the conditional distribution.

If ψ(Xr+1, . . . , Xk) is an (integrable) function of (Xr+1, . . . , Xk ), the conditional
expectation of ψ(Xr+1, . . . , Xk) given {X1 = ξ1, . . . , Xr = ξr } is

E{ψ(Xr+1, . . . , Xk) | ξ1, . . . , ξr } =
∫
ψ(xr+1, . . . , xk)dF(xr+1, . . . , xk | ξ1, . . . , ξr ).

(1.7.16)

This conditional expectation exists if the integral is absolutely convergent.
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1.7.3 Independence

Random variables X1, . . . , Xn , on the same probability space, are called mutually
independent if, for any Borel sets B1, . . . , Bn ,

P{w : X1(w) ∈ B1, . . . , Xn(w) ∈ Bn} =
n∏

j=1

P{w : X j ∈ B j }. (1.7.17)

Accordingly, the joint distribution function of any k-tuple (Xi1 , . . . , Xik ) is a product
of their marginal distributions. In particular,

FX1···Xn (x1, . . . , xn) =
n∏

i=1

FXi (xi ). (1.7.18)

Equation (1.7.18) implies that if X1, . . . , Xn have a joint p.d.f. fX(x1, . . . , xn) and if
they are independent, then

fX(x1, . . . , xn) =
n∏

j=1

fX j (x j ). (1.7.19)

Moreover, if g(X1, . . . , Xn) =
n∏

j=1

g j (X j ), where g(x1, . . . , xn) is B(n)-measurable

and g j (x) are B-measurable, then under independence

E{g(X1, . . . , Xn)} =
n∏

j=1

E{g j (X j )}. (1.7.20)

Probability models with independence structure play an important role in statistical
theory. From (1.7.12) and (1.7.21), we imply that if X(r ) = (X1, . . . , Xr ) and Y(r ) =
(Xr+1, . . . , Xn) are independent subvectors, then the conditional distribution of X(r )

given Y(r ) is independent of Y(r ), i.e.,

f (x1, . . . , xr | xr+1, . . . , xn) = f (x1, . . . , xr ) (1.7.21)

with probability one.

1.8 MOMENTS AND RELATED FUNCTIONALS

A moment of order r , r = 1, 2, . . . , of a distribution F(x) is

μr = E{Xr }. (1.8.1)
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The moments of Y = X − μ1 are called central moments and those of |X | are called
absolute moments. It is simple to prove that the existence of an absolute moment
of order r , r > 0, implies the existence of all moments of order s, 0 < s ≤ r , (see
Section 1.13.3).

Let μ∗
r = E{(X − μ1)r }, r = 1, 2, . . . denote the r th central moment of a dis-

tribution. From the binomial expansion and the linear properties of the expectation
operator we obtain the relationship between moments (about the origin) μr and center
moments mr

μ∗
r =

r∑
j=0

(−1) j

(
r

j

)
μr− jμ

j
i , r = 1, 2, . . . (1.8.2)

where μ0 ≡ 1.
A distribution function F is called symmetric about a point ξ0 if its p.d.f. is

symmetric about ξ0, i.e.,

f (ξ0 + h) = f (ξ0 − h), all 0 ≤ h < ∞.

From this definition we immediately obtain the following results.

(i) If F is symmetric about ξ0 and E{|X |} < ∞, then ξ0 = E{X}.
(ii) If F is symmetric, then all central moments of odd order are zero, i.e.,

E{(X − E{X})2m+1} = 0, m = 0, 1, . . . , provided E |X |2m+1 < ∞.

The central moment of the second order occupies a central role in the theory
of statistics and is called the variance of X . The variance is denoted by V {X}. The
square-root of the variance, called the standard deviation, is a measure of dispersion
around the expected value. We denote the standard deviation by σ . The variance of
X is equal to

V {X} = E{X2} − (E{X})2. (1.8.3)

The variance is always nonnegative, and hence for every distribution having a finite
second moment E{X2} ≥ (E{X})2. One can easily verify from the definition that if
X is a random variable and a and b are constants, then V {a + bX} = b2V {X}.

The variance is equal to zero if and only if the distribution function is concentrated
at one point (a degenerate distribution).

A famous inequality, called the Chebychev inequality, relates the probability of
X concentrating around its mean, and the standard deviation σ .

Theorem 1.8.1 (Chebychev). If FX has a finite standard deviation σ , then, for every
a > 0,

P{w : |X (w) − μ| ≤ a} ≥ 1 − σ 2

a2
, (1.8.4)

where μ = E{X}.
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Proof.

σ 2 =
∫ ∞

−∞
(x − μ)2d FX (x)

=
∫

{|x−μ|≤a}
(x − μ)2dFX (x) +

∫
{|x−μ|>a}

(x − μ)2dFX (x)

≥ a2 P{w : |X (w) − μ| > a}.

(1.8.5)

Hence,

P{w : |X (w) − μ| ≤ a} = 1 − P{w : |X (w) − μ| > a} ≥ 1 − σ 2

a2
.

QED

Notice that in the proof of the theorem, we used the Riemann–Stieltjes integral. The
theorem is true for any type of distribution for which 0 ≤ σ < ∞. The Chebychev
inequality is a crude inequality. Various types of better inequalities are available,
under additional assumptions (see Zelen and Severv, 1968; Rohatgi, 1976, p. 102).

The moment generating function (m.g.f.) of a random variable X , denoted by
M , is defined as

M(t) = E{exp(t X )}, (1.8.6)

where t is such that M(t) < ∞. Obviously, at t = 0, M(0) = 1. However, M(t)
may not exist when t 
= 0. Assume that M(t) exists for all t in some interval (a, b),
a < 0 < b. There is a one-to-one correspondence between the distribution function
F and the moment generating function M . M is analytic on (a, b), and can be
differentiated under the expectation integral. Thus

dr

dtr
M(t) = E{Xr exp{t X}}, r = 1, 2, . . . . (1.8.7)

Under this assumption the r th derivative of M(t) evaluated at t = 0 yields the
moment of order r .

To overcome the problem of M being undefined in certain cases, it is useful to use
the characteristic function

φ(t) = E{eit X }, (1.8.8)

where i = √−1. The characteristic function exists for all t since

|φ(t)| =
∣∣∣∣∫ ∞

−∞
eitx dF(x)

∣∣∣∣ ≤ ∫ ∞

−∞
|eitx |dF(x) = 1. (1.8.9)

Indeed, |eitx | = 1 for all x and all t .
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If X assumes nonnegative integer values, it is often useful to use the probability
generating function (p.g.f.)

G(t) =
∞∑
j=0

t j p j , (1.8.10)

which is convergent if |t | < 1. Moreover, given a p.g.f. of a nonnegative integer value
random variable X , its p.d.f. can be obtained by the formula

P{w : X (w) = k} = 1

k!

dk

dtk
G(t)

∣∣
t=0. (1.8.11)

The logarithm of the moment generating function is called cumulants generating
function. We denote this generating function by K . K exists for all t for which M
is finite. Both M and K are analytic functions in the interior of their domains of
convergence. Thus we can write for t close to zero

K (t) = log M(t) =
∞∑
j=0

κ j

j!
t j (1.8.12)

The coefficients {κ j } are called cumulants. Notice that κ0 = 0, and κ j , j ≥ 1, can be
obtained by differentiating K (t) j times, and setting t = 0. Generally, the relation-
ships between the cumulants and the moments of a distribution are, for j = 1, . . . , 4

κ1 = μ1

κ2 = μ2 − μ2
1 = μ∗

2

κ3 = μ3 − 3μ2μ1 + 2μ3
1 = μ∗

3

κ4 = μ∗
4 − 3(μ∗

2)2.

(1.8.13)

The following two indices

β1 = μ∗
3

σ 3
(1.8.14)

and

β2 = μ∗
4

σ 4
, (1.8.15)

where σ 2 = μ∗
2 is the variance, are called coefficients of skewness (asymmetry) and

kurtosis (steepness), respectively. If the distribution is symmetric, then β1 = 0. If
β1 > 0 we say that the distribution is positively skewed; if β1 < 0, it is negatively
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skewed. If β2 > 3 we say that the distribution is steep, and if β2 < 3 we say that the
distribution is flat.

The following equation is called the law of total variance.
If E{X2} < ∞ then

V {X} = E{V {X | Y }} + V {E{X | Y }}, (1.8.16)

where V {X | Y } denotes the conditional variance of X given Y .
It is often the case that it is easier to find the conditional mean and variance,

E{X | Y } and V {X | Y }, than to find E{X} and V {X} directly. In such cases, formula
(1.8.16) becomes very handy.

The product central moment of two variables (X,Y ) is called the covariance and
denoted by cov(X,Y ). More specifically

cov(X,Y ) = E{[X − E{X}][Y − E{Y }]}
= E{XY } − E{X}E{Y }.

(1.8.17)

Notice that cov(X,Y ) = cov(Y, X ), and cov(X, X ) = V {X}. Notice that if X is a
random variable having a finite first moment and a is any finite constant, then
cov(a, X ) = 0. Furthermore, whenever the second moments of X and Y exist the
covariance exists. This follows from the Schwarz inequality (see Section 1.13.3),
i.e., if F is the joint distribution of (X,Y ) and FX , FY are the marginal distributions
of X and Y , respectively, then

(∫
g(x)h(y)dF(x, y)

)2

≤
(∫

g2(x)dFX (x)

)(∫
h2(y)dFY (y)

)
(1.8.18)

whenever E{g2(X )} and E{h2(Y )} are finite. In particular, for any two random vari-
ables having second moments

cov2(X,Y ) ≤ V {X}V {Y }.

The ratio

ρ = cov(X,Y )√
V {X}V {Y } (1.8.19)

is called the coefficient of correlation (Pearson’s product moment correlation). From
(1.8.18) we deduce that −1 ≤ ρ ≤ 1. The sign of ρ is that of cov(X,Y ).

The m.g.f. of a multivariate distribution is a function of k variables

M(t1, . . . , tk) = E

{
exp

{
k∑

i=1

ti Xi

}}
. (1.8.20)
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Let X1, . . . , Xk be random variables having a joint distribution. Consider the linear

transformation Y =
k∑

j=1

β j X j , where β1, . . . , βk are constants. Some formulae for the

moments and covariances of such linear functions are developed here. Assume that
all the moments under consideration exist. Starting with the expected value of Y we
prove:

E

{
k∑

i=1

βi Xi

}
=

k∑
i=1

βi E{Xi }. (1.8.21)

This result is a direct implication of the definition of the integral as a linear operator.
Let X denote a random vector in a column form and X′ its transpose. The expected

value of a random vector X′ = (X1, . . . , Xk) is defined as the corresponding vector
of expected values, i.e.,

E{X′} = (E{X1}, . . . , E{Xk}). (1.8.22)

Furthermore, let �| denote a k × k matrix with elements that are the variances and
covariances of the components of X. In symbols

�| = (σi j ; i, j = 1, . . . , k), (1.8.23)

where σi j = cov(Xi , X j ), σi i = V {Xi }. If Y = β ′X where β is a vector of constants,
then

V {Y } = β ′�| β

=
∑

i

∑
j

βiβ jσi j

=
k∑

i=1

β2
i σi i +

∑∑
i 
= j

βiβ jσi j .

(1.8.24)

The result given by (1.8.24) can be generalized in the following manner. Let Y1 = β ′X
and Y2 = α′X, where α and β are arbitrary constant vectors. Then

cov(Y1,Y2) = α′�| β. (1.8.25)

Finally, if X is a k-dimensional random vector with covariance matrix �| and Y is an
m-dimensional vector Y = AX, where A is an m × k matrix of constants, then the
covariance matrix of Y is

V [Y] = A�| A′. (1.8.26)
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In addition, if the covariance matrix of X is �| , then the covariance matrix of Y =
ξ + AX is V, where ξ is a vector of constants, and A is a matrix of constants. Finally,
if Y = AX and Z = BX, where A and B are matrices of constants with compatible
dimensions, then the covariance matrix of Y and Z is

C[Y,Z] = A�| B ′. (1.8.27)

We conclude this section with an important theorem concerning a characteristic
function. Recall that φ is generally a complex valued function on R, i.e.,

φ(t) =
∫ ∞

−∞
cos(t x)dF(x) + i

∫ ∞

−∞
sin(t x)dF(x).

Theorem 1.8.2. A characteristic function φ, of a distribution function F, has the
following properties.

(i) |φ(t)| ≤ φ(0) = 1;

(ii) φ(t) is a uniformly continuous function of t , on R;

(iii) φ(t) = φ(−t), where z̄ denotes the complex conjugate of z;

(iv) φ(t) is real valued if and only if F is symmetric around x0 = 0;

(v) if E{|X |n} < ∞ for some n ≥ 1, then the rth order derivative φ(r )(t) exists for
every 1 ≤ r ≤ n, and

φ(r )(t) =
∫ ∞

−∞
(i x)r eitx dF(x), (1.8.28)

μr = 1

i r
φ(r )(0), (1.8.29)

and

φ(t) =
n∑

j=1

(it) j

j!
μ j + (it)n

n!
Rn(t), (1.8.30)

where |Rn(t)| ≤ 3E{|X |n}, Rn(t) → 0 as t → 0;

(vi) if φ(2n)(0) exists and is finite, then μ2n < ∞;

(vii) if E{|X |n} < ∞ for all n ≥ 1 and

lim
n→∞

(
E{|X |n}

n!

)1/n

= 1

R
< ∞, (1.8.31)
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then

φ(t) =
∞∑

n=0

(it)n

n!
μn, |t | < R. (1.8.32)

Proof. The proof of (i) and (ii) is based on the fact that |eitx | = 1 for all t and all x .

Now,
∫

e−i t x dF(x) = φ(−t) = φ(t). Hence (iii) is proven.

(iv) Suppose F(x) is symmetric around x0 = 0. Then dF(x) = dF(−x) for all x .

Therefore, since sin(−t x) = − sin(t x) for all x ,
∫ ∞

−∞
sin(t x)dF(x) = 0, and φ(t) is

real. If φ(t) is real, φ(t) = φ(t). Hence φX (t) = φ−X (t). Thus, by the one-to-one
correspondence between φ and F , for any Borel set B, P{X ∈ B} = P{−X ∈ B} =
P{X ∈ −B}. This implies that F is symmetric about the origin.

(v) If E{|X |n} < ∞, then E{|X |r } < ∞ for all 1 ≤ r ≤ n. Consider

φ(t + h) − φ(t)

h
= E

{
eit X

(
eih X − 1

h

)}
.

Since

∣∣∣∣eihx − 1

h

∣∣∣∣ ≤ |x |, and E{|X |} < ∞, we obtain from the Dominated Conver-

gence Theorem that

φ(1)(t) = lim
h→0

(
φ(t + h) − φ(t)

h

)
= E

{
eit X lim

h→0

eih X − 1

h

}
= i E{Xeit X }.

Hence μ1 = 1

i
φ(1)(0).

Equations (1.8.28)–(1.8.29) follow by induction. Taylor expansion of eiy yields

eiy =
n−1∑
k=0

(iy)k

k!
+ (iy)n

n!
(cos(θ1 y) + i sin(θ2 y)),

where |θ1| ≤ 1 and |θ2| ≤ 1. Hence

φ(t) = E{eit X }

=
n−1∑
k=0

(it)k

k!
μk + (it)n

n!
(μn + Rn(t)),
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where

Rn(t) = E{X n(cos(θ1t X ) + i sin(θ2t X ) − 1)}.

Since | cos(t y)| ≤ 1, | sin(t y)| ≤ 1, evidently Rn(t) ≤ 3E{|X |n}. Also, by dominated
convergence, lim

t→0
Rn(t) = 0.

(vi) By induction on n. Suppose φ(2)(0) exists. By L’Hospital’s rule,

φ(2)(0) = lim
h→0

1

2

[
φ ′(2h) − φ ′(0)

2h
+ φ′(0) − φ′(−2h)

2h

]
= lim

h→0

1

4h2
[φ(2h) − 2φ(0) + φ(−2h)]

= lim
h→0

∫ (
eihx − e−ihx

2h

)2

dF(x)

= − lim
h→0

∫ (
sin(hx)

hx

)2

x2dF(x).

By Fatou’s Lemma,

φ(2)(0) ≤ −
∫

lim
h→0

(
sin(hx)

hx

)2

x2dF(x)

= −
∫

x2dF(x) = −μ2.

Thus, μ2 ≤ −φ(2)(0) < ∞. Assume that 0 < μ2k < ∞. Then, by (v),

φ(2k)(t) =
∫

(i x)2keitxdF(x)

= (−1)k
∫

eitx dG(x),

where dG(x) = x2kdF(x), or

G(x) =
∫ x

−∞
u2kdF(u).

Notice that G(∞) = μ2k < ∞. Thus,
(−1)kφ(2k)(t)

G(∞)
is the characteristic function of

the distribution G(x)/G(∞). Since
1

G(∞)
> 0,

∫
x2h+2dF(x) =

∫
x2dG(x) < ∞.

This proves that μ2k < ∞ for all k = 1, . . . , n.
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(vii) Assuming (1.8.31), if 0 < t0 < R, lim
n→∞

(E{|X |n})1/n

n!
<

1

t0
. Therefore,

lim
n→∞

(E{|X |n}t n
0 )1/n

n!
< 1.

By Stirling’s approximation, lim
n→∞(n!)1/n = 1. Thus, for 0 < t0 < R,

lim
n→∞

(
E{|X |n}t n

0 )

n!

)1/n

< 1.

Accordingly, by Cauchy’s test,
∞∑

n=1

E{|X |n}t n
0

n!
< ∞. By (iv), for any n ≥ 1, for any

t , |t | ≤ t0

φ(t) =
n∑

k=0

(it)n

n!
μn + R∗

n (t),

where |R∗
n (t)| ≤ 3

|t |n
n!

E{|X |n}. Thus, for every t , |t | < R, lim
n→∞|R∗

n (t)| = 0, which

implies that

φ(t) =
∞∑

k=1

(it)k

k!
μk , for all |t | < R.

QED

1.9 MODES OF CONVERGENCE

In this section we formulate many definitions and results in terms of random vectors
X = (X1, X2, · · · , Xk)′, 1 ≤ k < ∞. The notation ||X|| is used for the Euclidean

norm, i.e., ||x||2 =
k∑

i=1

x2
i .

We discuss here four modes of convergence of sequences of random vectors to a
random vector.

(i) Convergence in distribution, Xn
d−→ X;

(ii) Convergence in probability, Xn
p−→ X;

(iii) Convergence in r th mean, Xn
r−→ X; and

(iv) Convergence almost surely, Xn
a.s.−→ X.
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A sequence Xn is said to converge in distribution to X, Xn
d−→ X if the corre-

sponding distribution functions Fn and F satisfy

lim
n→∞

∫
g(x)dFn(x) =

∫
g(x)dF(x) (1.9.1)

for every continuous bounded function g on R
k .

One can show that this definition is equivalent to the following statement.

A sequence {Xn} converges in distribution to X, Xn
d−→ X if lim

n→∞ Fn(x) = F(x)

at all continuity points x of F .

If Xn
d−→ X we say that Fn converges to F weakly. The notation is Fn

w−→ F
or Fn ⇒ F .

We define now convergence in probability.

A sequence {Xn} converges in probability to X, Xn
p−→

n→∞ X if, for each ε > 0,

lim
n→∞ P{||Xn − X|| > ε} = 0. (1.9.2)

We define now convergence in r th mean.
A sequence of random vectors {Xn} converges in rth mean, r > 0, to X, Xn

r−→ X
if E{||Xn − X||r } → 0 as n → ∞.

A fourth mode of convergence is
A sequence of random vectors {Xn} converges almost-surely to X, Xn

a.s.−→ X, as
n → ∞ if

P{ lim
n→∞ Xn = X} = 1. (1.9.3)

The following is an equivalent definition.
Xn

a.s.−→ X as n → ∞ if and only if, for any ε > 0,

lim
n→∞ P{||Xm − X|| < ε, ∀m ≥ n} = 1. (1.9.4)

Equation (1.9.4) is equivalent to

P{ lim
n→∞||Xn − X|| < ε} = 1.

But,

P{ lim
n→∞||Xn − X|| < ε} = 1 − P{ lim

n→∞||Xn − X|| ≥ ε}

= 1 − P{||Xn − X|| ≥ ε, i.o.}.
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By the Borel–Cantelli Lemma (Theorem 1.4.1), a sufficient condition for
Xn

a.s.−→ X is

∞∑
n=1

P{||Xn − X|| ≥ ε} < ∞ (1.9.5)

for all ε > 0.

Theorem 1.9.1. Let {Xn} be a sequence of random vectors. Then

(a) Xn
a.s.−→ X implies Xn

p−→ X.

(b) Xn
r−→ X, r > 0, implies Xn

p−→ X.

(c) Xn
p−→ X implies Xn

d−→ X.

Proof. (a) Since Xn
a.s.−→ X, for any ε > 0,

0 = P{ lim
n→∞||Xn − X|| ≥ ε}

= lim
n→∞ P

{⋃
m≥n

||Xm − X|| ≥ ε

}
≥ lim

n→∞ P{||Xn − X|| ≥ ε}.

(1.9.6)

The inequality (1.9.6) implies that Xn
p−→ X.

(b) It can be immediately shown that, for any ε > 0,

E{||Xn − X||r } ≥ εr P{||Xn − X|| ≥ ε}.

Thus, Xn
r−→ X implies Xn

p−→ X.
(c) Let ε > 0. If Xn ≤ x0 then either X ≤ x0 + ε1, where 1 = (1, . . . , 1)′, or

||Xn − X|| > ε. Thus, for all n,

Fn(x0) ≤ F(x0 + ε1) + P{||Xn − X|| > ε}.

Similarly,

F(x0 − ε1) ≤ Fn(x0) + P{||Xn − X|| > ε}.

Finally, since Xn
p−→ X,

F(x0 − ε1) ≤ lim
n→∞

Fn(x0) ≤ lim
n→∞Fn(x0) ≤ F(x0 + ε1).
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Thus, if x0 is a continuity point of F , by letting ε → 0, we obtain

lim
n→∞ Fn(x0) = F(x0).

QED

Theorem 1.9.2. Let {Xn} be a sequence of random vectors. Then

(a) if c ∈ R
k , then Xn

d−→ c implies Xn
p−→ c;

(b) if Xn
a.s.−→ X and ||Xn||r ≤ Z, for some r > 0 and some (positive) random

variable Z, with E{Z} < ∞, then Xn
r−→ X.

For proof, see Ferguson (1996, p. 9). Part (b) is implied also from Theorem 1.13.3.

Theorem 1.9.3. Let {Xn} be a sequence of nonnegative random variables such that
Xn

a.s.−→ X and E{Xn} → E{X}, E{X} < ∞. Then

E{|Xn − X |} → 0, as n → ∞. (1.9.7)

Proof. Since E{Xn} → E{X} < ∞, for sufficiently large n, E{Xn} < ∞. For
such n,

E{|Xn − X |} = E{(X − Xn)I {X ≥ Xn}} + E{(Xn − X )I {Xn > X}}
= 2E{(X − Xn)I {X ≥ Xn}} + E{X − Xn}.

But,

0 ≤ (X − Xn)I {X ≥ Xn} < X.

Therefore, by the Lebesgue Dominated Convergence Theorem,

lim
n→∞ E{(X − Xn)I {X ≥ Xn}} = 0.

This implies (1.9.7). QED
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1.10 WEAK CONVERGENCE

The following theorem plays a major role in weak convergence.

Theorem 1.10.1. The following conditions are equivalent.

(a) Xn
d−→ X;

(b) E{g(Xn)} → E{g(X)}, for all continuous functions, g, that vanish outside a
compact set;

(c) E{g(Xn)} → E{g(X)}, for all continuous bounded functions g;

(d) E{g(Xn)} → E{g(X)}, for all measurable functions g such that P{X ∈
C(g)} = 1, where C(g) is the set of all points at which g is continuous.

For proof, see Ferguson (1996, pp. 14–16).

Theorem 1.10.2. Let {Xn} be a sequence of random vectors in R
k , and Xn

d−→ X.
Then

(i) f(Xn)
d−→ f(X);

(ii) if {Yn} is a sequence such that Xn − Yn
p−→ 0, then Yn

d−→ X;

(iii) if Xn ∈ R
k and Yn ∈ R

l and Yn
d−→ c, then(

Xn

Yn

)
d−→
(

X
c

)
.

Proof. (i) Let g : R
l → R be bounded and continuous. Let h(x) = g(f(x)). If x is

a continuity point of f, then x is a continuity point of h, i.e., C(f) ⊂ C(h). Hence
P{X ∈ C(h)} = 1. By Theorem 1.10.1 (c), it is sufficient to show that E{g(f(Xn))} →
E{g(f(X))}. Theorem 1.10.1 (d) implies, since P{X ∈ C(h)} = 1 and Xn

d−→ X,
that E{h(Xn)} → E{h(X)}.

(ii) According to Theorem 1.10.1 (b), let g be a continuous function on R
k

vanishing outside a compact set. Thus g is uniformly continuous and bounded.
Let ε > 0, find δ > 0 such that, if ||x − y|| < δ then |g(x) − g(y)| < ε. Also, g is
bounded, say |g(x)| ≤ B < ∞. Thus,

|E{g(Yn)} − E{g(X)}| ≤ |E{g(Yn)} − E{g(Xn)}| + |E{g(Xn)} − E{g(X)}|
≤ E{|g(Yn) − g(Xn)|I {||Xn − Yn|| ≤ δ}}
+ E{|g(Yn) − g(Xn)|I {||Xn − Yn|| > δ}
+ |E{g(Xn)} − E{g(X)}|
≤ ε + 2B P{||Xn − Yn|| > δ}
+ |E{g(Xn)} − E{g(X)}| −→

n→∞ ε.
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Hence Yn
d−→ X.

(iii)

P

{∣∣∣∣∣∣∣∣(Xn

Yn

)
−
(

Xn

c

)∣∣∣∣∣∣∣∣ > ε

}
= P{||Yn − c|| > ε} → 0, as n → ∞.

Hence, from part (ii),

(
Xn

Yn

)
d−→
(

X
c

)
. QED

As a special case of the above theorem we get

Theorem 1.10.3 (Slutsky’s Theorem). Let {Xn} and {Yn} be sequences of random

variables, Xn
d−→ X and Yn

p−→ c. Then

(i) Xn + Yn
d−→ X + c;

(ii) XnYn
d−→ cX ;

(iii) if c 
= 0 then
Xn

Yn

d−→ X

c
.

(1.10.1)

A sequence of distribution functions may not converge to a distribution function.
For example, let Xn be random variables with

Fn(x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, x < −n

1

2
, −n ≤ x < n

1, n ≤ x .

Then, lim
n→∞Fn(x) = 1

2
for all x . F(x) = 1

2
for all x is not a distribution function. In

this example, half of the probability mass escapes to −∞ and half the mass escapes
to +∞. In order to avoid such situations, we require from collections (families) of
probability distributions to be tight.

Let F = {Fu, u ∈ U} be a family of distribution functions on R
k . F is tight if, for

any ε > 0, there exists a compact set C ⊂ R
k such that

sup
u∈U

∫
I {x ∈ R

k − C}dFu(x) < ε.

In the above, the sequence Fn(x) is not tight.
If F is tight, then every sequence of distributions of F contains a subsequence

converging weakly to a distribution function. (see Shiryayev, 1984, p. 315).
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Theorem 1.10.4. Let {Fn} be a tight family of distribution functions on R. A nec-
essary and sufficient condition for Fn ⇒ F is that, for each t ∈ R, lim

n→∞φn(t) exists,

where φn(t) =
∫

eitx dFn(x) is the characteristic function corresponding to Fn.

For proof, see Shiryayev (1984, p. 321).

Theorem 1.10.5 (Continuity Theorem). Let {Fn} be a sequence of distribution
functions and {φn} the corresponding sequence of characteristic functions. Let F be
a distribution function, with characteristic function φ. Then Fn ⇒ F if and only if
φn(t) → φ(t) for all t ∈ R

k . (Shiryayev, 1984, p. 322).

1.11 LAWS OF LARGE NUMBERS

1.11.1 The Weak Law of Large Numbers (WLLN)

Let X1,X2, . . . be a sequence of identically distributed uncorrelated random vectors.
Let μ = E{X1} and let �| = E{(X1 − μ)(X1 − μ)′} be finite. Then the means X̄n =
1

n

n∑
i=1

Xi converge in probability to μ, i.e.,

X̄n
p−→ μ as n → ∞. X̄n

p−→ μ as n → ∞. (1.11.1)

The proof is simple. Since cov(Xn,Xn′ ) = 0 for all n 
= n′, the covariance matrix of

X̄n is
1

n
�| . Moreover, since E{X̄n} = μ,

E{||X̄n − μ||2} = 1

n
tr.{�| } → 0 as n → ∞.

Hence X̄n
2−→ μ, which implies that X̄n

p−→ μ. Here tr.{�| } denotes the trace
of �| .

If X1,X2, . . . are independent, and identically distributed, with E{X1} = μ, then
the characteristic function of X̄n is

φX̄n
(t) =

(
φ

(
t
n

))n

, (1.11.2)

where φ(t) is the characteristic function of X1. Fix t. Then for large values of n,

φ

(
t
n

)
= 1 + i

n
t′μ + o

(
1

n

)
, as n → ∞.
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Therefore,

φX̄n
(t) =

(
1 + i

n
t′μ + o

(
1

n

))n

→ eit′μ. (1.11.3)

φ(t) = eit′μ is the characteristic function of X, where P{X = μ} = 1. Thus, since

eit′μ is continuous at t = 0, X̄n
d−→ μ. This implies that X̄n

p−→ μ (left as an
exercise).

1.11.2 The Strong Law of Large Numbers (SLLN)

Strong laws of large numbers, for independent random variables having finite
expected values are of the form

1

n

n∑
i=1

(Xi − μi )
a.s.−→ 0, as n → ∞,

where μi = E{Xi }.

Theorem 1.11.1 (Cantelli). Let {Xn} be a sequence of independent random vari-
ables having uniformly bounded fourth-central moments, i.e.,

0 ≤ E(Xn − μn)4 ≤ C < ∞ (1.11.4)

for all n ≥ 1. Then

1

n

n∑
i=1

(Xi − μi )
a.s.−→

n→∞ 0. (1.11.5)

Proof. Without loss of generality, we can assume thatμn = E{Xn} = 0 for all n ≥ 1.

E

⎧⎨⎩
(

1

n

n∑
i=1

Xi

)4
⎫⎬⎭ = 1

n4

{ n∑
i=1

E{X4
i }

+ 4
∑∑

i 
= j

E{X 3
i X j } + 3

∑∑
i 
= j

E{X2
i X2

j }

+ 6
∑∑∑

i 
= j 
=k

E{X2
i X j Xk} +

∑∑∑∑
i 
= j 
=k 
=l

E{Xi X j Xk Xl}
}

= 1

n4

n∑
i=1

μ4,i + 3

n4

∑∑
i 
= j

σ 2
i σ

2
j ,
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where μ4,i = E{X4
i } and σ 2

i = E{X2
i }. By the Schwarz inequality, σ 2

i σ
2
j ≤ (μ4,i ·

μ4 j )1/2 for all i 
= j . Hence,

E{X̄4
n} ≤ C

n3
+ 3n(n − 1)C

n4
= O

(
1

n2

)
.

By Chebychev’s inequality,

P{|X̄n| ≥ ε} = P{X̄ 4
n ≥ ε4}

≤ E{X̄4
n}

ε4
.

Hence, for any ε > 0,

∞∑
n=1

P{|X̄n| ≥ ε} ≤ C∗
∞∑

n=1

1

n2
< ∞,

where C∗ is some positive finite constant. Finally, by the Borel–Cantelli Lemma
(Theorem 1.4.1),

P{|X̄n| ≥ ε, i.o.} = 0.

Thus, P{|X̄n| < ε, i.o.} = 1. QED

Cantelli’s Theorem is quite stringent, in the sense, that it requires the existence of
the fourth moments of the independent random variables. Kolmogorov had relaxed
this condition and proved that, if the random variables have finite variances, 0 <

σ 2
n < ∞ and

∞∑
n=1

σ 2
n

n2
< ∞, (1.11.6)

then
1

n

n∑
i=1

(Xi − μi )
a.s.−→ 0 as n → ∞.

If the random variables are independent and identically distributed (i.i.d.), then
Kolmogorov showed that E{|X1|} < ∞ is sufficient for the strong law of large
numbers. To prove Kolmogorov’s strong law of large numbers one has to develop
more theoretical results. We refer the reader to more advanced probability books (see
Shiryayev, 1984).
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1.12 CENTRAL LIMIT THEOREM

The Central Limit Theorem (CLT) states that, under general valid conditions, the
distributions of properly normalized sample means converge weakly to the standard
normal distribution.

A continuous random variable Z is said to have a standard normal distribution,
and we denote it Z ∼ N (0, 1) if its distribution function is absolutely continuous,
having a p.d.f.

f (x) = 1√
2π

e− 1
2 x2

, −∞ < x < ∞. (1.12.1)

The c.d.f. of N (0, 1), called the standard normal integral is

�(x) = 1√
2π

∫ x

−∞
e− 1

2 y2
dy. (1.12.2)

The general family of normal distributions is studied in Chapter 2. Here we just
mention that if Z ∼ N (0, 1), the moments of Z are

μr =
⎧⎨⎩

(2k)!

2kk!
, if r = 2k

0, if r = 2k + 1.
(1.12.3)

The characteristic function of N (0, 1) is

φ(t) = 1√
2π

∫ ∞

−∞
e− 1

2 x2+i t x dx

= e− 1
2 t2

, −∞ < t < ∞.

(1.12.4)

A random vector Z̄ = (Z1, . . . , Zk )′ is said to have a multivariate normal distribu-
tion with mean μ = E{Z} = 0 and covariance matrix V (see Chapter 2), Z ∼ N (0, V )
if the p.d.f. of Z is

f (Z; V ) = 1

(2π )k/2|V |1/2
exp

{
−1

2
Z′V −1Z

}
.

The corresponding characteristic function is

φZ(t) = exp

{
−1

2
t′V t

}
, (1.12.5)

t ∈ R
k .
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Using the method of characteristic functions, with the continuity theorem we
prove the following simple two versions of the CLT. A proof of the Central Limit
Theorem, which is not based on the continuity theorem of characteristic functions,
can be obtained by the method of Stein (1986) for approximating expected values or
probabilities.

Theorem 1.12.1 (CLT). Let {Xn} be a sequence of i.i.d. random variables having
a finite positive variance, i.e., μ = E{X1}, V {X1} = σ 2, 0 < σ 2 < ∞. Then

√
n

X̄n − μ

σ

d−→ N (0, 1), as n → ∞. (1.12.6)

Proof. Notice that
√

n
X̄n − μ

σ
= 1√

n

n∑
i=1

Zi , where Zi = Xi − μ

σ
, i ≥ 1. Moreover,

E{Zi } = 0 and V {Zi } = 1, i ≥ 1. LetφZ (t) be the characteristic function of Z1. Then,
since E{Z} = 0, V {Z} = 1, (1.8.33) implies that

φZ (t) = 1 − t2

2
+ o(t), as t → 0.

Accordingly, since {Zn} are i.i.d.,

φ√
n Z̄n

(t) = φn
Z

(
t√
n

)
=
(

1 − t2

2n
+ o

(
1

n

))n

→ e−t2/2 as n → ∞.

Hence,
√

n Z̄n
d−→ N (0, 1). QED

Theorem 1.12.1 can be generalized to random vector. Let X̄n = 1

n

n∑
j=1

X j , n ≥ 1.

The generalized CLT is the following theorem.

Theorem 1.12.2. Let {Xn} be a sequence of i.i.d. random vectors with E{Xn} = 0,
and covariance matrix E{XnX′

n} = V, n ≥ 1, where V is positive definite with finite
eigenvalues. Then

√
n X̄n

d−→ N (0,V). (1.12.7)
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Proof. Let φX(t) be the characteristic function of X1. Then, since E{X1} = 0,

φ√
n X̄n

(t) = φn
X

(
t√
n

)
=
(

1 − 1

2n
t′V t + o

(
t√
n

))n

as n → ∞. Hence

lim
n→∞ φ√

n X̄n
(t) = exp

{
−1

2
t′Vt

}
, t ∈ R

k .

QED

When the random variables are independent but not identically distributed, we
need a stronger version of the CLT. The following celebrated CLT is sufficient for
most purposes.

Theorem 1.12.3 (Lindeberg–Feller). Consider a triangular array of random vari-
ables {Xn,k}, k = 1, . . . , n, n ≥ 1 such that, for each n ≥ 1, {Xn,k, k = 1, . . . , n}
are independent, with E{Xn,k} = 0 and V {Xn,k} = σ 2

n,k . Let Sn =
n∑

k=1

Xn,k and

B2
n =

n∑
k=1

σ 2
n,k . Assume that Bn > 0 for each n ≥ 1, and Bn ↗ ∞, as n → ∞. If,

for every ε > 0,

1

B2
n

n∑
k=1

E{X2
n,k I {|Xn,k | > εBn} → 0 (1.12.8)

as n → ∞, then Sn/Bn
d−→ N (0, 1) as n → ∞. Conversely, if max

1≤k≤n

σ 2
n,k

B2
n

→ 0 as

n → ∞ and Sn/Bn
d−→ N (0, 1), then (1.12.8) holds.

For a proof, see Shiryayev (1984, p. 326). The following theorem, known as
Lyapunov’s Theorem, is weaker than the Lindeberg–Feller Theorem, but is often
sufficient to establish the CLT.
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Theorem 1.12.4 (Lyapunov). Let {Xn} be a sequence of independent random
variables. Assume that E{Xn} = 0, V {Xn} > 0 and E{|Xn|3} < ∞, for all n ≥ 1.

Moreover, assume that B2
n =

n∑
j=1

V {X j } ↗ ∞. Under the condition

1

B3
n

n∑
j=1

E{|X j |3} → 0 as n → ∞, (1.12.9)

the CLT holds, i.e., Sn/Bn
d−→ N (0, 1) as n → ∞.

Proof. It is sufficient to prove that (1.12.9) implies the Lindberg–Feller condition
(1.12.8). Indeed,

E{|X j |3} =
∫ ∞

−∞
|x |3dF j (x)

≥
∫

{x :|x |>εBn}
|x |3dF j (x)

≥ εBn

∫
{x :|x |>Bnε}

x2dF j (x).

Thus,

1

B2
n

n∑
j=1

∫
{x :|x |>εBn}

x2dF j (x) ≤ 1

ε
· 1

B3
n

n∑
j=1

E{|X j |3} → 0.

QED

Stein (1986, p. 97) proved, using a novel approximation to expectation, that if
X1, X2, . . . are independent and identically distributed, with E X1 = 0, E X 2

1 = 1 and
γ = E{|X1|3} < ∞, then, for all −∞ < x < ∞ and all n = 1, 2, . . . ,∣∣∣∣∣P

{
1√
n

n∑
i=1

Xi ≤ x

}
− �(x)

∣∣∣∣∣ ≤ 6γ√
n
,

where �(x) is the c.d.f. of N (0, 1). This immediately implies the CLT and shows that
the convergence is uniform in x .

1.13 MISCELLANEOUS RESULTS

In this section we review additional results.



48 BASIC PROBABILITY THEORY

1.13.1 Law of the Iterated Logarithm

We denote by log2(x) the function log(log(x)), x > e.

Theorem 1.13.1. Let {Xn} be a sequence of i.i.d. random variables, such that

E{X1} = 0 and V {X1} = σ 2, 0 < σ < ∞. Let Sn =
n∑

i=1

Xi . Then

P

{
lim

n→∞
|Sn|
ψ(n)

= 1

}
= 1, (1.13.1)

where ψ(n) = (2σ 2n log2(n))1/2, n ≥ 3.

For proof, in the normal case, see Shiryayev (1984, p. 372).
The theorem means the sequence |Sn| will cross the boundary ψ(n), n ≥ 3, only a

finite number of times, with probability 1, as n → ∞. Notice that although E{Sn} =
0, n ≥ 1, the variance of Sn is V {Sn} = nσ 2 and P{|Sn| ↗ ∞} = 1. However, if

we consider
Sn

n
then by the SLLN,

Sn

n
a.s.−→ 0. If we divide only by

√
n then, by

the CLT,
Sn

σ
√

n
d−→ N (0, 1). The law of the iterated logarithm says that, for every

ε > 0, P

{ |Sn|
σ
√

n
> (1 + ε)

√
2 log2(n), i.o.

}
= 0. This means, that the fluctuations

of Sn are not too wild. In Example 1.19 we see that if {Xn} are i.i.d. with P{X1 =
1} = P{X1 = −1} = 1

2
, then

Sn

n
a.s.−→ 0 as n → ∞. But n goes to infinity faster

than
√

n log2(n). Thus, by (1.13.1), if we consider the sequence Wn = Sn√
2n log2(n)

then P{|Wn| < 1 + ε, i.o.} = 1. {Wn} fluctuates between −1 and 1 almost always.

1.13.2 Uniform Integrability

A sequence of random variables {Xn} is uniformly integrable if

lim
c→∞ sup

n≥1
E{|Xn|I {|Xn| > c}} = 0. (1.13.2)

Clearly, if |Xn| ≤ Y for all n ≥ 1 and E{Y } < ∞, then {Xn} is a uniformly integrable
sequence. Indeed, |Xn|I {|Xn| > c} ≤ |Y |I {|Y | > c} for all n ≥ 1. Hence,

sup
n≥1

E{|Xn|I {|Xn| > c}} ≤ E{|Y |I {|Y | > c}} → 0

as c → ∞ since E{Y } < ∞.
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Theorem 1.13.2. Let {Xn} be uniformly integrable. Then,

(i) E{ lim
n→∞

Xn} ≤ lim
n→∞

E{Xn} ≤ lim
n→∞E{Xn} ≤ E{ lim

n→∞Xn}; (1.13.3)

(ii) if in addition Xn
a.s.−→ X, as n → ∞, then X is integrable and

lim
n→∞ E{Xn} = E{X}, (1.13.4)

lim
n→∞ E{|Xn − X |} = 0. (1.13.5)

Proof. (i) For every c > 0

E{Xn} = E{Xn I {Xn < −c}} + E{Xn I {Xn ≥ −c}}. (1.13.6)

By uniform integrability, for every ε > 0, take c sufficiently large so that

sup
n≥1

|E{Xn I {Xn < −c}}| < ε.

By Fatou’s Lemma (Theorem 1.6.2),

lim
n→∞

E{Xn I {Xn ≥ −c}} ≥ E

{
lim

n→∞
Xn I {Xn ≥ −c}

}
. (1.13.7)

But Xn I {Xn ≥ −c}} ≥ Xn . Therefore,

lim
n→∞

E{Xn I {Xn ≥ −c}} ≥ E{ lim
n→∞

Xn}. (1.13.8)

From (1.13.6)–(1.13.8), we obtain

lim
n→∞

E{Xn} ≥ E

{
lim

n→∞
Xn

}
− ε. (1.13.9)

In a similar way, we show that

lim
n→∞E{Xn} ≤ E{lim Xn} + ε. (1.13.10)

Since ε is arbitrary we obtain (1.13.3). Part (ii) is obtained from (i) as in the Dominated
Convergence Theorem (Theorem 1.6.3). QED

Theorem 1.13.3. Let Xn ≥ 0, n ≥ 1, and Xn
a.s.−→ X, E{Xn} < ∞. Then E{Xn} →

E{X} if and only if {Xn} is uniformly integrable.
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Proof. The sufficiency follows from part (ii) of the previous theorem.
To prove necessity, let

A = {a : FX (a) − FX (a−) > 0}.

Then, for each c 
∈ A

Xn I {Xn < c} a.s.−→ X I {X < c}.

The family {Xn I {Xn < c}} is uniformly integrable. Hence, by sufficiency,

lim
n→∞E{Xn I {Xn < c}} = E{X I {X < c}}

for c 
∈ A, n → ∞. A has a countable number of jump points. Since E{X} < ∞, we

can choose c0 
∈ A sufficiently large so that, for a given ε > 0, E{X I {X ≥ c0}} < ε

2
.

Choose N0(ε) sufficiently large so that, for n ≥ N0(ε),

E{Xn I {Xn ≥ c0}} ≤ E{X I {X ≥ c0}} + ε

2
.

Choose c1 > c0 sufficiently large so that E{Xn I {Xn ≥ c1}} ≤ ε, n ≤ N0. Then
sup

n
E{Xn I {Xn ≥ c1}} ≤ ε. QED

Lemma 1.13.1. If {Xn} is a sequence of uniformly integrable random variables,
then

sup
n≥1

E{|Xn|} < ∞. (1.13.11)

Proof.

sup
n≥1

E{|X |n} = sup
n≥1

(E{|Xn|I {|Xn| > c}} + E{|Xn|I {|Xn| ≤ c}})

≤ sup
n≥1

E{|Xn|I {|Xn| > c}} + sup
n≥1

E{|Xn|I {|Xn| ≤ c}}

≤ ε + c,

for 0 < c < ∞ sufficiently large. QED
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Theorem 1.13.4. A necessary and sufficient condition for a sequence {Xn} to be
uniformly integrable is that

sup
n≥1

E{|Xn|} ≤ B < ∞ (1.13.12)

and

sup
n≥1

E{|Xn|IA} → 0 when P{A} → 0. (1.13.13)

Proof. (i) Necessity: Condition (1.13.12) was proven in the previous lemma. Fur-
thermore, for any 0 < c < ∞,

E{|Xn|IA} = E{|Xn|I {A ∩ {|Xn| ≥ c}}}
+ E{|Xn|I {A ∩ {|Xn| < c}}}
≤ E{|Xn|I {|Xn| ≥ c}} + cP(A).

(1.13.14)

Choose c sufficiently large, so that E{|Xn|I {|Xn| ≥ c}} < ε

2
and A so that P{A} <

ε

2c
, then E{|Xn|IA} < ε. This proves the necessity of (1.13.13).

(ii) Sufficiency: Let ε > 0 be given. Choose δ(ε) so that P{A} < δ(ε), and
sup
n≥1

E{|Xn|IA} ≤ ε.

By Chebychev’s inequality, for every c > 0,

P{|Xn| ≥ c} ≤ E{|Xn|}
c

, n ≥ 1.

Hence,

sup
n≥1

P{|Xn| ≥ c} ≤ 1

c
sup
n≥1

E{|Xn|} ≤ B

c
. (1.13.15)

The right-hand side of (1.13.15) goes to zero, when c → ∞. Choose c sufficiently
large so that P{|Xn| ≥ c} < ε. Such a value of c exists, independently of n, due to

(1.13.15). Let A =
{ ∞⋃

n=1

|Xn| ≥ c

}
. For sufficiently large c, P{A} < ε and, therefore,

sup
n≥1

E{|Xn|I {|Xn| ≥ c}} ≤ E{|Xn|IA} → 0

as c → ∞. This establishes the uniform integrability of {Xn}. QED
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Notice that according to Theorem 1.13.3, if E |Xn|r < ∞, r ≥ 1 and Xn
a.s.−→ X ,

lim
n→∞E{Xr

n} = E{Xr } if and only if {Xn} is a uniformly integrable sequence.

1.13.3 Inequalities

In previous sections we established several inequalities. The Chebychev inequal-
ity, the Kolmogorov inequality. In this section we establish some useful additional
inequalities.

1. The Schwarz Inequality
Let (X,Y ) be random variables with joint distribution function FXY and marginal

distribution functions FX and FY , respectively. Then, for every Borel measurable and
integrable functions g and h, such that E{g2(X )} < ∞ and E{h2(Y )} < ∞,∣∣∣∣∫ g(x)h(y)dFXY (x, y)

∣∣∣∣ ≤ (∫ g2(x)dFX (x)

)1/2 (∫
h2(y)dFY (y)

)1/2

. (1.13.16)

To prove (1.13.16), consider the random variable Q(t) = (g(X ) + th(Y ))2, −∞ <

t < ∞. Obviously, Q(t) ≥ 0, for all t , −∞ < t < ∞. Moreover,

E{Q(t)} = E{g2(X )} + 2t E{g(X )h(Y )} + t2 E{h2(Y )} ≥ 0

for all t . But, E{Q(t)} ≥ 0 for all t if and only if

(E{g(X )h(Y )})2 ≤ E{g2(X )}E{h2(Y )}.

This establishes (1.13.16).

2. Jensen’s Inequality
A function g : R → R is called convex if, for any −∞ < x < y < ∞ and

0 ≤ α ≤ 1,

g(αx + (1 − α)y) ≤ αg(x) + (1 − α)g(y).

Suppose X is a random variable and E{|X |} < ∞. Then, if g is convex,

g(E{X}) ≤ E{g(X )}. (1.13.17)

To prove (1.13.17), notice that since g is convex, for every x0, −∞ < x0 < ∞, g(x) ≥
g(x0) + (x − x0)g∗(x0) for all x , −∞ < x < ∞, where g∗(x0) is finite. Substitute
x0 = E{X}. Then

g(X ) ≥ g(E{X}) + (X − E{X})g∗(E{X})

with probability one. Since E{X − E{X}} = 0, we obtain (1.13.17).
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3. Lyapunov’s Inequality
If 0 < s < r and E{|X |r } < ∞, then

(E{|X |s})1/s ≤ (E{|X |r })1/r . (1.13.18)

To establish this inequality, let t = r/s. Notice that g(x) = |x |t is convex, since t > 1.
Let ξ = E{|X |s}, and (|X |s)t = |X |r . Thus, by Jensen’s inequality,

g(ξ ) = (E |X |s)r/s ≤ E{g(|X |s)}
= E{|X |r }.

Hence, E{|X |s}1/s ≤ (E{|X |r })1/r . As a result of Lyapunov’s inequality we have the
following chain of inequalities among absolute moments.

E{|X |} ≤ (E{X2})1/2 ≤ (E{|X |3})1/3 ≤ · · · . (1.13.19)

4. Hölder’s Inequality

Let 1 < p < ∞ and 1 < q < ∞, such that
1

p
+ 1

q
= 1. E{|X |p} < ∞ and

E{|Y |q} < ∞. Then

E{|XY |} ≤ (E{|X |p})1/p(E{|Y |q})1/q . (1.13.20)

Notice that the Schwarz inequality is a special case of Holder’s inequality for p =
q = 2.

For proof, see Shiryayev (1984, p. 191).

5. Minkowsky’s Inequality
If E{|X |p} < ∞ and E{|Y |p} < ∞ for some 1 ≤ p < ∞, then E{|X + Y |p} < ∞

and

(E{|X + Y |p})1/p ≤ (E |X |p)1/p + (E{|Y |p})1/p. (1.13.21)

For proof, see Shiryayev (1984, p. 192).

1.13.4 The Delta Method

The delta method is designed to yield large sample approximations to nonlinear
functions g of the sample mean X̄n and its variance. More specifically, let {Xn} be
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a sequence of i.i.d. random variables. Assume that 0 < V {X} < ∞. By the SLLN,

X̄n
a.s.−→ μ, as n → ∞, where X̄n = 1

n

n∑
j=1

X j , and by the CLT,
√

n
X̄n − μ

σ

d−→
n→∞

N (0, 1). Let g : R → R having third order continuous derivative. By the Taylor
expansion of g(X̄n) around μ,

g(X̄n) = g(μ) + (X̄n − μ)g(1)(μ) + 1

2
(X̄n − μ)2g(2)(μ) + Rn, (1.13.22)

where Rn = 1

6
(X̄n − μ)3g(3)(μ∗

n), where μ∗
n is a point between X̄n and μ, i.e., |X̄n −

μ∗
n| < |X̄n − μ|. Since we assumed that g(3)(x) is continuous, it is bounded on the

closed interval [μ − �,μ + �]. Moreover, g(3)(μ∗
n)

a.s.−→ g(3)(μ), as n → ∞. Thus

Rn
p→ 0, as n → ∞. The distribution of g(μ) + g(1)(μ)(X̄n − μ) is asymptotically

N (g(μ), (g(1)(μ))2σ 2/n). (X̄n − μ)2 2→ 0, as n → ∞. Thus,
√

n(g(X̄n) − g(μ))
d→

N (0, σ 2(g(1)(μ))2). Thus, if X̄n satisfies the CLT, an approximation to the expected
value of g(X̄n) is

E{g(X̄n)} ∼= g(μ) + σ 2

2n
g(2)(μ). (1.13.23)

An approximation to the variance of g(X̄n) is

V {g(X̄n)} ∼= σ 2

n
(g(1)(μ))2. (1.13.24)

Furthermore, from (1.13.22)

√
n(g(X̄n) − g(μ)) = √

n(X̄n − μ)g(1)(μ) + Dn, (1.13.25)

where

Dn = (X̄n − μ)2

2
g(2)(μ∗∗

n ), (1.13.26)

and |μ∗∗
n − X̄n| ≤ |μ − X̄n| with probability one. Thus, since X̄n − μ → 0 a.s., as

n → ∞, and since |g(2)(μ∗∗
n )| is bounded, Dn

p−→ 0, as n → ∞, then

√
n

g(X̄n) − g(μ)

σ |g(1)(μ)|
d−→ N (0, 1). (1.13.27)
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1.13.5 The Symbols op and O p

Let {Xn} and {Yn} be two sequences of random variables, Yn > 0 a.s. for all n ≥ 1.
We say that Xn = op(Yn), i.e., Xn is of a smaller order of magnitude than Yn in
probability if

Xn

Yn

p−→ 0 as n → ∞. (1.13.28)

We say that Xn = Op(Yn), i.e., Xn has the same order of magnitude in probability as

Yn if, for all ε > 0, there exists Kε such that supn P

{∣∣∣∣ Xn

Yn

∣∣∣∣ > Kε

}
< ε.

One can verify the following relations.

(i) op(1) + Op(1) = Op(1),

(ii) Op(1) + Op(1) = Op(1),

(iii) op(1) + op(1) = op(1),

(iv) Op(1) · Op(1) = Op(1),

(v) op(1) · Op(1) = op(1).

(1.13.29)

1.13.6 The Empirical Distribution and Sample Quantiles

Let X1, X2, . . . , Xn be i.i.d. random variables having a distribution F . The function

Fn(x) = 1

n

n∑
i=1

I {Xi ≤ x} (1.13.30)

is called the empirical distribution function (EDF).
Notice that E{I {Xi ≤ x}} = F(x). Thus, the SLLN implies that at each x ,

Fn(x)
a.s.−→ F(x) as n → ∞. The question is whether this convergence is uniform

in x . The answer is given by

Theorem 1.13.5 (Glivenko–Cantelli). Let X1, X2, X3, . . . be i.i.d. random vari-
ables. Then

sup
−∞<x<∞

|Fn(x) − F(x)| a.s.−→ 0, as n → ∞. (1.13.31)

For proof, see Sen and Singer (1993, p. 185).
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The pth sample quantile xn,p is defined as

xn,p = F−1
n (p)

= inf{x : Fn(x) ≥ p}
(1.13.32)

for 0 < p < 1, where Fn(x) is the EDF. When F(x) is continuous then, the points of
increase of Fn(x) are the order statistics X (1:n) < · · · < X(n:n) with probability one.

Also, Fn(X (i :n)) = i

n
, i = 1, . . . , n. Thus,

xn,p = X (i(p):n), where

i(p) = smallest integer i such that i ≥ pn.
(1.13.33)

Theorem 1.13.6. Let F be a continuous distribution function, and ξp = F−1(p),
and suppose that F(ξp) = p and for any ε > 0, F(ξp − ε) < p < F(ξp + ε). Let
X1, . . . , Xn be i.i.d. random variables from this distribution. Then

xn,p
a.s.−→ ξp as n → ∞.

For proof, see Sen and Singer (1993, p. 167).
The following theorem establishes the asymptotic normality of xn,p.

Theorem 1.13.7. Let F(x) be an absolutely continuous distribution, with continuous
p.d.f. f (x). Let p, 0 < p < 1, ξp = F−1(p) and f (ξp) > 0. Then

√
n(xn,p − ξp)

d−→ N

(
0,

p(1 − p)

f 2(ξp)

)
. (1.13.34)

For proof, see Sen and Singer (1993, p. 168).
The results of Theorems 1.13.6–1.13.7 will be used in Chapter 7 to establish the

asymptotic relative efficiency of the sample median, relative to the sample mean.

PART II: EXAMPLES

Example 1.1. We illustrate here two algebras.
The sample space is finite

S = {1, 2, . . . , 10}.

Let E1 = {1, 2}, E2 = {9, 10}. The algebra generated by E1 and E2, A1, contains the
events

A1 = {S,∅, E1, Ē1, E2, Ē2, E1 ∪ E2, E1 ∪ E2}.
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The algebra generated by the partition D = {E1, E2, E3, E4}, where E1 = {1, 2},
E2 = {9, 10}, E3 = {3, 4, 5}, E4 = {6, 7, 8} contains the 24 = 16 events

A2 = {S,∅, E1, E2, E3, E4, E1 ∪ E2, E1 ∪ E3, E1 ∪ E4, E2 ∪ E3, E2 ∪ E4,

E3 ∪ E4, E1 ∪ E2 ∪ E3, E1 ∪ E2 ∪ E4, E1 ∪ E3 ∪ E4, E2 ∪ E3 ∪ E4}.

Notice that the complement of each set in A2 is in A2. A1 ⊂ A2. Also, A2

⊂ A(S).

Example 1.2. In this example we consider a random walk on the integers. Consider
an experiment in which a particle is initially at the origin, 0. In the first trial the particle
moves to +1 or to −1. In the second trial it moves either one integer to the right or one
integer to the left. The experiment consists of 2n such trials (1 ≤ n < ∞). The sample
space S is finite and there are 22n points in S, i.e., S = {(i1, . . . , i2n) : i j = ±1, j =

1, . . . , 2n}. Let E j =
{

(i1, . . . , i2n) :
2n∑

k=1

ik = j

}
, j = 0,±2,±, · · · ,±2n. E j is the

event that, at the end of the experiment, the particle is at the integer j . Obviously,
−2n ≤ j ≤ 2n. It is simple to show that j must be an even integer j = ±2k, k =
0, 1, . . . , n. Thus, D = {E2k, k = 0,±1, . . . ,±n} is a partition of S. The event E2k

consists of all elementary events in which there are (n + k) +1s and (n − k) −1s.

Thus, E2k is the union of

(
2n

n + k

)
points of S, k = 0,±1, . . . ,±n.

The algebra generated by D, A(D), consists of ∅ and 22n+1 − 1 unions of the
elements of D.

Example 1.3. Let S be the real line, i.e., S = {x : −∞ < x < ∞}. We construct an
algebra A generated by half-closed intervals: Ex = (−∞, x], −∞ < x < ∞. Notice
that, for x < y, Ex ∪ Ey = (−∞, y]. The complement of Ex is Ēx = (x,∞). We
will adopt the convention that (x,∞) ≡ (x,∞].

Consider the sequence of intervals En =
(

−∞, 1 − 1

n

]
, n ≥ 1. All En ∈ A. How-

ever,
∞⋃

n=1

En = (−∞, 1). Thus lim
n→∞En does not belong to A. A is not a σ -field. In

order to make A into a σ -field we have to add to it all limit sets of sequences of
events in A.

Example 1.4. We illustrate here three events that are only pairwise independent.

Let S = {1, 2, 3, 4}, with P(w) = 1

4
, for all w ∈ S. Define the three events

A1 = {1, 2}, A2 = {1, 3}, A3 = {1, 4}.
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P{Ai } = 1

2
, i = 1, 2, 3.

A1 ∩ A2 = {1}.
A1 ∩ A3 = {1}.
A2 ∩ A3 = {1}.

Thus

P{A1 ∩ A2} = 1

4
= P{A1}P{A2}.

P{A1 ∩ A3} = 1

4
= P{A1}P{A3}.

P{A2 ∩ A3} = 1

4
= P{A2}P{A3}.

Thus, A1, A2, A3 are pairwise independent. On the other hand,

A1 ∩ A2 ∩ A3 = {1}

and

P{A1 ∩ A2 ∩ A3} = 1

4

= P{A1}P{A2}P{A3} = 1

8
.

Thus, the triplet (A1, A2, A3) is not independent.

Example 1.5. An infinite sequence of trials, in which each trial results in either
“success” S or “failure” F is called Bernoulli trials if all trials are independent and
the probability of success in each trial is the same. More specifically, consider the
sample space of countable sequences of Ss and Fs, i.e.,

S = {(i1, i2, . . .) : i j = S, F, j = 1, 2, . . .}.

Let

E j = {(i1, i2, . . .) : i j = S}, j = 1, 2, . . . .

We assume that {E1, E2, . . . , En} are mutually independent for all n ≥ 2 and
P{E j } = p for all j = 1, 2, . . . , 0 < p < 1.
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The points of S represent an infinite sequence of Bernoulli trials. Consider the
events

A j = {(i1, i2, . . .) : i j = S, i j+1 = F, i j+2 = S}
= E j ∩ Ē j+1 ∩ E j+2

j = 1, 2, . . .. {A j } are not independent.
Let B j = {A3 j+1}, j ≥ 0. The sequence {Bj , j ≥ 1} consists of mutually indepen-

dent events. Moreover, P(B j ) = p2(1 − p) for all j = 1, 2, . . .. Thus,
∞∑
j=1

P(B j ) =

∞ and the Borel–Cantelli Lemma implies that P{Bn, i.o.} = 1. That is, the pat-
tern SF S will occur infinitely many times in a sequence of Bernoulli trials, with
probability one.

Example 1.6. Let S be the sample space of N = 2n binary sequences of size n,
n < ∞, i.e.,

S = {(i1, . . . , in) : i j = 0, 1, j = 1, . . . , n}.

We assign the points w = (i1, . . . , in) of S, equal probabilities, i.e., P{(i1, . . . , in)} =
2−n . Consider the partition D = {B0, B1, . . . , Bn} to k = n + 1 disjoint events, such
that

B j = {(i1, . . . , in) :
n∑

l=1

il = j}, j = 0, . . . , n.

Bj is the set of all points having exactly j ones and (n − j) zeros. We define the
discrete random variable corresponding to D as

X (w) =
n∑

j=0

j IBj (w).

The jump points of X (w) are {0, 1, . . . , n}. The probability distribution function of
X (w) is

fX (x) =
n∑

j=0

I{ j}(x)P{B j }.

It is easy to verify that

P{B j } =
(

n
j

)
2−n, j = 0, 1, . . . , n
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where

(
n
j

)
= n!

j!(n − j)!
, j = 0, 1, . . . , n.

Thus,

fX (x) =
n∑

j=0

I{ j}(x)

(
n
x

)
2−n.

The distribution function (c.d.f.) is given by

FX (x) =

⎧⎪⎨⎪⎩
0, if x < 0
[x]∑
j=0

(
n
j

)
2−n,

where [x] is the maximal integer value smaller or equal to x . The distribution function
illustrated here is called a binomial distribution (see Section 2.2.1).

Example 1.7. Consider the random variable of Example 1.6. In that example X (w) ∈
{0, 1, . . . , n} and fX ( j) =

(
n
j

)
2−n , j = 0, . . . , n. Accordingly,

E{X} =
n∑

j=0

j

(
n
j

)
2−n = n

2

n−1∑
j=0

(
n − 1

j

)
2−(n−1) = n

2
.

Example 1.8. Let (S,F , P) be a probability space where S = {0, 1, 2, . . .}. F is
the σ -field of all subsets of S. Consider X (w) = w , with probability function

p j = P{w : X (w) = j}

= e−λ λ
j

j!
, j = 0, 1, 2, . . .

for some λ, 0 < λ < ∞. 0 < p j < ∞ for all j , and since
∞∑
j=0

λ j

j
= eλ,

∞∑
j=0

p j = 1.
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Consider the partition D = {A1, A2, A3} where A1 = {w : 0 ≤ w ≤ 10}, A2 =
{w : 10 < w ≤ 20} and A3 = {w : w ≥ 21}. The probabilities of these sets are

q1 = P{A1} = e−λ

10∑
j=0

λ j

j!
,

q2 = P{A2} = e−λ

20∑
j=11

λ j

j!
, and

q3 = P{A3} = e−λ

∞∑
j=21

λ j

j!
.

The conditional distributions of X given Ai i = 1, 2, 3 are

fX |Ai (x) =
λx

x!
IAi (x)

bi −1∑
j=bi−1

λ j

j!

, i = 1, 2, 3

where b0 = 0, b1 = 11, b2 = 21, b3 = ∞.
The conditional expectations are

E{X | Ai } = λ

bi −2∑
j=(bi−1−1)+

λ j

j!

bi −1∑
j=bi−1

λ j

j!

, i = 1, 2, 3

where a+ = max(a, 0). E{X | D} is a random variable, which obtains the values
E{X | A1} with probability q1, E{X | A2} with probability q2, and E{X | A3} with
probability q3.

Example 1.9. Consider two discrete random variables X , Y on (S,F , P) such that
the jump points of X and Y are the nonnegative integers {0, 1, 2, . . .}. The joint
probability function of (X,Y ) is

fXY (x, y) =
⎧⎨⎩e−λ

λy

(y + 1)!
, x = 0, 1, . . . , y; y = 0, 1, 2, . . .

0, otherwise,

where λ, 0 < λ < ∞, is a specified parameter.
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First, we have to check that

∞∑
x=0

∞∑
y=0

fXY (x, y) = 1.

Indeed,

fY (y) =
y∑

x=0

fXY (x, y)

= e−λ λ
y

y!
, y = 0, 1, . . .

and

∞∑
y=0

e−λ λ
y

y!
= e−λ · eλ = 1.

The conditional p.d.f. of X given {Y = y}, y = 0, 1, . . . is

fX |Y (x | y) =
⎧⎨⎩

1

1 + y
, x = 0, 1, . . . , y

0, otherwise.

Hence,

E{X | Y = y} = 1

1 + y

y∑
x=0

x

= y

2
, y = 0, 1, . . .

and, as a random variable,

E{X | Y } = Y

2
.

Finally,

E{E{X | Y }} =
∞∑

y=0

y

2
e−λ λ

y

y!
= λ

2
.

Example 1.10. In this example we show an absolutely continuous distribution for
which E{X} does not exist.
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Let F(x) = 1

2
+ 1

π
tan−1(x). This is called the Cauchy distribution. The density

function (p.d.f.) is

f (x) = 1

π
· 1

1 + x2
, −∞ < x < ∞.

It is a symmetric density around x = 0, in the sense that f (x) = f (−x) for all x . The
expected value of X having this distribution does not exist. Indeed,

∫ ∞

−∞
|x | f (x)dx = 2

π

∫ ∞

0

x

1 + x2
dx

= 1

π
lim

T →∞
log(1 + T 2) = ∞.

Example 1.11. We show here a mixture of discrete and absolutely continuous
distributions.

Let

Fac(x) =
{

0, if x < 0
1 − exp{−λx}, if x ≥ 0

Fd(x) =

⎧⎪⎨⎪⎩
0, if x < 0

e−μ

[x]∑
j=0

μ j

j!
, if x ≥ 0

where [x] designates the maximal integer not exceeding x ; λ and μ are real positive
numbers. The mixed distribution is, for 0 ≤ α ≤ 1,

F(x) =

⎧⎪⎨⎪⎩
0, if x < 0

αe−μ

[x]∑
j=0

μ j

j!
+ (1 − α)[1 − exp(−λx)], if x ≥ 0.

This distribution function can be applied with appropriate values of α, λ, and μ

for modeling the length of telephone conversations. It has discontinuities at the
nonnegative integers and is continuous elsewhere.

Example 1.12. Densities derived after transformations.
Let X be a random variable having an absolutely continuous distribution with

p.d.f. fX .
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A. If Y = X2, the number of roots are

m(y) =
⎧⎨⎩0, if y < 0

1, if y = 0
2, if y > 0.

Thus, the density of Y is

fY (y) =
⎧⎨⎩

0, y ≤ 0
1

2
√

y
[ fX (

√
y) + fX (−√

y)], y > 0.

B. If Y = cos X

m(y) =
{

0, if |y| > 1
∞, if |y| ≤ 1.

For every y, such that |y| < 1, let ξ (y) be the value of cos−1(y) in the interval (0, π ).
Then, if f (x) is the p.d.f. of X , the p.d.f. of Y = cos X is, for |y| < 1,

fY (y) = 1√
1 − y2

∞∑
j=0

{ fX (ξ (y) + 2π j) +

+ fX (ξ (y) − 2π j) + fX (−ξ (y) + 2π j) + fX (−ξ (y) − 2π j)}.

The density does not exist for |y| ≥ 1.

Example 1.13. Three cases of joint p.d.f.

A. Both X1, X2 are discrete, with jump points on {0, 1, 2, . . .}. Their joint p.d.f. for
0 < λ < ∞ is,

fX1 X2 (x1, x2) =
(

x2

x1

)
2−x2 e−λ λ

x2

x2!
,

for x1 = 0, . . . , x2, x2 = 0, 1, . . .. The marginal p.d.f. are

fX1 (x1) = e−λ/2 (λ/2)x1

x1!
, x1 = 0, 1, . . . and

fX2 (x2) = e−λ λ
x2

x2!
, x2 = 0, 1, . . . .

B. Both X1 and X2 are absolutely continuous, with joint p.d.f.

fX1 X2 (x, y) = 2I(0,1)(x)I(0,x)(y).
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The marginal distributions of X1 and X2 are

fX1 (x) = 2x I(0,1)(x) and

fX2 (y) = 2(1 − y)I(0,1)(y).

C. X1 is discrete with jump points {0, 1, 2, . . .} and X2 absolutely continuous. The
joint p.d.f., with respect to the σ -finite measure d N (x1)dy is, for 0 < λ < ∞,

fX1 X2 (x, y) = e−λ λ
x

x!
· 1

1 + x
I {x = 0, 1, . . .}I(0,1+x)(y).

The marginal p.d.f. of X1, is

fX (x) = e−λ λ
x

x!
, x = 0, 1, 2, . . . .

The marginal p.d.f. of X2 is

fX2 (y) = 1

λ

∞∑
n=0

⎛⎝1 − e−λ

n∑
j=0

λ j

j!

⎞⎠ I(n,n+1)(y).

Example 1.14. Suppose that X , Y are positive random variables, having a joint
p.d.f.

fXY (x, y) = 1

y
λe−λy I(0,y)(x), 0 < y < ∞, 0 < x < y, 0 < λ < ∞.

The marginal p.d.f. of X is

fX (x) = λ

∫ ∞

x

1

y
e−λydy

= λE1(λx),

where E1(ξ ) =
∫ ∞

ξ

1

u
e−udu is called the exponential integral, which is finite for all

ξ > 0. Thus, according to (1.6.62), for x0 > 0,

fY |X (y | x0) =
1

y
e−λy I(x0,∞)(y)

E1(λx0)
.
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Finally, for x0 > 0,

E{Y | X = x0} =

∫ ∞

x0

e−λydy

E1(λx0)

= e−λx0

λE1(λx0)
.

Example 1.15. In this example we show a distribution function whose m.g.f., M ,
exists only on an interval (−∞, t0). Let

F(x) =
{

0, if x < 0
1 − e−λx , if x ≥ 0,

where 0 < λ < ∞. The m.g.f. is

M(t) = λ

∫ ∞

0
etx−λx dx

= λ

λ − t
=
(

1 − t

λ

)−1

, −∞ < t < λ.

The integral in M(t) is ∞ if t ≥ λ. Thus, the domain of convergence of M is
(−∞, λ).

Example 1.16. Let

Xi =
{

1, with probability p
0, with probability (1 − p)

i = 1, . . . , n. We assume also that X1, . . . , Xn are independent. We wish to derive

the p.d.f. of Sn =
n∑

i=1

Xi . The p.g.f. of Sn is, due to independence, when q = 1 − p,

E{t Sn } = E

{
t

n∑
i=1

Xi

}

=
n∏

i=1

E{t Xi }

= (pt + q)n, −∞ < t < ∞.
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Since all Xi have the same distribution. Binomial expansion yields

E{t Sn } =
n∑

j=0

(
n
j

)
p j (1 − p)n− j t j .

Since two polynomials of degree n are equal for all t only if their coefficients are
equal, we obtain

P{Sn = j} =
(

n
j

)
p j (1 − p)n− j , j = 0, . . . , n.

The distribution of Sn is called the binomial distribution.

Example 1.17. In Example 1.13 Part C, the conditional p.d.f. of X2 given {X1 = x}
is

fX2|X1 (y | x) = 1

1 + x
I(0,1+x)(y).

This is called the uniform distribution on (0, 1 + x). It is easy to find that

E{Y | X = x} = 1 + x

2

and

V {Y | X = x} = (1 + x)2

12
.

Since the p.d.f. of X is

P{X = x} = e−λ λx

x!
, x = 0, 1, 2, . . .

the law of iterated expectation yields

E{Y } = E{E{Y | X}}

= E

{
1

2
+ 1

2
X

}
= 1

2
+ λ

2
,

since E{X} = λ.
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The law of total variance yields

V {Y } = V {E{Y | X}} + E{V {Y | X}}

= V

{
1

2
+ 1

2
X

}
+ E

{
(1 + X )2

12

}
= 1

4
V {X} + 1

12
E{1 + 2X + X2}

= 1

4
λ + 1

12
(1 + 2λ + λ(1 + λ))

= 1

12
(1 + λ)2 + λ

3
.

To verify these results, prove that E{X} = λ, V {X} = λ and E{X2} = λ(1 + λ). We
also used the result that V {a + bX} = b2V {X}.

Example 1.18. Let X1, X2, X3 be uncorrelated random variables, having the same
variance σ 2, i.e.,

�| = σ 2 I.

Consider the linear transformations

Y1 = X1 + X2,

Y2 = X1 + X3,

and

Y3 = X2 + X3.

In matrix notation

Y = AX,

where

A =
⎡⎣1 1 0

1 0 1
0 1 1

⎤⎦.
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The variance–covariance matrix of Y, according to (1.8.30) is

V [Y] = A�| A′

= σ 2 AA′

= σ 2

⎡⎣2 1 1
1 2 1
1 1 2

⎤⎦.
From this we obtain that correlations of Yi , Y j for i 
= j and ρi j = 1

2
.

Example 1.19. We illustrate here convergence in distribution.

A. Let X1, X2, . . . be random variables with distribution functions

Fn(x) =
⎧⎨⎩0, if x < 0

1

n
+
(

1 − 1

n

) (
1 − e−x

)
, if x ≥ 0.

Xn
d−→ X , where the distribution of X is

F(x) =
{

0, x < 0
1 − e−x , x ≥ 0.

B. Xn are random variables with

Fn(x) =
{

0, x < 0
1 − e−nx , x ≥ 0

and F(x) = I {x ≥ 0}. Xn
d−→ X . Notice that F(x) is discontinuous at x = 0. But,

for all x 
= 0 lim
n→∞ Fn(x) = F(x).

C. Xn are random vectors, i.e.,

Xn = (X1n, X2n), n ≥ 1.

The function Ix (a, b), for 0 < a, b < ∞, 0 ≤ x ≤ 1, is called the incomplete beta
function ratio and is given by

Ix (a, b) =

∫ x

0
ua−1(1 − u)b−1du

B(a, b)
,
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where B(a, b) =
∫ 1

0
ua−1(1 − u)b−1du. In terms of these functions, the marginal

distribution of X1n and X2n are

F1n(x) =

⎧⎪⎪⎨⎪⎪⎩
0, x < 0
1

n
+
(

1 − 1

n

)
Ix (a, b), 0 ≤ x ≤ 1

1, 1 < x

and

F2n(y) =

⎧⎪⎪⎨⎪⎪⎩
0, y < 0(

1 − 1

n

)
Iy(a, b), 0 ≤ y < 1

1, 1 ≤ y

where 0 < a, b < ∞. The joint distribution of (X1n, X2n) is Fn(x, y) = F1n(x)F2n(y),

n ≥ 1. The random vectors Xn
d−→ X, where F(x) is

F(x, y) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, x < 0 or y < 0
Ix (a, b)Iy(a, b), 0 ≤ x , y ≤ 1
Ix (a, b), 0 ≤ x ≤ 1, y > 1
Iy(a, b), 1 < x , 0 ≤ y ≤ 1
1, 1 < x , 1 < y.

Example 1.20. Convergence in probability.
Let Xn = (X1n, X2n), where Xi,n (i = 1, 2) are independent and have a distribution

Fn(x) =
⎧⎨⎩

0, x < 0
nx, 0 < x < 1

n
1, 1

n ≤ x .

Fix an ε > 0 and let N (ε) =
[

2

ε

]
, then for every n > N (ε),

P[(X2
1,n + X 2

2,n)1/2 < ε] = 1.

Thus, Xn
p−→ 0.
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Example 1.21. Convergence in mean square.
Let {Xn} be a sequence of random variables such that

E{Xn} = 1 + a

n
, 0 < a < ∞ and

V {Xn} = b

n
, 0 < b < ∞.

Then, Xn
2−→ 1, as n → ∞. Indeed, E{(Xn − 1)2} = a2

n2
+ b

n
→ 0, as n → ∞.

Example 1.22. Central Limit Theorem.

A. Let {Xn}, n ≥ 1 be a sequence of i.i.d. random variables, P{Xn = 1} = P{Xn =
−1} = 1

2
. Thus, E{Xn} = 0 and V {Xn} = 1, n ≥ 1. Thus

√
n X̄n = 1√

n

n∑
i=1

Xi
d−→

N (0, 1). It is interesting to note that for these random variables, when Sn =
n∑

i=1

Xi ,

1√
n

Sn
d−→ N (0, 1), while

Sn

n
a.s.−→ 0.

B. Let {Xn} be i.i.d, having a rectangular p.d.f.

f (x) = 1(0,1)(x).

In this case, E{X1} = 1

2
and V {X1} = 1

12
. Thus,

√
n

X̄n − 1

2√
1

12

d−→
n→∞ N (0, 1).

Notice that if n = 12, then if S12 =
12∑

i=1

Xi , then S12 − 6 might have a distribution

close to that of N (0, 1). Early simulation programs were based on this.

Example 1.23. Application of Lyapunov’s Theorem.
Let {Xn} be a sequence of independent random variables, with distribution func-

tions

Fn(x) =
{

0, x < 0
1 − exp{−x/n}, x ≥ 0
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n ≥ 1. Thus, E{Xn} = n, V {Xn} = n2, and E{X3
n} = 6n3. Thus, B2

n =
n∑

k=1

k2 =
n(n + 1)(2n + 1)

6
, n ≥ 1. In addition,

n∑
k=1

E{X3
k } = 6

n∑
k=1

k3 = O(n4).

Thus,

lim
n→∞

n∑
k=1

E{X 3
k }

B3
n

= 0.

It follows from Lyapunov’s Theorem that

√
6

n∑
k=1

(Xk − k)

√
n(n + 1)(2n + 1)

d−→ N (0, 1).

Example 1.24. Variance stabilizing transformation.
Let {Xn} be i.i.d. binary random variables, such that P{Xn = 1} = p, and P{Xn =

0} = 1 − p. It is easy to verify that μ = E{X1} = p and V {X1} = p(1 − p). Hence,

by the CLT,
√

n
X̄n − p√
p(1 − p)

d−→ N (0, 1), as n → ∞. Consider the transformation

g(X̄n) = 2 sin−1
√

X̄n.

The derivative of g(x) is

g(1)(x) = 2√
1 − x

· 1

2
√

x
= 1√

x(1 − x)
.

Hence V {X1}(g(1)(p))2 = 1.
It follows that

√
n(2 sin−1(

√
X̄n) − 2 sin−1(

√
p))

d−→ N (0, 1).
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g(2)(x) = −1

2

1 − 2x

(x(1 − x))3/2
. Hence, by the delta method,

E{g(X̄n)} ∼= 2 sin−1(
√

p) − 1 − 2p

4n(p(1 − p))1/2
.

This approximation is very ineffective if p is close to zero or close to 1. If p is close

to
1

2
, the second term on the right-hand side is close to zero.

Example 1.25. A. Let X1, X2, . . . be i.i.d. random variables having a finite variance

0 < σ 2 < ∞. Since
√

n(X̄n − μ)
d−→ N (0, σ 2), we say that X̄n − μ = Op

(
1√
n

)
as n → ∞. Thus, if cn ↗ ∞ but cn = o(

√
n), then cn(X̄n − μ)

p−→ 0. Hence
X̄n − μ = op(cn), as n → ∞.

B. Let X1, X2, . . . , Xn be i.i.d. having a common exponential distribution with
p.d.f.

f (x ;μ) =
{

0, if x < 0
μe−μx , if x ≥ 0

0 < μ < ∞. Let Yn = min[Xi , i = 1, . . . , n] be the first order statistic in a random
sample of size n (see Section 2.10). The p.d.f. of Yn is

fn(y;μ) =
{

0, if y < 0
nμe−nμy, if y ≥ 0.

Thus nYn ∼ X1 for all n. Accordingly, Yn = Op

(
1

n

)
as n → ∞. It is easy to see

that
√

n Yn
p−→ 0. Indeed, for any given ε > 0,

P{√n Yn > ε} = e−√
n με → 0 as n → ∞.

Thus, Yn = op

(
1√
n

)
as n → ∞.
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Section 1.1

1.1.1 Show that A ∪ B = B ∪ A and AB = B A.

1.1.2 Prove that A ∪ B = A ∪ B Ā, (A ∪ B) − AB = AB̄ ∪ ĀB.

1.1.3 Show that if A ⊂ B then A ∪ B = B and A ∩ B = A.
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1.1.4 Prove DeMorgan’s laws, i.e., A ∪ B = Ā ∩ B̄ or A ∩ B = Ā ∪ B̄.

1.1.5 Show that for every n ≥ 2,

(
n⋃

i=1

Ai

)
=

n⋂
i=1

Āi .

1.1.6 Show that if A1 ⊂ · · · ⊂ AN then sup
1≤n≤N

An = AN and inf
1≤n≤N

An = A1.

1.1.7 Find lim
n→∞

[
0, 1 − 1

n

)
.

1.1.8 Find lim
n→∞

(
0,

1

n

)
.

1.1.9 Show that if D = {A1, . . . , Ak} is a partition of S then, for every B, B =
n⋃

i=1

Ai B.

1.1.10 Prove that lim
n→∞

An ⊂ lim
n→∞An .

1.1.11 Prove that
∞⋃

n=1

An = lim
n→∞

n⋃
j=1

A j and
∞⋂

n=1

An = lim
n→∞

n⋂
j=1

A j .

1.1.12 Show that if {An} is a sequence of pairwise disjoint sets, then lim
n→∞

∞⋃
j=n

A j =

φ.

1.1.13 Prove that lim
n→∞(An ∪ Bn) = lim

n→∞An ∪ lim
n→∞Bn .

1.1.14 Show that if {an} is a sequence of nonnegative real numbers, then
sup
n≥1

[0, an) = [0, sup
n≥1

an).

1.1.15 Let A�B = AB̄ ∪ B Ā (symmetric difference). Let {An} be a sequence of
disjoint events; define B1 = A1, Bn+1 = Bn�An+1, n ≥ 1. Prove that lim

Bn =
∞⋃

n=1

An .

1.1.16 Verify

(i) A�B = Ā�B̄.

(ii) C = A�B if and only if A = B�C .
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(iii)

( ∞⋃
n=1

An

)
�
( ∞⋃

n=1

Bn

)
⊂

∞⋃
n=1

(An�Bn).

1.1.17 Prove that limn→∞ An = limn→∞ Ān .

Section 1.2

1.2.1 Let A be an algebra over S. Show that if A1, A2 ∈ A then A1 A2 ∈ A.

1.2.2 Let S = {−, . . . ,−2,−1, 0, 1, 2, . . .} be the set of all integers. A set A ⊂ S
is called symmetric if A = −A. Prove that the collection A of all symmetric
subsets of S is an algebra.

1.2.3 Let S = {−, . . . ,−2,−1, 0, 1, 2 . . .}. Let A1 be the algebra of symmetric
subsets of S, and let A2 be the algebra generated by sets An = {−2,−1,
i1, . . . , in}, n ≥ 1, where i j ≥ 0, j = 1, . . . , n.

(i) Show that A3 = A1 ∩ A2 is an algebra.

(ii) Show that A4 = A1 ∪ A2 is not an algebra.

1.2.4 Show that if A is a σ -field, An ⊂ An+1, for all n ≥ 1, then lim
n→∞ Ān ∈ A.

Section 1.3

1.3.1 Let F(x) = P{(−∞, x]}. Verify
(a) P{(a, b]} = F(b) − F(a).
(b) P{(a, b)} = F(b−) − F(a).
(c) P{[a, b)} = F(b−) − F(a−).

1.3.2 Prove that P{A ∪ B} = P{A} + P{B Ā}.

1.3.3 A point (X,Y ) is chosen in the unit square. Thus, S = {(x, y) : 0 ≤ x, y ≤
1}. Let B be the Borel σ -field on S. For a Borel set B, we define

P{B} =
∫ ∫

B

dxdy.

Compute the probabilities of

B = {(x, y) : x >
1

2

}
C = {(x, y) : x2 + y2 ≤ 1

}
D = {(x, y) : x + y ≤ 1}

P{D ∩ B}, P{D ∩ C}, P{C ∩ B}.
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1.3.4 LetS = {x : 0 ≤ x < ∞} andB the Borel σ -field onS, generated by the sets

[0, x), 0 < x < ∞. The probability function on B is P{B} = λ

∫
B

e−λx dx ,

for some 0 < λ < ∞. Compute the probabilities

(i) P{X ≤ 1/λ}.
(ii) P

{
1

λ
≤ X ≤ 2

λ

}
.

(iii) Let Bn =
[

0,

(
1 + 1

n

)
/λ

)
. Compute lim

n→∞P{Bn} and show that it is

equal to P
{

lim
n→∞Bn

}
.

1.3.5 Consider an experiment in which independent trials are conducted sequen-
tially. Let Ri be the result of the i th trial. P{Ri = 1} = p, P{Ri = 0} = 1 −
p. The trials stop when (R1, R2, . . . , RN ) contains exactly two 1s. Notice that
in this case, the number of trials N is random. Describe the sample space. Let
wn be a point of S, which contains exactly n trials. wn = {(i1, . . . , in−1, 1)},
n ≥ 2, where

n−1∑
j=1

i j = 1. Let En = {(i1, . . . , in−1, 1) :
n−1∑
j=1

i j = 1}.

(i) Show that D = {E2, E3, . . .} is a countable partition of S.

(ii) Show that P{En} = (n − 1)p2qn−2, where 0 < p < 1, q = 1 − p, and

prove that
∞∑

n=2

P{En} = 1.

(iii) What is the probability that the experiment will require at least 5 trials?

1.3.6 In a parking lot there are 12 parking spaces. What is the probability that
when you arrive, assuming cars fill the spaces at random, there will be four
adjacent spaces vacant, while all other spaces filled?

Section 1.4

1.4.1 Show that if A and B are independent, then Ā and B̄, A and B̄, Ā and B are
independent.

1.4.2 Show that if three events are mutually independent, then if we replace
any event with its complement, the new collection is still mutually
independent.

1.4.3 Two digits are chosen from the set P = {0, 1, . . . , 9}, without replacement.
The order of choice is immaterial. The probability function assigns every
possible set of two the same probability. Let Ai (i = 0, . . . , 9) be the event
that the chosen set contains the digit i . Show that for any i 
= j , Ai and A j

are not independent.
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1.4.4 Let A1, . . . , An be mutually independent events. Show that

P

{
n⋃

i=1

Ai

}
= 1 −

n∏
i=1

P{ Āi }.

1.4.5 If an event A is independent of itself, then P{A} = 0 or P(A) = 1.

1.4.6 Consider the random walk model of Example 1.2.

(i) What is the probability that after n steps the particle will be on a positive
integer?

(ii) Compute the probability that after n = 7 steps the particle will be at
x = 1.

(iii) Let p be the probability that in each trial the particle goes one step
to the right. Let An be the event that the particle returns to the origin
after n steps. Compute P{An} and show, by using the Borel–Cantelli

Lemma, that if p 
= 1

2
then P{An, i.o.} = 0.

1.4.7 Prove that

(i)
n∑

k=0

(
n
k

)
= 2k .

(ii)
n∑

k=0

(
M
k

)(
N − M
n − k

)
=
(

N
n

)
.

(iii)
n∑

k=0

k

(
M
k

)(
N − M
n − k

)
= n

M

N

(
N
n

)
= M

(
N − 1
n − 1

)
.

1.4.8 What is the probability that the birthdays of n = 12 randomly chosen people
will fall in 12 different calendar months?

1.4.9 A stick is broken at random into three pieces. What is the probability that
these pieces can form a triangle?

1.4.10 There are n = 10 particles and m = 5 cells. Particles are assigned to the
cells at random.

(i) What is the probability that each cell contains at least one particle?

(ii) What is the probability that all 10 particles are assigned to the first 3
cells?

Section 1.5

1.5.1 Let F be a discrete distribution concentrated on the jump points −∞ <

ξ1 < ξ2 < · · · < ∞. Let pi = dF(ξi ), i = 1, 2, . . .. Define the function

U (x) =
{

1, if x ≥ 0
0, if x < 0.
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(i) Show that, for all −∞ < x < ∞

F(x) =
∞∑

i=1

pi U (x − ξi )

=
∞∑

i=1

pi I (ξi ≤ x).

(ii) For h > 0, define

DhU (x) = 1

h
[U (x + h) − U (x)] = 1

h
[I (x ≥ −h) − I (x ≥ 0)].

Show that ∫ ∞

−∞

∞∑
i=1

pi DhU (x − ξi )dx = 1 for all h > 0.

(iii) Show that for any continuous function g(x), such that
∞∑

i=1

pi |g(ξi )| <
∞,

lim
h→0

∫ ∞

−∞

∞∑
i=1

pi g(x)DhU (x − ξi )dx =
∞∑

i=1

pi g(ξi ).

1.5.2 Let X be a random variable having a discrete distribution, with jump points

ξi = i , and pi = dF(ξi ) = e−2 2i

i!
, i = 0, 1, 2, . . .. Let Y = X 3. Determine

the p.d.f. of Y .

1.5.3 Let X be a discrete random variable assuming the values {1, 2, . . . , n} with
probabilities

pi = 2i

n(n + 1)
, i = 1, . . . , n.

(i) Find E{X}.
(ii) Let g(X ) = X2; find the p.d.f. of g(X ).

1.5.4 Consider a discrete random variable X , with jump points on {1, 2, . . .} and
p.d.f.

fX (n) = c

n2
, n = 1, 2, . . .
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where c is a normalizing constant.

(i) Does E{X} exist?

(ii) Does E{X/ log X} exist?

1.5.5 Let X be a discrete random variable whose distribution has jump points
at {x1, x2, . . . , xk}, 1 ≤ k ≤ ∞. Assume also that E{|X |} < ∞. Show that
for any linear transformation Y = α + βx , β 
= 0, −∞ < α < ∞, E{Y } =
α + βE{X}. (The result is trivially true for β = 0).

1.5.6 Consider two discrete random variables (X,Y ) having a joint p.d.f.

fXY ( j, n) = e−λ

j!(n − j)!

(
p

1 − p

) j

(λ(1 − p))n, j = 0, 1, . . . , n,

n = 0, 1, 2, . . . .

(i) Find the marginal p.d.f. of X .

(ii) Find the marginal p.d.f. of Y .

(iii) Find the conditional p.d.f. fX |Y ( j | n), n = 0, 1, . . ..

(iv) Find the conditional p.d.f. fY |X (n | j), j = 0, 1, . . ..

(v) Find E{Y | X = j}, j = 0, 1, . . ..

(vi) Show that E{Y } = E{E{Y | X}}.

1.5.7 Let X be a discrete random variable, X ∈ {0, 1, 2, . . .} with p.d.f.

fX (n) = e−n − e−(n+1), n = 0, 1, . . . .

Consider the partition D = {A1, A2, A3}, where

A1 = {w : X (w) < 2},
A2 = {w : 2 ≤ X (w) < 4},
A3 = {w : 4 ≤ X (w)}.

(i) Find the conditional p.d.f.

fX |D(x | Ai ), i = 1, 2, 3.

(ii) Find the conditional expectations E{X | Ai }, i = 1, 2, 3.

(iii) Specify the random variable E{X | D}.
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1.5.8 For a given λ, 0 < λ < ∞, define the function P( j ; λ) = e−λ

j∑
l=0

λl

l!
.

(i) Show that, for a fixed nonnegative integer j , Fj (x) is a distribution
function, where

Fj (x) =
{

0, if x < 0
1 − P( j − 1; x), if x ≥ 0

and where P( j ; 0) = I { j ≥ 0}.
(ii) Show that Fj (x) is absolutely continuous and find its p.d.f.

(iii) Find E{X} according to Fj (x).

1.5.9 Let X have an absolutely continuous distribution function with p.d.f.

f (x) =
{

3x2, if 0 ≤ x ≤ 1
0, otherwise.

Find E{e−X }.

Section 1.6

1.6.1 Consider the absolutely continuous distribution

F(x) =
⎧⎨⎩0, if x < 0

x, if 0 ≤ x < 1
1, if 1 ≤ x

of a random variable X . By considering the sequences of simple functions

Xn(w) =
n∑

i=1

i − 1

n
I

{
i − 1

n
≤ X (w) <

i

n

}
, n ≥ 1

and

X2
n(w) =

n∑
i=1

(
i − 1

n

)2

I

{
i − 1

n
≤ X (w) <

i

n

}
, n ≥ 1,

show that

lim
n→∞ E{Xn} =

∫ 1

0
xdx = 1

2
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and

lim
n→∞ E{X2

n} =
∫ 1

0
x2dx = 1

3
.

1.6.2 Let X be a random variable having an absolutely continuous distribution F ,
such that F(0) = 0 and F(1) = 1. Let f be the corresponding p.d.f.

(i) Show that the Lebesgue integral

∫ 1

0
x P{dx} = lim

n→∞

2n∑
i=1

i − 1

2n

[
F

(
i

2n

)
− F

(
i − 1

2n

)]
.

(ii) If the p.d.f. f is continuous on (0, 1), then

∫ 1

0
x P{dx} =

∫ 1

0
x f (x)dx,

which is the Riemann integral.

1.6.3 Let X , Y be independent identically distributed random variables and let
E{X} exist. Show that

E{X | X + Y } = E{Y | X + Y } = X + Y

2
a.s.

1.6.4 Let X1, . . . , Xn be i.i.d. random variables and let E{X1} exist. Let Sn =
n∑

j=1

X j . Then, E{X1 | Sn} = Sn

n
, a.s.

1.6.5 Let

FX (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

0, if x < 0

1

4
, if x = 0

1

4
+ 1

2
x3, if 0 < x < 1

1, if 1 ≤ x .

Find E{X} and E{X2}.
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1.6.6 Let X1, . . . , Xn be Bernoulli random variables with P{Xi = 1} = p. If n =
100, how large should p be so that P{Sn < 100} < 0.1, when Sn =

n∑
i=1

Xi ?

1.6.7 Prove that if E{|X |} < ∞, then, for every A ∈ F ,

E{|X |IA(X )} ≤ E{|X |}.

1.6.8 Prove that if E{|X |} < ∞ and E{|Y |} < ∞, then E{X + Y } = E{X} +
E{Y }.

1.6.9 Let {Xn} be a sequence of i.i.d. random variables with common c.d.f.

F(x) =
{

0, if x < 0
1 − e−x , if x ≥ 0.

Let Sn =
n∑

i=1

Xi .

(i) Use the Borel–Cantelli Lemma to show that lim
n→∞Sn = ∞ a.s.

(ii) What is lim
n→∞E

{
Sn

1 + Sn

}
?

1.6.10 Consider the distribution function F of Example 1.11, with α = .9, λ = .1,
and μ = 1.

(i) Determine the lower quartile, the median, and the upper quartile of
Fac(x).

(ii) Tabulate the values of Fd(x) for x = 0, 1, 2, . . . and determine the lower
quartile, median, and upper quartile of Fd(x).

(iii) Determine the values of the median and the interquartile range IQR of
F(x).

(iv) Determine P{0 < X < 3}.

1.6.11 Consider the Cauchy distribution with p.d.f.

f (x ;μ, σ ) = 1

πσ
· 1

1 + (x − μ)2/σ 2
, −∞ < x < ∞,

with μ = 10 and σ = 2.

(i) Write the formula of the c.d.f. F(x).

(ii) Determine the values of the median and the interquartile range of F(x).

1.6.12 Let X be a random variable having the p.d.f. f (x) = e−x , x ≥ 0. Determine
the p.d.f. and the median of

(i) Y = log X ,

(ii) Y = exp{−X}.
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1.6.13 Let X be a random variable having a p.d.f. f (x) = 1

π
, −π

2
≤ x ≤ π

2
. Deter-

mine the p.d.f. and the median of

(i) Y = sin X ,

(ii) Y = cos X ,

(iii) Y = tan X .

1.6.14 Prove that if E{|X |} < ∞ then

E{X} = −
∫ 0

−∞
F(x)dx +

∫ ∞

0
(1 − F(x))dx .

1.6.15 Apply the result of the previous problem to derive the expected value of a
random variable X having an exponential distribution, i.e.,

F(x) =
{

0, if x < 0
1 − e−λx , if x ≥ 0.

1.6.16 Prove that if F(x) is symmetric around η, i.e.,

F(η − x) = 1 − F(η + x−), for all 0 ≤ x < ∞,

then E{X} = η, provided E{|X |} < ∞.

Section 1.7

1.7.1 Let (X,Y ) be random variables having a joint p.d.f.

f XY (x, y) =
{

1, if −1 < x < 1, 0 < y < 1 − |x |
0, otherwise.

(i) Find the marginal p.d.f. of Y .

(ii) Find the conditional p.d.f. of X given {Y = y}, 0 < y < 1.

1.7.2 Consider random variables {X,Y }. X is a discrete random variable with

jump points {0, 1, 2, . . .}. The marginal p.d.f. of X is fX (x) = e−λ
λx

x!
, x =

0, 1, . . . , 0 < λ < ∞. The conditional distribution of Y given {X = x},
x ≥ 1, is

FY |X (y | x) =
⎧⎨⎩0, y < 0

y/x, 0 ≤ y ≤ x
1, x < y.
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When {X = 0}

FY |X (y | 0) =
{

0, y < 0
1, y ≥ 0.

(i) Find E{Y }.
(ii) Show that the c.d.f. of Y has discontinuity at y = 0, and FY (0) −

FY (0−) = e−λ.

(iii) For each 0 < y < ∞, F ′
Y (y) = fY (y), where

∫ ∞

0
fY (y)dy = 1 − e−λ.

Show that, for y > 0,

fY (y) =
∞∑

n=1

I {n − 1 < y < n}e−λ

∞∑
x=n

1

x
· λ

x

x!
,

and prove that
∫ ∞

0
fY (y)dy = 1 − e−λ.

(iv) Derive the conditional p.d.f. of X given {Y = y}, 0 < y < ∞, and find
E{X | Y = y}.

1.7.3 Show that if X , Y are independent random variables, E{|X |} < ∞ and
E{|Y | < ∞}, then E{XY } = E{X}E{Y }. More generally, if g, h are inte-
grable, then if X , Y are independent, then

E{g(X )h(Y )} = E{g(X )}E{h(Y )}.

1.7.4 Show that if X , Y are independent, absolutely continuous, with p.d.f. fX

and fY , respectively, then the p.d.f. of T = X + Y is

fT (t) =
∫ ∞

−∞
fX (x) fY (t − x)dx .

[ fT is the convolution of fX and fY .]

Section 1.8

1.8.1 Prove that if E{|X |r } exists, r ≥ 1, then lim
a→∞(a)r P{|X | ≥ a} = 0.

1.8.2 Let X1, X2 be i.i.d. random variables with E{X2
1} < ∞. Find the correlation

between X1 and T = X1 + Xn .

1.8.3 Let X1, . . . , Xn be i.i.d. random variables; find the correlation between X1

and the sample mean X̄n = 1

n

n∑
i=1

Xi .
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1.8.4 Let X have an absolutely continuous distribution with p.d.f.

fX (x) =
⎧⎨⎩0, if x < 0

λm

(m − 1)!
xm−1e−λx , if x ≥ 0

where 0 < λ < ∞ and m is an integer, m ≥ 2.

(i) Derive the m.g.f. of X . What is its domain of convergence?

(ii) Show, by differentiating the m.g.f. M(t), that E{Xr } =
m(m + 1) · · · (m + r − 1)

λr
, r ≥ 1.

(iii) Obtain the first four central moments of X .

(iv) Find the coefficients of skewness β1 and kurtosis β2.

1.8.5 Let X have an absolutely continuous distribution with p.d.f.

fX (x) =
⎧⎨⎩

1

b − a
, if a ≤ x ≤ b

0, otherwise.

(i) What is the m.g.f. of X?

(ii) Obtain E{X} and V {X} by differentiating the m.g.f.

1.8.6 Random variables X1, X2, X3 have the covariance matrix

�| =
⎛⎝3 0 0

0 2 1
0 1 2

⎞⎠.

Find the variance of Y = 5x1 − 2x2 + 3x3.

1.8.7 Random variables X1, . . . , Xn have the covariance matrix

�| = I + J,

where J is an n × n matrix of 1s. Find the variance of X̄n = 1

n

n∑
i=1

Xi .

1.8.8 Let X have a p.d.f.

fX (x) = 1√
2π

e− 1
2 x2

, −∞ < x < ∞.

Find the characteristic function φ of X .
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1.8.9 Let X1, . . . , Xn be i.i.d., having a common characteristic function φ. Find

the characteristic function of X̄n = 1

n

n∑
j=1

X j .

1.8.10 If φ is a characteristic function of an absolutely continuous distribution, its
p.d.f. is

f (x) = 1

2π

∫ ∞

−∞
e−i t xφ(t)dt.

Show that the p.d.f. corresponding to

φ(t) =
{

1 − |t |, |t | ≤ 1
0, |t | > 1

is

f (x) = 1 − cos x

πx2
, |x | ≤ π

2
.

1.8.11 Find the m.g.f. of a random variable whose p.d.f. is

fX (x) =
{a − |x |

a2
, if |x | ≤ a

0, if |x | > a,

0 < a < ∞.

1.8.12 Prove that if φ is a characteristic function, then |φ(t)|2 is a characteristic
function.

1.8.13 Prove that if φ is a characteristic function, then

(i) lim
|t |→∞

φ(t) = 0 if X has an absolutely continuous distribution.

(ii) lim sup
|t |→∞

|φ(t)| = 1 if X is discrete.

1.8.14 Let X be a discrete random variable with p.d.f.

f (x) =
{

e−λ
λx

x!
, x = 0, 1, . . .

0, otherwise.

Find the p.g.f. of X .
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Section 1.9

1.9.1 Let Fn , n ≥ 1, be the c.d.f. of a discrete uniform distribution on{
1

n
,

2

n
, . . . , 1

}
. Show that Fn(x)

d−→ F(x), as n → ∞, where

F(x) =
⎧⎨⎩0, if x < 0

x, if 0 ≤ x ≤ 1
1, if 1 < x .

1.9.2 Let B( j ; n, p) denote the c.d.f. of the binomial distribution with p.d.f.

b( j ; n, p) =
(

n
j

)
p j (1 − p)n− j , j = 0, 1, . . . , n,

where 0 < p < 1. Consider the sequence of binomial distributions

Fn(x) = B

(
[x]; n,

1

2n

)
I {0 ≤ x ≤ n} + I {x > n}, n ≥ 1.

What is the weak limit of Fn(x)?

1.9.3 Let X1, X2, . . . , Xn, . . . be i.i.d. random variables such that V {X1} =
σ 2 < ∞, and μ = E{X1}. Use Chebychev’s inequality to prove that X̄n =
1

n

n∑
i=1

Xi
p−→ μ as n → ∞.

1.9.4 Let X1, X2, . . . be a sequence of binary random variables, such that P{Xn =
1} = 1

n
, and P{Xn = 0} = 1 − 1

n
, n ≥ 1.

(i) Show that Xn
r−→ 0 as n → ∞, for any r ≥ 1.

(ii) Show from the definition that Xn
p−→ 0 as n → ∞.

(iii) Show that if {Xn} are independent, then P{Xn = 1, i.o.} = 1. Thus,
Xn 
→ 0 a.s.

1.9.5 Let ε1, ε2, . . . be independent r.v., such that E{εn} = μ and V {εn} = σ 2

for all n ≥ 1. Let X1 = ε1 and for n ≥ 2, let Xn = βXn−1 + εn , where

−1 < β < 1. Show that X̄n = 1

n

n∑
i=1

Xi
2−→ μ

1 − β
, as n → ∞.

1.9.6 Prove that convergence in the r th mean, for some r > 0 implies convergence
in the sth mean, for all 0 < s < r .
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1.9.7 Let X1, X2, . . . , Xn, . . . be i.i.d. random variables having a common rect-
angular distribution R(0, θ ), 0 < θ < ∞. Let X (n) = max{X1, . . . , Xn}. Let

ε > 0. Show that
∞∑

n=1

Pθ {X(n) < θ − ε} < ∞. Hence, by the Borel–Cantelli

Lemma, X(n)
a.s.−→ θ , as n → ∞. The R(0, θ ) distribution is

Fθ (x) =

⎧⎪⎪⎨⎪⎪⎩
0, if x < 0
x

θ
, if 0 ≤ x ≤ θ

1, if θ < x

where 0 < θ < ∞.

1.9.8 Show that if Xn
p−→ X and Xn

p−→ Y , then P{w : X (w) 
= Y (w)} = 0.

1.9.9 Let Xn
p−→ X , Yn

p−→ Y , P{w : X (w) 
= Y (w)} = 0. Then, for every
ε > 0,

P{|Xn − Yn| ≥ ε} → 0, as n → ∞.

1.9.10 Show that if Xn
d−→ C as n → ∞, where C is a constant, then Xn

p−→ C .

1.9.11 Let {Xn} be such that, for any p > 0,
∞∑

n=1

E{|Xn|p} < ∞. Show that Xn
a.s.−→

0 as n → ∞.

1.9.12 Let {Xn} be a sequence of i.i.d. random variables. Show that E{|X1|} < ∞
if and only if

∞∑
n=1

P{|X1| > ε · n} < ∞. Show that E |X1| < ∞ if and only

if
Xn

n
a.s.−→ 0.

Section 1.10

1.10.1 Show that if Xn has a p.d.f. fn and X has a p.d.f. g(x) and if
∫

| fn(x) −
g(x)|dx → 0 as n → ∞, then sup

B
|Pn{B} − P{B}| → 0 as n → ∞, for all

Borel sets B. (Ferguson, 1996, p. 12).

1.10.2 Show that if a′Xn
d−→ a′X as n → ∞, for all vectors a, then Xn

d−→ X
(Ferguson, 1996, p. 18).
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1.10.3 Let {Xn} be a sequence of i.i.d. random variables. Let Zn = √
n(X̄n − μ),

n ≥ 1, where μ = E{X1} and X̄n = 1

n

n∑
i=1

Xi . Let V {X1} < ∞. Show that

{Zn} is tight.

1.10.4 Let B(n, p) designate a discrete random variable, having a binomial distri-

bution with parameter (n, p). Show that

{
B

(
n,

1

2n

)}
is tight.

1.10.5 Let P(λ) designate a discrete random variable, which assumes on

{0, 1, 2, . . .} the p.d.f. f (x) = e−λ
λx

x!
, x = 0, 1, . . . , 0 < λ < ∞. Using the

continuity theorem prove that B(n, pn)
d−→ P(λ) if lim

n→∞npn = λ.

1.10.6 Let Xn ∼ B

(
n,

1

2n

)
, n ≥ 1. Compute lim

n→∞E{e−Xn }.

Section 1.11

1.11.1 (Khinchin WLLN). Use the continuity theorem to prove that if X1,

X2, . . . , Xn, . . . are i.i.d. random variables, then X̄n
p−→ μ, where

μ = E{X1}.

1.11.2 (Markov WLLN). Prove that if X1, X2, . . . , Xn, . . . are independent random
variables and if μk = E{Xk} exists, for all k ≥ 1, and E |Xk − μk |1+δ < ∞
for some δ > 0, all k ≥ 1, then

1

n1+δ

n∑
k=1

E |Xk − μk |1+δ → 0 as n → ∞

implies that
1

n

n∑
k=1

(Xk − μk)
p−→ 0 as n → ∞.

1.11.3 Let {Xn} be a sequence of random vectors. Prove that if X̄n
d−→ μ then

X̄n
p−→ μ, where X̄n = 1

n

n∑
j=1

X j and μ = E{X1}.

1.11.4 Let {Xn} be a sequence of i.i.d. random variables having a common p.d.f.

f (x) =
⎧⎨⎩0, if x < 0

λm

(m − 1)!
xm−1e−λx , if x ≥ 0,

where 0 < λ < ∞, m = 1, 2, . . .. Use Cantelli’s Theorem (Theorem 1.11.1)

to prove that X̄n
a.s.−→ m

λ
, as n → ∞.
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1.11.5 Let {Xn} be a sequence of independent random variables where

Xn ∼ R(−n, n)/n

and R(−n, n) is a random variable having a uniform distribution on (−n, n),
i.e.,

fn(x) = 1

2n
1(−n,n)(x).

Show that X̄n
a.s.−→ 0, as n → ∞. [Prove that condition (1.11.6) holds].

1.11.6 Let {Xn} be a sequence of i.i.d. random variables, such that |Xn| ≤ C a.s.,
for all n ≥ 1. Show that X̄n

a.s.−→ μ as n → ∞, where μ = E{X1}.

1.11.7 Let {Xn} be a sequence of independent random variables, such that

P{Xn = ±1} = 1

2

(
1 − 1

2n

)
and

P{Xn = ±n} = 1

2
· 1

2n
, n ≥ 1.

Prove that
1

n

n∑
i=1

Xi
a.s.−→ 0, as n → ∞.

Section 1.12

1.12.1 Let X ∼ P(λ), i.e.,

f (x) = e−λ λ
x

x!
, x = 0, 1, . . . .

Apply the continuity theorem to show that

X − λ√
λ

d−→ N (0, 1), as λ → ∞.

1.12.2 Let {Xn} be a sequence of i.i.d. discrete random variables, and X1 ∼ P(λ).
Show that

Sn − nλ√
nλ

d−→ N (0, 1), as n → ∞.

What is the relation between problems 1 and 2?
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1.12.3 Let {Xn} be i.i.d., binary random variables, P{Xn = 1} = P{Xn = 0} = 1

2
,

n ≥ 1. Show that

n∑
i=1

i Xi − n(n + 1)

4

Bn

d−→ N (0, 1), as n → ∞,

where B2
n = n(n + 1)(2n + 1)

24
, n ≥ 1.

1.12.4 Consider a sequence {Xn} of independent discrete random variables,

P{Xn = n} = P{Xn = −n} = 1

2
, n ≥ 1. Show that this sequence satisfies

the CLT, in the sense that

√
6 Sn√

n(n + 1)(2n + 1)
d−→ N (0, 1), as n → ∞.

1.12.5 Let {Xn} be a sequence of i.i.d. random variables, having a common abso-
lutely continuous distribution with p.d.f.

f (x) =

⎧⎪⎨⎪⎩
1

2|x | log2 |x | , if |x | < 1

e

0, if |x | ≥ 1

e
.

Show that this sequence satisfies the CLT, i.e.,

√
n

X̄n

σ

d−→ N (0, 1), as n → ∞,

where σ 2 = V {X}.

1.12.6 (i) Show that

(G(1, n) − n)√
n

d−→ N (0, 1), as n → ∞

where G(1, n) is an absolutely continuous random variable with a p.d.f.

gn(x) =
⎧⎨⎩0, if x < 0

1

(n − 1)!
xn−1e−x , x ≥ 0.
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(ii) Show that, for large n,

gn(n) = 1

(n − 1)!
nn−1e−n ≈ 1√

2π
√

n
.

Or

n! ≈
√

2π nn+ 1
2 e−n as n → ∞.

This is the famous Stirling approximation.

Section 1.13

1.13.1 Let Xn ∼ R(−n, n), n ≥ 1. Is the sequence {Xn} uniformly integrable?

1.13.2 Let Zn = Xn − n√
n

∼ N (0, 1), n ≥ 1. Show that {Zn} is uniformly integrable.

1.13.3 Let {X1, X2, . . . , Xn, . . .} and {Y1,Y2, . . . ,Yn, . . .} be two independent
sequences of i.i.d. random variables. Assume that 0 < V {X1} = σ 2

x <

∞, 0 < V {Y1} = σ 2
y < ∞. Let f (x, y) be a continuous function on R2,

having continuous partial derivatives. Find the limiting distribution of√
n( f (X̄n, Ȳn) − f (ξ, η)), where ξ = E{X1}, η = E{Y1}. In particular, find

the limiting distribution of Rn = X̄n/Ȳn , when η > 0.

1.13.4 We say that X ∼ E(μ), 0 < μ < ∞, if its p.d.f. is

f (x) =
{

0, if x < 0
μe−μx , if x ≥ 0.

Let X1, X2, . . . , Xn, . . . be a sequence of i.i.d. random variables, X1 ∼
E(μ), 0 < μ < ∞. Let X̄n = 1

n

n∑
i=1

Xi .

(a) Compute V {eX̄n } exactly.
(b) Approximate V {eX̄n } by the delta method.

1.13.5 Let {Xn} be i.i.d. Bernoulli random variables, i.e., X1 ∼ B(1, p), 0 < p < 1.

Let p̂n = 1

n

n∑
i=1

Xi and

Wn = log

(
p̂n

1 − p̂n

)
.
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Use the delta method to find an approximation, for large values of n, of

(i) E{Wn}
(ii) V {Wn}.

Find the asymptotic distribution of
√

n

(
Wn − log

(
p

1 − p

))
.

1.13.6 Let X1, X2, . . . , Xn be i.i.d. random variables having a common continuous
distribution function F(x). Let Fn(x) be the empirical distribution function.
Fix a value x0 such that 0 < Fn(x0) < 1.

(i) Show that nFn(x0) ∼ B(n, F(x0)).

(ii) What is the asymptotic distribution of Fn(x0) as n → ∞?

1.13.7 Let X1, X2, . . . , Xn be i.i.d. random variables having a standard Cauchy
distribution. What is the asymptotic distribution of the sample median

F−1
n

(
1

2

)
?

PART IV: SOLUTIONS TO SELECTED PROBLEMS

1.1.5 For n = 2, A1 ∪ A2 = Ā1 ∩ Ā2. By induction on n, assume that
k⋃

i=1

Ai =
k⋂

i=1

Āi for all k = 2, . . . , n. For k = n + 1,

n+1⋃
k=1

Ai =
(

n⋃
i=1

Ai

)
∪ An+1 =

(
n⋃

i=1

Ai

)
∩ Ān+1

=
n⋂

i=1

Āi ∩ Ān+1 =
n+1⋂
i=1

Āi .

1.1.10 We have to prove that

(
lim

n→∞
An

)
⊂
(

lim
n→∞An

)
. For an elementary event

w ∈ S, let

IAn (w) =
{

1, if w ∈ An

0, if w 
∈ An .

Thus, if w ∈ lim
n→∞

An =
∞⋃

n=1

∞⋂
k=n

An , there exists an integer K (w) such that

∞∏
n≥K (w)

IAn (w) = 1.

Accordingly, for all n ≥ 1, w ∈
∞⋃

k=n

Ak . Here w ∈
∞⋂

n=1

∞⋃
k=n

Ak = lim
n→∞An .
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1.1.15 Let {An} be a sequence of disjoint events. For all n ≥ 1, we define

Bn = Bn−1�An

= Bn−1 Ān ∪ B̄n−1 An

and

B1 = A1

B2 = Ā1 A2 ∪ A1 Ā2

B3 = ( Ā1 A2 ∪ A1 Ā2)A3 ∪ ( Ā1 A2 ∪ A1 Ā2) Ā3

= ( Ā1 A2 ∩ A1 Ā2)A3 ∪ Ā1 A2 Ā3 ∪ A1 Ā2 Ā3

= (A1 ∪ Ā2)( Ā1 ∪ A2)A3 ∪ Ā1 A2 Ā3 ∪ A1 Ā2 Ā3

= A1 A2 A3 ∪ Ā1 Ā2 A3 ∪ Ā1 A2 Ā3 ∪ A1 Ā2 Ā3.

By induction on n we prove that, for all n ≥ 2,

Bn =
⎛⎝ n⋂

j=1

A j

⎞⎠ ∪
⎛⎝ n⋃

i=1

Ai

⎛⎝⋂
j 
=i

Ā j

⎞⎠⎞⎠ =
n⋃

i=1

Ai .

Hence Bn ⊂ Bn+1 for all n ≥ 1 and lim
n→∞Bn =

∞⋃
n=1

An .

1.2.2 The sample space S = Z, the set of all integers. A is a symmetric set in S, if
A = −A. Let A = {collection of all symmetric sets}. φ ∈ A. If A ∈ A then
Ā ∈ A. Indeed − Ā = −S − (−A) = S − A = Ā. Thus, Ā ∈ A. Moreover,
if A, B ∈ A then A ∪ B ∈ A. Thus, A is an algebra.

1.2.3 S = Z. Let A1 = {generated by symmetric sets}. A2 = {generated by
(−2,−1, i1, . . . , in), n ≥ 1, i j ∈ N ∀ j = 1, . . . , n}. Notice that if A =
(−2,−1, i1, . . . , in) then Ā = {(· · · ,−4,−3,N − (i1, . . . , in))} ∈ A2, and
S = A ∪ Ā1 ∈ A2. A2 is an algebra. A3 = A1 ∩ A2. If B ∈ A3 it must
be symmetric and also B ∈ A2. Thus, B = (−2,−1, 1, 2) or B =
(· · · ,−4,−3, 3, 4, . . .). Thus, B and B̄ are in A3, so S = (B ∪ B̄) ∈ A3

and so is φ. Thus, A is an algebra.
Let A4 = A1 ∪ A2. Let A = {−2,−1, 3, 7} and B = {−3, 3}. Then

A ∪ B = {−3,−2,−1, 3; 7}. But A ∪ B does not belong to A1 neither to
A2. Thus A ∪ B 
∈ A4. A4 is not an algebra.
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1.3.5 The sample space is

S = {(i1, . . . , in−1, 1) :
n−1∑
j=1

i j = 1, n ≥ 2}.

(i) Let En =
⎧⎨⎩(i1, . . . , in−1, 1) :

n−1∑
j=1

i j = 1

⎫⎬⎭, n = 2, 3, . . .. For j 
= k,

E j ∩ Ek = ∅. Also
∞⋃

n=l

En = S. Thus, D = {E2, E3, . . .} is a count-

able partition of S.

(ii) All elementary events wn = (i1, . . . , in−1, 1) ∈ En are equally probable
and P{wn} = p2qn−2. There are

(n−1
1

) = n − 1 such elementary events
in En . Thus, P{En} = (n − 1)p2qn−2. Moreover,

∞∑
n=2

P{En} = p2
∞∑

n=2

(n − 1)qn−2

= p2
∞∑

l=1

lqk−1 = 1.

Indeed,

∞∑
l=1

lql−1 =
∞∑

l=1

d

dq
ql

= d

dq

(
q

1 − q

)
= 1

(1 − q)2
= 1

p2
.

(iii) The probability that the experiment requires at least 5 trials is the
probability that in the first 4 trials there is at most 1 success, which is
1 − p2(1 + 2q + 3q2).

1.4.6 Let Xn denote the position of the particle after n steps.

(i) If n = 2k, the particle after n steps could be, on the positive side only on
even integers 2, 4, 6, . . . , 2k. If n = 2k + 1, the particle could be after
n steps on the positive side only on an odd integer 1, 3, 5, . . . , 2k + 1.
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Let p be the probability of step to the right (0 < p < 1) and q = 1 − p
of step to the left. If n = 2k + 1,

P{Xn = 2 j + 1} =
(

2 j

j

)
p2k+1− j q j , j = 0, . . . , k.

Thus, if n = 2k + 1,

P{Xn > 0} =
k∑

j=0

(
2 j

j

)
p2k+1− j q j .

In this solution, we assumed that all steps are independent (see Sec-
tion 1.7). If n = 2k the formula can be obtained in a similar manner.

(ii) P{X7 = 1} = (63)p4q3. If p = 1

2
, then P{X7 = 1} =

(6
3

)
27

= 0.15625.

(iii) The probability of returning to the origin after n steps is

P{Xn = 0} =
⎧⎨⎩0, if n = 2k + 1(

2k

k

)
pkqk, if n = 2k.

Let An = {Xn = 0}. Then,
∞∑

k=0

P{A2k+1} = 0 and when p = 1

2
,

∞∑
k=0

P{A2k} =
∞∑

k=0

(
2k

k

)
1

22k
=

∞∑
k=0

(2k)!

(k!)2
· 1

4k
= ∞.

Thus, by the Borel–Cantelli Lemma, if p = 1

2
, P{Ani.o.} = 1. On the

other hand, if p 
= 1

2
,

∞∑
k=0

(
2k

k

)
(pq)k = 4pq√

1 − 4pq
(
1 + √

1 − 4pq
) < ∞.

Thus, if p 
= 1

2
, P{Ani.o.} = 0.

1.5.1 F(x) is a discrete distribution with jump points at −∞ < ξ1 < ξ2 < · · · <
∞. pi = d(Fξi ), i = 1, 2, . . .. U (x) = I (x ≥ 0).
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(i) U (x − ξi ) = I (x ≥ ξi )

F(x) =
∑
ξi ≤x

pi =
∞∑

i=1

piU (x − ξi ).

(ii) For h > 0,

DhU (x) = 1

h
[U (x + h) − U (x)].

U (x + h) = 1 if x ≥ −h. Thus,

DhU (x) = 1

h
I (−h ≤ x < 0)∫ ∞

−∞

∞∑
i=1

pi DhU (x − ξi )dx =
∞∑

i=1

pi
1

h

∫ x−ξi

−h+x−ξi

du =
∞∑

i=1

pi = 1.

(iii) lim
h→0

∫ ∞

−∞

∞∑
i=1

pi g(x)DhU (x − ξi )dx =
∞∑

i=1

pi lim
h↓0

∫ ξi

ξi −h

g(x)

h
dx

=
∞∑

i=1

pi lim
h↓0

G(ξi ) − G(ξi − h)

h
=

∞∑
i=1

pi g(ξi )

Here, G(ξi ) =
∫ ξi

−∞
g(x)dx ;

d

dξi
G(ξi ) = g(ξi ).

1.5.6 The joint p.d.f. of two discrete random variables is

fX,Y ( j, n) = e−λ

j!(n − j)!

(
p

1 − p

) j

(λ(1 − p))n, j = 0, . . . , n n = 0, 1, . . . .

(i) The marginal distribution of X is

fX ( j) =
∞∑

n= j

fX,Y ( j, n)

= p j (λ(1 − p)) j

(1 − p) j j!
e−λ

∞∑
n= j

(λ(1 − p))n− j

(n − j)!

= e−λp (λp) j

j!
e−λ(1−p)

∞∑
n=0

(λ(1 − p))n

n!

= e−λp (λp) j

j!
, j = 0, 1, 2, . . . .
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(ii) The marginal p.d.f. of Y is

fY (n) =
n∑

j=0

pX,Y ( j, n)

= e−λ λ
n

n!

n∑
j=0

(
n

j

)
p j (1 − p)n− j

= e−λ λ
n

n!
, n = 0, 1, . . . .

(iii) pX |Y ( j | n) = fX,Y ( j, n)

fY (n)
=
(

n

j

)
p j (1 − p)n− j , j = 0, . . . , n.

(iv) pY |X (n | j) = fX,Y ( j, n)

fX ( j)

= e−λ(1−p) (λ(1 − p))n− j

(n − j)!
, n ≥ j.

(v) E(Y | X = j) = j + λ(1 − p).

(vi) E{Y } = E{E{Y | X}} = λ(1 − p) + E{X}
= λ(1 − p) + λp = λ.

1.5.8 Fj (x) =
{

0, if x < 0
1 − P( j − 1; x), if x ≥ 0,

where j ≥ 1, and P( j − 1; x) = e−x
j−1∑
i=0

xi

x!
.

(i) We have to show that, for each j ≥ 1, Fj (x) is a c.d.f.

(i) 0 ≤ Fj (x) ≤ 1 for all 0 ≤ x < ∞.

(ii) Fj (0) = 0 and lim
x→∞Fj (x) = 1.

(iii) We show now that Fj (x) is strictly increasing in x . Indeed, for all
x > 0

d

dx
Fj (x) = −

j−1∑
i=0

d

dx

(
e−x xi

i!

)

= e−x +
j−1∑
i=1

(
e−x x i

i!
− e−x xi−1

(i − 1)!

)

= e−x x j−1

( j − 1)!
> 0, for all 0 < x < ∞.
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(ii) The density of Fj (x) is

f j (x) = x j−1

( j − 1)!
e−x , j ≥ 1, x ≥ 0.

Fj (x) is absolutely continuous.

(iii) E j {X} =
∫ ∞

0

x j

( j − 1)!
e−x dx

= j
∫ ∞

0

x j

j!
e−x dx = j.

1.6.3 X , Y are independent and identically distributed, E |X | < ∞.

E{X | X + Y } + E{Y | X + Y } = X + Y

E{X | X + Y } = E{Y | X + Y } = X + Y

2
.

1.6.9 F(x) =
{

0, x < 0
1 − e−x , x ≥ 0.

(i) Let An = {Xn > 1}. The events An , n ≥ 1, are independent. Also

P{An} = e−1. Hence,
∞∑

n=1

P{An} = ∞. Thus, by the Borel–Cantelli

Lemma, P{Ani.o.} = 1. That is, P
(

lim
n→∞Sn = ∞

)
= 1.

(ii)
Sn

1 + Sn
≥ 0. This random variable is bounded by 1. Thus, by the Dom-

inated Convergence Theorem, lim
n→∞E

{
Sn

1 + Sn

}
= E

{
lim

n→∞
Sn

1 + Sn

}
= 1.

1.8.4 fX (x) =
⎧⎨⎩0, if x < 0

λm

(m − 1)!
xm−1e−λx , x ≥ 0; m ≥ 2.

(i) The m.g.f. of X is

M(t) = λm

(m − 1)!

∫ ∞

0
e−x(λ−t)xm−1dx

= λm

(λ − t)m
=
(

1 − t

λ

)−m

, for t < λ.
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The domain of convergence is (−∞, λ).

(ii) M ′(t) = m

λ

(
1 − t

λ

)−m−1

M ′′(t) = m(m + 1)

λ2

(
1 − t

λ

)−(m+2)

...

M (r )(t) = m(m + 1) · · · (m + r − 1)

λr

(
1 − t

λ

)−(m+r )

.

Thus, μr = M (r )(t)
∣∣
t=0

= m(m + 1) · · · (m + r − 1)

λr
r ≥ 1.

(iii) μ1 = m

λ

μ2 = m(m + 1)

λ2

μ3 = m(m + 1)(m + 2)

λ3

μ4 = m(m + 1)(m + 2)(m + 3)

λ4
.

The central moments are

μ∗
1 = 0

μ∗
2 = μ2 − μ2

1 = m

λ2

μ∗
3 = μ3 − 3μ2μ1 + 2μ3

1

= 1

λ3
(m(m + 1)(m + 2) − 3m2(m + 1) + 2m3)

= 2m

λ3

μ∗
4 = μ4 − 4μ3μ1 + 6μ2μ

2
1 − 3μ4

1

= 1

λ4
(m(m + 1)(m + 2)(m + 3) − 4m2(m + 1)(m + 2)

+ 6m3(m + 1) − 3m4)

= 3m(m + 2)

λ4
.

(iv) β1 = 2m

m3/2
= 2√

m
; β2 = 3m(m + 2)

m2
= 3 + 6

m
.



PART IV: SOLUTIONS TO SELECTED PROBLEMS 101

1.8.11 The m.g.f. is

MX (t) = 1

a2

∫ a

−a
etx (a − |x |)dx

= 2(cosh(at) − 1)

a2t2

= 1 + 1

12
(at)2 + o(t), as t → 0.

1.9.1 Fn(x) =

⎧⎪⎪⎨⎪⎪⎩
0, x < 0
j

n
,

j

n
≤ x <

j + 1

n
, j = 0, . . . , n − 1

1, 1 ≤ x .

F(x) =
⎧⎨⎩0, x < 0

x, 0 < x < 1
1, 1 ≤ x .

All points −∞ < x < ∞ are continuity points of F(x). lim
n→∞Fn(x) = F(x),

for all x < 0 or x > 1. |Fn(x) − F(x)| ≤ 1

n
for all 0 ≤ x ≤ 1. Thus

Fn(x)
w−→ F(x), as n → ∞.

1.9.4 Xn =

⎧⎪⎪⎨⎪⎪⎩
0, w.p.

(
1 − 1

n

)
1, w.p.

1

n

, n ≥ 1.

(i) E{|Xn|r } = 1

n
1 = 1

n
for all r > 0. Thus, Xn

r−→
n→∞ 0, for all r > 0.

(ii) P{|Xn| > ε} = 1

n
for all n ≥ 1, any ε > 0. Thus, Xn

p−→
n→∞ 0.

(iii) Let An = {w : Xn(w) = 1}; P{An} = 1

n
, n ≥ 0.

∞∑
n=1

1

n
= ∞. Since

X1, X2, . . . are independent, by Borel–Cantelli’s Lemma, P{Xn =
1, i.o.} = 1. Thus Xn 
→ 0 a.s.

1.9.5 ε1, ε2, · · · independent r.v.s, such that E(εn) = μ, and V {εn} = σ 2. ∀n ≥ 1.

X1 = ε1,

Xn = βXn−1 + εn = β(βXn−2 + εn−1) + εn

= · · · =
n∑

j=1

βn− jε j , ∀n ≥ 1, |β| < 1.
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Thus, E{Xn} = μ

n−1∑
j=0

β j −→
n→∞

μ

1 − β
.

X̄n = 1

n

n∑
i=1

i∑
j=1

βi− jε j

= 1

n

n∑
j=1

ε j

n∑
i= j

βi− j

= 1

n

n∑
j=1

ε j
1 − βn− j+1

1 − β
.

Since {εn} are independent,

V {X̄n} = σ 2

n2(1 − β)2

n∑
j=1

(1 − βn− j+1)2

= σ 2

n(1 − β)2

(
1 − 2

β(1 − βn+1)

n(1 − β)
+ β2(1 − β2n+1)

n(1 − β2)

)
→0 as n → ∞.

Furthermore,

E

{(
X̄n − μ

1 − β

)2
}

= V {X̄n} +
(

E{X̄n} − μ

1 − β

)2

(
E{X̄n} − μ

1 − β

)2

= μ2

n2(1 − β)2
(1 − βn+1)2 → 0 as n → ∞.

Hence, X̄n
2−→ μ

1 − β
.

1.9.7 X1, X2, . . . i.i.d. distributed like R(0, θ ). Xn = max
1≤i≤n

(Xi ). Due to indepen-

dence,

Fn(x) = P{X (n) ≤ x} =

⎧⎪⎪⎨⎪⎪⎩
0, x < 0( x

θ

)n
, 0 ≤ x < θ

1, θ ≤ x .
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Accordingly, P{X (n) < θ − ε} =
(

1 − ε

θ

)n
, 0 < ε < θ . Thus,

∞∑
n=1

P{X(n) ≤ θ − ε} < ∞, and P{X (n) ≤ θ − ε, i.o.} = 0. Hence,

X (n) → θ a.s.

1.10.2 We are given that a′Xn
d−→ a′ X for all a. Consider the m.g.f.s, by conti-

nuity theorem Ma′Xn (t) = E{eta′Xn } → E{eta=X}, for all t in the domain of

convergence. Thus E{e(ta)′Xn } → E{e(ta)′X} for all β = ta. Thus, X̄n
d−→ X.

1.10.6 Xn ∼ B

(
n,

1

n

)

E{e−Xn } =
(

1

n
e−1 + 1 − 1

n

)n

=
(

1 − 1

n
(1 − e−1)

)n

−→
n→∞ e−(1−e−1).

Thus, lim
n→∞MXn (−1) = Mx (−1), where X ∼ P(1).

1.11.1 (i) MX̄n
(t) =

(
MX

(
t

n

))n

=
(

E
{

e
t
n X
})n

=
(

1 + t

n
E{X} + o

(
1

n

))n

=
(

1 + t

n
μ + o

(
1

n

))n

−→
n→∞ etμ, ∀t.

etμ is the m.g.f. of the distribution

F(x) =
{

0, x < μ

1, x ≥ μ.

Thus, by the continuity theorem, X̄n
d−→ μ and, therefore, X̄n

p−→ μ,
as n → ∞.

1.11.5 {Xn} are independent. For δ > 0,

Xn ∼ R(−n, n)/n.
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The expected values are E{Xn} = 0 ∀n ≥ 1.

σ 2
n = 4n2

12n2
= 1

3
∞∑

n=1

σ 2
n

n2
< ∞.

Hence, by (1.11.6), X̄n
a.s.−→ 0.

1.12.1 M X−λ√
λ

= E
{

et( X−λ√
λ

)
}

= e−√
λt−λ(1−et/

√
λ).

1 − exp{t/
√
λ} = 1 −

(
1 + t√

λ
+ t2

2λ
+ · · ·

)
= − t√

λ
− t2

2λ
+ · · · .

Thus,

√
λt − λ(1 − et

√
λ) = t2

2
+ O

(
1√
λ

)
.

Hence,

M X−λ√
λ

(t) = exp

{
t2

2
+ O

(
1√
λ

)}
→ et2/2 as λ → ∞.

MZ (t) = et2/2 is the m.g.f. of N (0, 1).

1.12.3 P(Xn = 1) = 1

2
,

P(Xn = 0) = 1

2
,

E{Xn} = 1

2
.
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Let Yn = nXn; E{Yn} = n

2
, E |Yn|3 = n3

2
. Notice that

n∑
i=1

i Xi − n(n + 1)

4
=

n∑
i=1

(Yi − μi ), where μi = i

2
= E{Yi }. E |Yi − μi |3 = i3

8
. Accordingly,

n∑
i=1

E{|Yi − μi |3}
n∑

i=1

E{(Yi − μi )
2}3/2

=
1

4
n2(n + 1)2(

1

24
n(n + 1)(2n + 1)

)3/2 → 0 as n → ∞.

Thus, by Lyapunov’s Theorem,

n∑
i=1

i Xi − n(n + 1)

4(
1

24
n(n + 1)(2n + 1)

)1/2

d−→ N (0, 1) as n → ∞.

1.13.5 {Xn} i.i.d. B(1, p), 0 < p < 1.

p̂n = 1

n

∑
Xi

Wn = log
p̂n

(1 − p̂n)
.

(i) E{Wn} ∼= log
p

1 − p
+ 1

2n
p(1 − p)W ′′(p)

W ′(p) = (1 − p)(1 − p + p)

p(1 − p)2
= 1

p(1 − p)

W ′′(p) = − (1 − 2p)

p2(1 − p)2
.

Thus,

E{Wn} ∼= log

(
p

1 − p

)
− 1 − 2p

2np(1 − p)
.

(ii) V {Wn} ∼= p(1 − p)

n
· 1

(p(1 − p))2

= 1

np(1 − p)
.



C H A P T E R 2

Statistical Distributions

PART I: THEORY

2.1 INTRODUCTORY REMARKS

This chapter presents a systematic discussion of families of distribution functions,
which are widely used in statistical modeling. We discuss univariate and multivariate
distributions. A good part of the chapter is devoted to the distributions of sample
statistics.

2.2 FAMILIES OF DISCRETE DISTRIBUTIONS

2.2.1 Binomial Distributions

Binomial distributions correspond to random variables that count the number of suc-
cesses among N independent trials having the same probability of success. Such trials
are called Bernoulli trials. The probabilistic model of Bernoulli trials is applicable in
many situations, where it is reasonable to assume independence and constant success
probability.

Binomial distributions have two parameters N (number of trials) and θ (success
probability), where N is a positive integer and 0 < θ < 1. The probability distribution
function is denoted by b(i ; N , θ ) and is

b(i ; N , θ ) =
(

N

i

)
θ i (1 − θ )N−i , i = 0, 1, . . . , N . (2.2.1)

Examples and Problems in Mathematical Statistics, First Edition. Shelemyahu Zacks.
© 2014 John Wiley & Sons, Inc. Published 2014 by John Wiley & Sons, Inc.
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The c.d.f. is designated by B(i ; N , θ ), and is equal to B(i ; N , θ ) =
i∑

j=0

b( j ; N , θ ).

The Binomial distribution formula can also be expressed in terms of the incomplete
beta function by

N∑
j=a

b( j ; N , θ ) = Iθ (a, N − a + 1), a = 1, . . . , N (2.2.2)

where

Iξ (p, q) = 1

B(p, q)

∫ ξ

0
u p−1(1 − u)q−1du, 0 ≤ ξ ≤ 1. (2.2.3)

The parameters p and q are positive, i.e., 0 < p, q < ∞; B(p, q) =
∫ 1

0
u p−1(1 −

u)q−1du is the (complete) beta function. Or

B(i ; N , θ ) = 1 − Iθ (i + 1, N − i) = I1−θ (N − i, i + 1), i = 0, . . . , N − 1.

(2.2.4)

The quantiles B−1(p; N , θ ), 0 < p < 1, can be easily determined by finding the
smallest value of i at which B(i ; N , θ ) ≥ p.

2.2.2 Hypergeometric Distributions

The hypergeometric distributions are applicable when we sample at random without
replacement from a finite population (collection) of N units, so that every possible
sample of size n has equal selection probability, 1/

(N
n

)
. If X denotes the number of

units in the sample having a certain attribute, and if M is the number of units in the
population (before sampling) having the same attribute, then the distribution of X is
hypergeometric with the probability density function (p.d.f.)

h(i ; N , M, n) =

(
M

i

)(
N − M

n − i

)
(

N

n

) , i = 0, . . . , n. (2.2.5)

The c.d.f. of the hypergeometric distribution will be denoted by H (i ; N , M, n). When
n/N is sufficiently small (smaller than 0.1 for most practical applications), we can
approximate H (i ; N , M, n) by B(i ; n, M/N ). Better approximations (Johnson and
Kotz, 1969, p. 148) are available, as well, as bounds on the error terms.
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2.2.3 Poisson Distributions

Poisson distributions are applied when the random variables under consideration
count the number of events occurring in a specified time period, or on a spatial
area, and the observed processes satisfy the basic conditions of time (or space)
homogeneity, independent increments, and no memory of the past (Feller, 1966,
p. 566). The Poisson distribution is prevalent in numerous applications of statistics to
engineering reliability, traffic flow, queuing and inventory theories, computer design,
ecology, etc.

A random variable X is said to have a Poisson distribution with intensity λ,
0 < λ < ∞, if it assumes only the nonnegative integers according to a probability
distribution function

p(i ; λ) = e−λ λ
i

i!
, i = 0, 1 . . . . (2.2.6)

The c.d.f. of such a distribution is denoted by P(i ; λ).
The Poisson distribution can be obtained from the Binomial distribution by let-

ting N → ∞, θ → 0 so that Nθ → λ, where 0 < λ < ∞ (Feller, 1966, p. 153, or
Problem 5 of Section 1.10). For this reason, the Poisson distribution can provide a
good model in cases of counting events that occur very rarely (the number of cases
of a rare disease per 100,000 in the population; the number of misprints per page in a
book, etc.).

The Poisson c.d.f. can be determined from the incomplete gamma function accord-
ing to the following formula

P(k; λ) = 1

�(k + 1)

∫ ∞

λ

xke−x dx, (2.2.7)

for all k = 0, 1, . . ., where

�(p) =
∫ ∞

0
x p−1e−x dx, p > 0 (2.2.8)

is the gamma function.

2.2.4 Geometric, Pascal, and Negative Binomial Distributions

The geometric distribution is the distribution of the number of Bernoulli trials until
the first success. This distribution has therefore many applications (the number of
shots at a target until the first hit). The probability distribution function of a geometric
random variable is

g(i ; θ ) = θ (1 − θ )i−1, i = 1, 2, . . . (2.2.9)

where θ , 0 < θ < 1, is the probability of success.
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If the random variable counts the number of Bernoulli trials until the ν-th success,
ν = 1, 2, . . ., we obtain the Pascal distribution with p.d.f.

g(i ; θ, ν) =
(

i − 1

ν − 1

)
θν(1 − θ )i−ν, i = ν, ν + 1, . . . . (2.2.10)

The geometric distributions constitute a subfamily with ν = 1. Another family of
distributions of this type is that of the Negative-Binomial distributions. We designate
by NB(ψ, ν), 0 < ψ < 1, 0 < ν < ∞, a random variable having a Negative-Binomial
distribution if its p.d.f. is

nb(i ;ψ, ν) = �(ν + i)

�(i + 1)�(ν)
(1 − ψ)νψ i , i = 0, 1, . . . . (2.2.11)

Notice that if X has the Pascal distribution with parameters ν and θ , then X − ν

is distributed like NB(1 − θ, ν). The probability distribution of Negative-Binomial
random variables assigns positive probabilities to all the nonnegative integers. It can
therefore be applied as a model in cases of counting random variables where the
Poisson assumptions are invalid. Moreover, as we show later, Negative-Binomial
distributions may be obtained as averages of Poisson distributions. The family of
Negative-Binomial distributions depend on two parameters and can therefore be
fitted to a variety of empirical distributions better than the Poisson distributions.
Examples of this nature can be found in logistics research in studies of population
growth with immigration, etc.

The c.d.f. of the NB(ψ, ν), to be designated as NB(i ;ψ, ν), can be determined by
the incomplete beta function according to the formula

NB(k;ψ, ν) = I1−ψ (ν, k + 1), k = 0, 1 . . . . (2.2.12)

A proof of this useful relationship is given in Example 2.3.

2.3 SOME FAMILIES OF CONTINUOUS DISTRIBUTIONS

2.3.1 Rectangular Distributions

A random variable X has a rectangular distribution over the interval (θ1, θ2), −∞ <

θ1 < θ2 < ∞, if its p.d.f. is

fR(x ; θ1, θ2) =

⎧⎪⎨⎪⎩
1

θ2 − θ1
, if θ1 < x < θ2

0, otherwise.

(2.3.1)

The family of all rectangular distributions is a two-parameter family. We denote r.v.s
having these distributions by R(θ1, θ2); −∞ < θ1 < θ2 < ∞. We note that if X is
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distributed as R(θ1, θ2), then X is equivalent to θ1 + (θ2 − θ1)U , where U ∼ R(0, 1).
This can be easily verified by considering the distribution functions of R(θ1, θ2)
and of R(0, 1), respectively. Accordingly, the parameter α = θ1 can be considered a
location parameter and β = θ2 − θ1 is a scale parameter. Let fU (x) = I {0 ≤ x ≤ 1}
be the p.d.f. of the standard rectangular r.v. U . Thus, we can express the p.d.f. of
R(θ1, θ2) by the general presentation of p.d.f.s in the location and scale parameter
models; namely

fR(x ; θ1, θ2) = 1

θ2 − θ1
fU

(
x − θ1

θ2 − θ1

)
, −∞ ≤ x ≤ ∞. (2.3.2)

The standard rectangular distribution function occupies an important place in the
theory of statistics. One of the reasons is that if a random variable has an arbitrary
continuous distribution function F(x), then the transformed random variable Y =
F(X ) is distributed as U . For each ξ , 0 < ξ < 1, let

F−1
U (ξ ) = inf{x : F(x) = ξ} = ξ. (2.3.3)

Accordingly, since F(x) is nondecreasing and continuous,

P{F(X ) ≤ ξ} = P{X ≤ F−1(ξ )} = F(F−1(ξ )) = ξ. (2.3.4)

The transformation X → F(X ) is called the Cumulative Probability Integral
Transformation.

Notice that the pth quantile of R(θ1, θ2) is

Rp(θ1, θ2) = θ1 + p(θ2 − θ1). (2.3.5)

The following has application in the theory of testing hypotheses.
If X has a discrete distribution F(x) and if we define the function

H (x, γ ) = F(x − 0) + γ [F(x) − F(x − 0)], (2.3.6)

where −∞ < x < ∞ and 0 ≤ γ ≤ 1, then H (X,U ) has a rectangular distribution
as R(0, 1), where U is also distributed like R(0, 1), independently of X . We notice
that if x is a jump point of F(x), then H (x, γ ) assumes a value in the interval
[F(x − 0), F(x)]. On the other hand, if x is not a jump point, then H (x, γ ) = F(x)
for all γ . Thus, for every p, 0 ≤ p ≤ 1,

H (x, γ ) ≤ p if and only if

x < F−1(p) or x = F−1(p) and γ ≤ γ (p),
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where

γ (p) = p − F(F−1(p) − 0)

F(F−1(p)) − F(F−1(p) − 0)
. (2.3.7)

Accordingly, for every p, 0 ≤ p ≤ 1,

P{H (X,U ) ≤ p} = P{X < F−1(p)} + P{U ≤ γ (p)}P{X = F−1(p)}
= F(F−1(p) − 0) + γ (p)[F(F−1(p)) − F(F−1(p) − 0)] = p.

(2.3.8)

2.3.2 Beta Distributions

The family of Beta distributions is a two-parameter family of continuous distributions
concentrated over the interval [0, 1]. We denote these distributions by β(p, q); 0 < p,
q < ∞. The p.d.f. of a β(p, q) distribution is

f (x ; p, q) = 1

B(p, q)
x p−1(1 − x)q−1, 0 ≤ x ≤ 1. (2.3.9)

The R(0, 1) distribution is a special case. The distribution function (c.d.f.) of β(p, q)
coincides over the interval (0, 1) with the incomplete Beta function (2.3.2). Notice
that

Iξ (p, q) = 1 − I1−ξ (q, p), for all 0 ≤ ξ ≤ 1. (2.3.10)

Hence, the Beta distribution is symmetric about x = .5 if and only if p = q.

2.3.3 Gamma Distributions

The Gamma function �(p) was defined in (2.2.8). On the basis of this function
we define a two-parameter family of distribution functions. We say that a random
variable X has a Gamma distribution with positive parameters λ and p, to be denoted
by G(λ, p), if its p.d.f. is

f (x ; λ, p) = λp

�(p)
x p−1e−λx , 0 ≤ x ≤ ∞. (2.3.11)

λ−1 is a scale parameter, and p is called a shape parameter. A special important case
is that of p = 1. In this case, the density reduces to

f (x ; λ) = λe−λx , 0 ≤ x ≤ ∞. (2.3.12)
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This distribution is called the (negative) exponential distribution. Exponentially
distributed r.v.s with parameter λ are denoted also as E(λ).

The following relationship between Gamma distributions explains the role of the
scale parameter λ−1

G(λ, p) ∼ 1

λ
G(1, p), for all λ. (2.3.13)

Indeed, from the definition of the gamma p.d.f. the following relationship holds for
all ξ , 0 ≤ ξ ≤ ∞,

P{G(λ, p) ≤ ξ} = λp

�(p)

∫ ξ

0
x p−1e−λx dx

= 1

�(p)

∫ λξ

0
x p−1e−x dx = P

{
1

λ
G(1, p) ≤ ξ

}
.

(2.3.14)

In the case of λ = 1
2 and p = ν/2, ν = 1, 2, . . . the Gamma distribution is also called

chi-squared distribution with ν degrees of freedom. The chi-squared random variables
are denoted by χ2[ν], i.e.,

χ2[ν] ∼ G

(
1

2
,
ν

2

)
; ν = 1, 2, . . . . (2.3.15)

The reason for designating a special name for this subfamily of Gamma distributions
will be explained later.

2.3.4 Weibull and Extreme Value Distributions

The family of Weibull distributions has been extensively applied to the theory of
systems reliability as a model for lifetime distributions (Zacks, 1992). It is also used
in the theory of survival distributions with biological applications (Gross and Clark,
1975). We say that a random variable X has a Weibull distribution with parameters
(λ, α, ξ ); 0 < λ, 0 < α < ∞; −∞ < ξ < ∞, if (X − ξ )α ∼ G(λ, 1). Accordingly,
(X − ξ )α has an exponential distribution with a scale parameter λ−1, ξ is a location
parameter, i.e., the p.d.f. assumes positive values only for x ≥ ξ . We will assume
here, without loss of generality, that ξ = 0. The parameter α is called the shape
parameter. The p.d.f. of X , for ξ = 0 is

fW (x ; λ, α) = λαxα−1 exp{−λxα}, 0 ≤ x ≤ ∞, (2.3.16)

and its c.d.f. is

FW (x ; λ, α) =
{

1 − exp{−λxα}, x ≥ 0

0, x < 0.
(2.3.17)
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The extreme value distribution (of Type I) is obtained from the Weibull distribution
if we consider the distribution of Y = − log X , where Xα ∼ G(λ, 1). Accordingly,
the c.d.f. of Y is

P{Y ≤ η} = exp{−λe−αη}, (2.3.18)

−∞ < η < ∞, and its p.d.f. is

fEV (x ; λ, α) = λα exp{−αx − λe−αx }, (2.3.19)

−∞ < x < ∞.
Extreme value distributions have been applied in problems of testing strength of

materials, maximal water flow in rivers, biomedical problems, etc. (Gumbel, 1958).

2.3.5 Normal Distributions

The normal distribution occupies a central role in statistical theory. Many of the
statistical tests and estimation procedures are based on statistics that have distributions
approximately normal in a large sample.

The family of normal distributions, to be designated by N (ξ, σ 2), depends on
two parameters. A location parameter ξ , −∞ < ξ < ∞ and a scale parameter σ ,
0 < σ < ∞. The p.d.f. of a normal distribution is

f (x ; ξ, σ ) = 1√
2π σ

exp

{
−1

2

(
x − ξ

σ

)2
}
, (2.3.20)

−∞ < x < ∞.
The normal distribution with ξ = 0 and σ = 1 is called the standard normal

distribution. The standard normal p.d.f. is denoted by φ(x). Notice that N (ξ, σ 2) ∼
ξ + σ N (0, 1). Indeed, since σ > 0,

P{N (ξ, σ 2) ≤ x} = 1√
2π σ

∫ x

−∞
exp

{
−1

2

(
y − ξ

σ

)2
}

dy

= 1√
2π

∫ x−ξ

σ

−∞
exp

{
−1

2
z2

}
dz = P{ξ + σ N (0, 1) ≤ x}.

(2.3.21)

According to (2.3.21), the c.d.f. of N (ξ, σ 2) can be computed on the basis of the
standard c.d.f. The standard c.d.f. is denoted by �(x). It is also called the standard
normal integral. Efficient numerical techniques are available for the computation of
�(x). The function and its derivatives are tabulated. Efficient numerical approxima-
tions and asymptotic expansions are given in Abramowitz and Stegun (1968, p. 925).
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The normal p.d.f. is symmetric about the location parameter ξ . From this symmetry,
we deduce that

φ(x) = φ(−x), all −∞ < x < ∞
�(−x) = 1 − �(x), all −∞ < x < ∞.

(2.3.22)

By a series expansion of e−t2/2 and direct integration, one can immediately derive the
formula

�(x) = 1

2
+ 1√

2π

∞∑
j=0

(−1) j x2 j+1

j!2 j (2 j + 1)
, −∞ < x < ∞. (2.3.23)

The computation according to this formula is often inefficient. An excellent comput-
ing formula was given by Zelen and Severo (1968), namely

�(x) = 1 − φ(x)[b1t + b2t2 + · · · + b5t5] + ε(x), x ≥ 0, (2.3.24)

where t = (1 + px)−1, p = .2316419; b1 = .3193815; b2 = −.3565638; b3 =
1.7814779; b4 = −1.8212550; b5 = 1.3302744. The magnitude of the error term
is |ε(x)| < 7.5 · 10−8.

2.3.6 Normal Approximations

The normal distribution can be used in certain cases to approximate well, the cumula-
tive probabilities of other distribution functions. Such approximations are very useful
when it becomes too difficult to compute the exact cumulative probabilities of the
distributions under consideration. For example, suppose X ∼ B(100, .35) and we
have to compute the probability of the event {X ≤ 88}. This requires the computation
of the sum of 89 terms in

B(88; 100, .35) =
88∑
j=0

(
100

j

)
(.35) j (.65)100− j .

Usually, such a numerical problem requires the use of some numerical approximation
and/or the use of a computer. However, the cumulative probability B(88 | 100, .35)
can be easily approximated by the normal c.d.f. This approximation is based on the
celebrated Central Limit Theorem, which was discussed in Section 1.12. Accordingly,
if X ∼ B(n, θ ) and n is sufficiently large (relative to θ ) then, for 0 ≤ k1 ≤ k2 ≤ n,

P{k1 ≤ X ≤ k2} ≈ �

(
k2 + 1

2 − nθ√
nθ (1 − θ )

)
− �

(
k1 − 1

2 − nθ√
nθ (1 − θ )

)
. (2.3.25)

The symbol ≈ designates a large sample approximation.
The maximal possible error in using this approximation is less than .14[nθ (1 −

θ )]−1/2 (Johnson and Kotz, 1969, p. 64). The approximation turns out to be quite
good, even if n is not very large, if θ is close to θ0 = .5. In Table 2.1, we compare the
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Table 2.1 Normal Approximation to the Binomial c.d.f. n = 25

θ = .5 θ = .4 θ = .25

k Exact Approx. Exact Approx. Exact Approx.

0 0.000000 0.000001 0.000003 0.000053 0.000753 0.003956
1 0.000001 0.000005 0.000047 0.000260 0.006271 0.014120
2 0.000010 0.000032 0.000426 0.001100 0.031356 0.041632
3 0.000078 0.000159 0.002364 0.003982 0.095462 0.102012
4 0.000455 0.000687 0.009468 0.012372 0.212988 0.209462
5 0.002039 0.002555 0.029359 0.033096 0.377526 0.364517
6 0.007317 0.008198 0.073562 0.076521 0.560346 0.545964
7 0.021643 0.022750 0.153549 0.153717 0.725754 0.718149
8 0.053876 0.054799 0.273529 0.270146 0.849810 0.850651
9 0.114761 0.115070 0.424614 0.419128 0.927919 0.933337

10 0.212178 0.211855 0.585772 0.580872 0.969578 0.975176
11 0.345019 0.344578 0.732279 0.729854 0.988513 0.992343
12 0.500000 0.500000 0.846229 0.846283 0.995877 0.998054
13 0.654981 0.655422 0.922196 0.923479 0.998332 0.999594
14 0.787822 0.788145 0.965606 0.966904 0.999033 0.999931
15 0.885238 0.884930 0.986828 0.987628 0.999204 0.999990
16 0.946124 0.945201 0.995671 0.996018 0.999240 0.999999
17 0.978357 0.977250 0.998792 0.998900 0.999246 1.000000
18 0.992683 0.991802 0.999716 0.999740 0.999247 1.000000
19 0.997961 0.997445 0.999944 0.999947 0.999247 1.000000
20 0.999545 0.999313 0.999939 0.999991 0.999247 1.000000
21 0.999922 0.999841 0.999996 0.999999 0.999247 1.000000
22 0.999990 0.999968 0.999997 1.000000 0.999247 1.000000
23 0.999999 0.999995 0.999997 1.000000 0.999247 1.000000
24 1.000000 0.999999 0.999997 1.000000 0.999247 1.000000
25 1.000000 1.000000 0.999997 1.000000 0.999247 1.000000

numerically exact c.d.f. values of the Binomial distribution B(k; n, θ ) with n = 25
(relatively small) and θ = .25, .40, .50 to the approximation obtained from (2.3.25)
with k = k2 and k1 = 0.

Considerable research has been done to improve the Normal approximation to the
Binomial c.d.f. Some of the main results and references are provided in Johnson and
Kotz (1969, p. 64).

In a similar manner, the normal approximation can be applied to approximate the
Hypergeometric c.d.f. (Johnson and Kotz, 1969, p. 148); the Poisson c.d.f. (Johnson
and Kotz, 1969, p. 99) and the Negative-Binomial c.d.f. (Johnson and Kotz, 1969,
p. 127).

The normal distribution can provide also good approximations to the G(λ, ν)
distributions, when ν is sufficiently large, and to other continuous distributions. For
a summary of approximating formulae and references see Johnson and Kotz (1969)
and Zelen and Severo (1968). In Table 2.2 we summarize important characteristics
of the above distribution functions.
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2.4 TRANSFORMATIONS

2.4.1 One-to-One Transformations of Several Variables

Let X1, . . . , Xk be random variables of the continuous type with a joint p.d.f.
f (x1, . . . , xk). Let yi = gi (xi , . . . , xk), i = 1, . . . , k, be one-to-one transformations,
and let xi = ψi (y1, . . . , yk ) i = 1, . . . , k, be the inverse transformations. Assume that
∂ψi

∂y j
are continuous for all i, j = 1, . . . , k at all points (y1, . . . , yk). The Jacobian of

the transformation is

J (y1, . . . , yk) = det.

(
∂ψi

∂y j
; i, j = 1, . . . , k

)
; (2.4.1)

where det.(·) denotes the determinant of the matrix of partial derivatives. Then the
joint p.d.f. of (Y1, . . . ,Yk) is

h(y1, . . . , yk) = f (ψ1(y), . . . , ψk(y))|J (y)|, y = (y1, . . . , yk ). (2.4.2)

2.4.2 Distribution of Sums

Let X1, X2 be absolutely continuous random variables with a joint p.d.f. f (x1, x2).
Consider the one-to-one transformation Y1 = X1, Y2 = X1 + X2. It is easy to verify
that J (y1, y2) = 1. Hence,

fY1,Y2 (y1, y2) = fX1,X2 (y1, y2 − y1).

Integrating over the range of Y1 we obtain the marginal p.d.f. of Y2, which is the
required p.d.f. of the sum. Thus, if g(y) denotes the p.d.f. of Y2

g(y) =
∫ ∞

−∞
f (x, y − x)dx . (2.4.3)

If X1 and X2 are independent, having marginal p.d.f.s f1(x) and f2(x), the p.d.f. of
the sum g(y) is the convolution of f1(x) and f2(x), i.e.,

g(y) =
∫ ∞

−∞
f1(x) f2(y − x)dx . (2.4.4)

If X1 is discrete, the integral in (2.4.4) is replaced by a sum over the jump points of
F1(x). If there are more than two variables, the distribution of the sum can be found
by a similar method.

2.4.3 Distribution of Ratios

Let X1, X2 be absolutely continuous with a joint p.d.f., f (x1, x2). We wish to derive
the p.d.f. of R = X1/X2. In the general case, X2 can be positive or negative and
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therefore we separate between the two cases. Over the set −∞ < x1 < ∞, 0 < x2 <

∞ the transformation R = X1/X2 and Y = X2 is one-to-one. It is also the case over
the set −∞ < x1 < ∞, −∞ < x2 < 0. The Jacobian of the inverse transformation
is J (y, r ) = −y. Hence, the p.d.f. of R is

h(r ) = −
∫ 0

−∞
y f (yr, y)dy +

∫ ∞

0
y f (yr, y)dy. (2.4.5)

The result of Example 2.2 has important applications.
Let X1, X2, . . . , Xk be independent random variables having gamma distributions

with equal λ, i.e., Xi ∼ G(λ, νi ), i = 1, . . . , k. Let T =
k∑

i=1

Xi and for i = 1, . . . ,

k − 1

Yi = Xi/T .

The marginal distribution of Yi is β

⎛⎝νi ,

k∑
j=1

ν j − νi

⎞⎠. The joint distribution of

Y = (Y1, . . . ,Yk−1) is called the Dirichlet distribution, D(ν1, ν2, . . . , νk ), whose
joint p.d.f. is

g(y1, . . . , yk−1; ν) = �(ν1 + · · · + νk)
k∏

i=1

�(νi )

k−1∏
i=1

yνi −1
i

⎛⎝1 −
k−1∑
j=1

y j

⎞⎠νk−1

, (2.4.6)

for yi ≥ 0,
k−1∑
j=1

y j ≤ 1.

The p.d.f. of D(ν1, . . . , νk) is a multivariate generalization of the beta distribution.

Let ν∗ =
k∑

j=1

ν j . One can immediately prove that for all i, i ′ = 1, . . . , k − 1

E{Yi Yi ′ } = νiνi ′

ν∗(ν∗ + 1)
, (2.4.7)

and thus

cov(Yi ,Yi ′ ) = − νiνi ′

ν∗2(ν∗ + 1)
(2.4.8)

Additional properties of the Dirichlet distributions are specified in the exercises.
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2.5 VARIANCES AND COVARIANCES OF SAMPLE MOMENTS

A random sample is a set of n (n ≥ 1) independent and identically distributed
(i.i.d.) random variables, having a common distribution F(x). We assume that F has
all moments required in the following development. The r th moment of F , r ≥ 1,
is μr .

The r th sample moment is

μ̂r = 1

n

n∑
i=1

Xr
i . (2.5.1)

We immediately obtain that

E{μ̂r } = 1

n

n∑
i=1

E{Xr
i }

= μr , r ≥ 1,

(2.5.2)

since all Xi are identically distributed. Notice that due to independence,
cov(Xi , X j ) = 0 for all i 
= j . We present here a method for computing V {μ̂r }

and cov{μ̂r , μ̂r ′) for r 
= r ′. We consider expansions of the form

(
n∑

i=1

Xl
i

)k

, l, k ≥ 1,

in terms of augmented symmetric functions and introduce the following notation

(l) =
n∑

i=1

Xl
i , (2.5.3)

[l1l2] =
∑∑

i 
= j

X l1
i X l2

j , (2.5.4)

[l1l2l3] =
∑∑∑

i 
= j 
=k

Xl1
i X l2

j X l3
k , (2.5.5)

etc. The sum of powers in such an expression is called the weight of [ ]. Thus,
the weight of [l1l2l3] is w = l1 + l2 + l3. In Table 2.3, we find expansions of
(l1)α1 (l2)α2 · · · in terms of multi-sums [lr1

1 lr2
2 · · · ]. For additional values of coef-

ficients for such expansions, see David and Kendall (1955). For example, to

expand

(
n∑

i=1

X3
i

)(
n∑

i=1

Xi

)2

the weight is w = 5, and according to Table 2.3,

(3)(1)2 = [5] + 2[41] + [32] + [312].
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Table 2.3 Augmented Symmetric Functions in Terms of Power-Series

Weight ( ) [ ]

2 (2) [2]
(1)2 [2] + [12]

3 (3) [3]
(2)(1) [3] + [21]
(1)3 [3] + 3[21] + [13]

4 (4) [4]
(3)(1) [4] + [31]
(2)2 [4] + [22]

(2)(1)2 [4] + 2[31] + [22] + [212]
(1)4 [4] + 4[31] + 3[22] + 6[212] + [14]

5 (5) [5]
(4)(1) [5] + [41]
(3)(2) [5] + [32]
(3)(1)2 [5] + 2[41] + [32] + [312]
(2)2(1) [5] + [41] + 2[32] + [221]
(2)(1)3 [5] + 3[41] + 4[32] + 3[312] + 3[221] + [213]

(1)5 [5] + 5[41] + 10[32] + 10[312] + 15[221] + 10[213] + [15]

6 (6) [6]
(5)(1) [6] + [51]
(4)(2) [6] + [42]
(4)(12) [6] + 2[51] + [42] + [412]

(3)2 [6] + [32]
(3)(2)(1) [6] + [51] + [42] + [32] + [321]
(3)(1)3 [6] + 3[51] + 3[42] + 3[412] + [32] + 3[321] + [313]

(2)3 [6] + 3[42] + [23]
(2)2(1)2 [6] + 2[51] + 3[42] + [412] + 2[32] + 4[321] + [23] + [2212]
(2)(1)4 [6] + 4[51] + 7[42] + 6[412] + 4[32] + 16[32]

+ 4[313] + 3[23] + 6[2212] + [214]
(1)6 [6] + 6[51] + 15[42] + 15[412] + 10[32] + 60[321]

+ 20[313] + 15[23] + 45[2212] + 15[214] + [16]

(*) [32] = [33], etc.
Source: Compiled from David and Kendall (1955).

Thus,

(∑
i

X3
i

)(∑
i

Xi

)2

=
∑

i

X5
i + 2

∑∑
i 
= j

X4
i X j

+
∑∑

i 
= j

X3
i X2

j +
∑∑∑

i 
= j 
=k

X3
i X j Xk .
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The expected values of such expansions are given in terms of product of the moments
(independence) times the number of terms in the sum, e.g.,

E

⎧⎨⎩∑∑
i 
= j

X3
i X2

j

⎫⎬⎭ = n(n − 1)μ3μ2.

2.6 DISCRETE MULTIVARIATE DISTRIBUTIONS

2.6.1 The Multinomial Distribution

Consider an experiment in which the result of each trial belongs to one of k alternative
categories. Let θ ′ = (θ1, . . . , θk) be a probability vector, i.e., 0 < θi < 1 for all i =
1, . . . , k and

k∑
i=1

θi = 1. θi designates the probability that the outcome of an individual

trial belongs to the i th category. Consider n such independent trials, n ≥ 1, and let
X = (X1, . . . , Xk) be a random vector. Xi is the number of trials in which the i th

category is realized,
k∑

i=1

Xi = n. The distribution of X is given by the multinomial

probability distribution

p( j1, . . . , jk ; n, θ ) = n!

j1! . . . jk!

k∏
i=1

θ
ji

i , (2.6.1)

where ji = 0, 1, . . . , n and
k∑

i=1

ji = n. These terms are obtained by the multino-

mial expansion of (θ1 + · · · + θk)n . Hence, their sum equals 1. We will designate
the multinomial distribution based on n trials and probability vector θ by M(n, θ ).
The binomial distribution is a special case, when k = 2. Moreover, the marginal
distribution of Xi is the binomial B(n, θi ). The joint marginal distribution of any
pair (Xi , Xi ′) where 1 ≤ i < i ′ ≤ k is the corresponding trinomial, with probability
distribution function

p( ji , ji ′) = n!

ji ! ji ′ !(n − ji − ji ′ )!
θ

ji
i θ

ji ′
i ′ (1 − θi − θi ′)n−ν

where ν = ji + ji ′ .

(2.6.2)

We consider now the moments of the multinomial distribution. From the marginal
Binomial distribution of the Xs we have

E{Xi } = nθi , i = 1, . . . , k

V {Xi } = nθi (1 − θi ), i = 1, . . . , k.
(2.6.3)
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To obtain the covariance of Xi , X j , i 
= j we proceed in the following manner. If
n = 1 then E{Xi X j } = 0 for all i 
= j , since only one of the components of X is
one and all the others are zero. Hence, E{Xi X j } − E{Xi }E{X j } = −θiθ j if i 
= j . If
n > 1, we obtain the result by considering the sum of n independent vectors. Thus,

cov(Xi , X j ) = −nθiθ j , all i 
= j. (2.6.4)

We conclude the section with a remark about the joint moment generating function
(m.g.f.) of the multinomial random vector X. This function is defined in the following

manner. Since Xk = n −
k−1∑
i=1

Xi , we define for every k ≥ 2

M(t1, . . . , tk−1) = E

{
exp

k−1∑
i=1

ti Xi

}
. (2.6.5)

One can prove by induction on k that

M(t1, . . . , tk−1) =
[

k−1∑
i=1

θi e
ti +

(
1 −

k−1∑
i=1

θi

)]n

. (2.6.6)

2.6.2 Multivariate Negative Binomial

Let X = (X1, . . . , Xk) be a k-dimensional random vector. Each random variable, Xi ,
i = 1, . . . , k, can assume only nonnegative integers. Their joint probability distribu-
tion function is given by

g( j1, . . . , jk ; θ , ν) =
�

(
ν +

k∑
i=1

ji

)

�(ν)
k∏

i=1

�( ji + 1)

(
1 −

k∑
i=1

θi

)ν k∏
i=1

θ
ji

i , (2.6.7)

where j1, . . . , jk = 0, 1, . . .; 0 < ν < ∞, 0 < θi < 1 for each i = 1, . . . , k and
k∑

i=1

θi < 1. We develop here the basic theory for the case of k = 2. (For k = 1 the

distribution reduces to the univariate NB(θ, ν). Summing first with respect to j2 we
obtain

∞∑
j2=0

g( j1, j2; θ1, θ2, ν) = �(ν + j1)(1 − θ1 − θ2)νθ j1
1

(1 − θ2)ν+ j1�(ν)�( j1 + 1)
. (2.6.8)
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Hence, the marginal of Xi is

P{X1 = j1} = nb

(
j1;

θ1

1 − θ2
, ν

)
, j1 = 0, 1, . . . (2.6.9)

where nb( j ;ψ, ν) is the p.d.f. of the negative binomial NB(ψ, ν). By dividing the

joint probability distribution function g( j1, j2; θ1, θ2, ν) by nb

(
j1;

θ1

1 − θ2
, ν

)
, we

obtain that the conditional distribution of X2 given X1 is the negative binomial
NB(θ2, ν + X1). Accordingly, if NB(θ1, θ2, ν) designates a bivariate negative bino-
mial with parameters (θ1, θ2, ν), then the expected value of Xi is given by

E{Xi } = νθi/(1 − θ1 − θ2), i = 1, 2. (2.6.10)

The variance of the marginal distribution is

V {X1} = νθ1(1 − θ2)/(1 − θ1 − θ2)2. (2.6.11)

Finally, to obtain the covariance between X1 and X2 we determine first

E{X1 X2} = E{X1 E{X2 | X1}}

= θ2

1 − θ2
E{X1(ν + X2)} = ν(ν + 1)

θ1θ2

(1 − θ1 − θ2)2
.

(2.6.12)

Therefore,

cov(X1, X2) = νθ1θ2

(1 − θ1 − θ2)2
. (2.6.13)

We notice that, contrary to the multinomial case, the covariances of any two compo-
nents of the multivariate negative binomial vector are all positive.

2.6.3 Multivariate Hypergeometric Distributions

This family of k-variate distributions is derived by a straightforward generalization
of the univariate model. Accordingly, suppose that a finite population of elements

contain M1 of type 1, M2 of type 2, . . . , Mk of type k and N −
k∑

i=1

Mi of other

types. A sample of n elements is drawn at random and without replacement from this
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population. Let Xi , i = 1, . . . , k denote the number of elements of type i observed
in the sample. The p.d.f. of X = (X1, . . . , Xk) is

f (x1, . . . , xk ; N , M1, . . . , Mk, n) =

k∏
i=1

(
Mi

xi

)(
N − �Mi

n − �xi

)
(

N

n

) ,

xi = 0, 1, . . . (i = 1, . . . , k),
k∑

i=1

xi ≤ n.

(2.6.14)

One immediately obtains that the marginal distributions of the components of
X are hypergeometric distributions, with parameters (N , Mi , n), i = 1, . . . , k. If we
designate by H (N , M1, . . . , Mk, n) the multivariate hypergeometric distribution, then
the conditional distribution of (Xr+1, . . . , Xk) given (X1 = j1, . . . , Xr = jr ) is the

hypergeometric H

(
N −

r∑
i=1

Mi , Mr+1, . . . , Mk, n −
r∑

i=1

ji

)
. Using this result and

the law of the iterated expectation we obtain the following result, for all i 
= j ,

cov(Xi , X j ) = −n

(
1 − n − 1

N − 1

)
Mi

N
· M j

N
. (2.6.15)

This result is similar to that of the multinomial (2.6.4), which corresponds to sampling
with replacement.

2.7 MULTINORMAL DISTRIBUTIONS

2.7.1 Basic Theory

A random vector (X1, . . . , Xk ) of the continuous type has a k-variate multinormal
distribution if its joint p.d.f. can be expressed in vector and matrix notation as

f (x1, . . . , xk) = 1

(2π )k/2|V |1/2
exp

{
−1

2
(x − ξ )′V −1(x − ξ )

}
(2.7.1)

for −∞ < ξi < ∞, i = 1, . . . , k. Here, x = (x1, . . . , xk)′, ξ = (ξ1, . . . , ξk)′. V is
a k × k symmetric positive definite matrix and |V | is the determinant of V . We
introduce the notation X ∼ N (ξ , V ). We notice that the k-variate multinormal p.d.f.
(2.7.1) is symmetric about the point ξ . Hence, ξ is the expected value (mean) vector
of X. Moreover, all the moments of X exist.
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The m.g.f. of X is

M(t1, . . . , tk ) = E{exp(t′X)}

= exp

(
1

2
t′V t + t′ξ

)
.

(2.7.2)

To establish formula (2.7.2) we can assume, without loss of generality, that ξ = 0,
since if MX(t) is the m.g.f. of X and Y = X + b, then the m.g.f. of Y is MY(t) =
exp(t′b)MX(t). Thus, we have to determine

M(t) = 1

(2π )k/2|V |1/2

∫ ∞

−∞
· · ·
∫ ∞

−∞
exp

(
t′x − 1

2
x′V −1x

) k∏
i=1

dxi . (2.7.3)

Since V is positive definite, there exists a nonsingular matrix D such that V =
DD′. Consider the transformation Y = D−1X; then x′V −1x = y′y and t′x = t′ Dy.
Therefore,

−1

2
x′V −1x + t ′x = −1

2
(y − D′t)′(y − D′t) + 1

2
t ′V t. (2.7.4)

Finally, the Jacobian of the transformation is |D| and

M(t) = exp

(
1

2
t′V t

)
· |D|

(2π )k/2|V |1/2

∫ ∞

−∞
· · ·

∫ ∞

−∞
exp

(
−1

2
(y − D′t)′(y − D′t)

) k∏
i=1

dyi . (2.7.5)

Since |D| = |V |1/2 and (2π )−k/2 times the multiple integral on the right-hand side
is equal to one, we establish (2.7.2). In order to determine the variance–covariance
matrix of X we can assume, without loss of generality, that its expected value is zero.
Accordingly, for all i , j ,

cov(Xi , X j ) = ∂2

∂ti∂t j
M(t)

∣∣
t=0. (2.7.6)

From (2.7.2) and (2.7.6), we obtain that cov(Xi , X j ) = σi j . (i, j = 1, . . . , k), where
σi j is the (i, j)th element of V . Thus, V is the variance–covariance matrix of X .

A k-variate multinormal distribution is called standard if ξi = 0 and σi i = 1 for all
i = 1, . . . , k. In this case, the variance matrix will be denoted by R since its elements
are the correlations between the components of X. A standard normal vector is often
denoted by Z, its joint p.d.f. and c.d.f. by φk(z | R) and �k(z | R), respectively.
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2.7.2 Distribution of Subvectors and Distributions of Linear Forms

In this section we present several basic results without proofs. The proofs are straight-
forward and the reader is referred to Anderson (1958) and Graybill (1961).

Suppose that a k-dimensional vector X has a multinormal distribution N (μ, V ). We
consider the two subvectors Y and Z, i.e., X′ = (Y′,Z′), where Y is r -dimensional,
1 ≤ r < k.

Partition correspondingly the expectation vector ξ to ξ ′ = (η′, ζ ′) and the covari-
ance matrix to

V =
(

V11 V12

V21 V22

)

The following results are fundamental to the multinormal theory.

(i) Y ∼ N (η, V11)

(ii) Z ∼ N (ζ , V22)

(iii) Y | Z ∼ N (η + V12V −1
22 (Z − ζ ), V11 − V12V −1

22 V21),

and an analogous formula can be obtained for the conditional distribution of Z
given Y.

The conditional expectation

E{Y | Z} = η + V12V −1
22 (Z − ζ ) (2.7.7)

is called the linear regression of Y on Z. The conditional covariance matrix

�| (Y | Z) = V11 − V12V −1
22 V21 (2.7.8)

represents the variances and covariances of the components of Y around the linear
regression hyperplane. The above results have the following converse counterpart.
Suppose that Y and Z are two vectors such that

(i) Y | Z ∼ N (AZ, V )

and

(ii) Z ∼ N (ζ, D);

then the marginal distribution of Y is the multinormal

Y ∼ N (Aζ , V + ADA′)
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and the joint distribution of Y and Z is the multinormal, with expectation vector
(ζ ′ A′, ζ ′)′ and a covariance matrix

(
V + ADA′ AD

DA′ D

)
.

Finally, if X ∼ N (ξ , V ) and Y = b + AX, then Y ∼ N (b + Aξ ,AVA′). That is,
every linear combination of normally distributed random variables is normally
distributed.

In the case of k = 2, the multinormal distribution is called a bivariate normal
distribution. The joint p.d.f. of a bivariate normal distribution is

f (x, y; ξ, μ, σ1, σ2, ρ) = 1

2πσ1σ2

√
1 − ρ2

·

exp

{
− 1

2(1 − ρ2)

[(
x − ξ

σ1

)2

− 2ρ
x − ξ

σ1
· y − η

σ2
+
(

y − η

σ2

)2
]}

,

(2.7.9)

−∞ < x , y < ∞.
The parameters ξ and η are the expectations, and σ 2

1 and σ 2
2 are the variances of

X and Y , respectively. ρ is the coefficient of correlation.
The conditional distribution of Y given {X = x} is normal with conditional expec-

tation

E{Y | x} = η + β(x − ξ ), (2.7.10)

where β = ρσ2/σ1. The conditional variance is

σ 2
y|x = σ 2

2 (1 − ρ2). (2.7.11)

These formulae are special cases of (2.7.7) and (2.7.8). Since the joint p.d.f. of (X,Y )
can be written as the product of the conditional p.d.f. of Y given X , with the marginal
p.d.f. of X , we obtain the expression,

f (x, y; ξ, η, σ1, σ2, ρ) = 1

σ1
φ

(
x − ξ

σ1

)
· 1

σ2

√
1 − ρ2

φ

(
y − η − β(x − ξ )

σ2

√
1 − ρ2

)
.

(2.7.12)
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This expression can serve also as a basis for an algorithm to compute the Bivariate-
Normal c.d.f., i.e.,

P{X ≤ x0,Y ≤ y0} =
∫ (x0−ξ )/σ1

−∞
φ(x)�

(
y0 − η − ρσ2x

σ2

√
1 − ρ2

)
dx . (2.7.13)

Let Z1, Z2 and Z3 have a joint standard Trivariate-Normal distribution, with a
correlation matrix

R =

⎛⎜⎝ 1 ρ12 ρ13

ρ12 1 ρ23

ρ13 ρ23 1

⎞⎟⎠.

The conditional Bivariate-Normal distribution of (Z1, Z2) given Z3 has a covariance
matrix

V =
(

1 − ρ2
13 ρ12 − ρ13ρ23

ρ12 − ρ13ρ23 1 − ρ2
23

)
. (2.7.14)

The conditional correlation between Z1 and Z2, given Z3 can be determined from
(2.7.14). It is called the partial correlation of Z1, Z2 under Z3 and is given by

ρ12.3 = ρ12 − ρ13ρ23√
(1 − ρ2

13)(1 − ρ2
23)

. (2.7.15)

2.7.3 Independence of Linear Forms

Let X = (X1, . . . , Xk)′ be a multinormal random vector. Without loss of generality,
assume that E{X} = 0. Let V be the covariance matrix of X. We investigate first the
conditions under which two linear functions Y1 = α′X and Y2 = β ′X are independent.

Let Y = (Y1,Y2)′, A =
(

α′

β ′

)
. That is, A is a 2 × k matrix and Y = AX. Y has

a bivariate normal distribution with a covariance matrix AV A′. Y1 and Y2 are inde-
pendent if and only if cov(Y1,Y2) = 0. Moreover, cov(Y1,Y2) = α′V β. Since V is
positive definite there exists a nonsingular matrix C such that V = CC ′. Accordingly,
cov(Y1,Y2) = 0 if and only if (C ′α)′(C ′β) = 0. This means that the vectors C ′α and
C ′β should be orthogonal. This condition is generalized in a similar fashion to cases
where Y1 and Y2 are vectors. Accordingly, if Y1 = AX and Y2 = BX, then Y1 and
Y2 are independent if and only if AVB′ = 0. In other words, the column vectors of
CA′ should be mutually orthogonal to the column vectors of C ′ B.
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2.8 DISTRIBUTIONS OF SYMMETRIC QUADRATIC FORMS OF
NORMAL VARIABLES

In this section, we study the distributions of symmetric quadratic forms in normal
random variables. We start from the simplest case.

Case A:

X ∼ N (0, σ 2), Q = X2.

Assume first that σ 2 = 1. The density of X is thenφ(x) = 1√
2π

exp(− 1
2 x2). Therefore,

the p.d.f. of Q is

fQ(y) = 1

2
√

2π
y−1/2

[
exp

(
−1

2
(
√

y)2

)
+ exp

(
−1

2
(−√

y)2

)]
= 1√

2 �( 1
2 )

y−1/2e− 1
2 y, 0 ≤ y ≤ ∞,

(2.8.1)

since �( 1
2 ) = √

π .
Comparing fQ(y) with the p.d.f. of the gamma distributions, we conclude that

if σ 2 = 1 then Q ∼ G( 1
2 ,

1
2 ) ∼ χ2[1]. In the more general case of arbitrary σ 2,

Q ∼ σ 2χ2[1].

Case B:

X ∼ N (ξ, σ 2), Q = X2.

This is a more complicated situation. We shall prove that the p.d.f. of Q (and so its
c.d.f. and m.g.f.) is, at each point, the expected value of the p.d.f. (or c.d.f. or m.g.f.)
of σ 2χ2[1 + 2J ], where J is a Poisson random variable with mean

λ = 1

2σ 2
ξ 2. (2.8.2)

Such an expectation of distributions is called a mixture. The distribution of Q when
σ 2 = 1 is called a noncentral chi-squared with 1 degree of freedom and parameter
of noncentrality λ. In symbols Q ∼ χ 2[1; λ]. When λ = 0, the noncentral chi-squared
coincides with the chi-squared, which is also called central chi-squared. The proof
is obtained by determining first the m.g.f. of Q. As before, assume that σ 2 = 1. Then,

MQ(t) = 1√
2π

∫ ∞

−∞
exp

(
t x2 − 1

2
(x − ξ )2

)
dx . (2.8.3)
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Write, for all t < 1
2 ,

t x2 − 1

2
(x − ξ )2 = 1

2
(1 − 2t)

(
x − ξ

1 − 2t

)2

+ ξ 2 t

1 − 2t
. (2.8.4)

Thus,

MQ(t) = exp

(
ξ2 t

1 − 2t

)
(1 − 2t)−1/2, t < 1/2. (2.8.5)

Furthermore, t/(1 − 2t) = − 1
2 + 1

2 (1 − 2t)−1. Hence,

MQ(t) = e− 1
2 ξ

2
∞∑
j=0

ξ 2 j

j!2 j
(1 − 2t)−( 1

2 + j). (2.8.6)

According to Table 2.2, (1 − 2t)−( 1
2 + j) is the m.g.f. of χ2[1 + 2 j]. Thus, according

to (2.8.6) the m.g.f. of χ2[1; λ] is the mixture of the m.g.f.s of χ 2[1 + 2J ], where J
has a Poisson distribution, with mean λ as in (2.8.2). This implies that the distribution
of χ2[1; λ] is the marginal distribution of X in a model where (X, J ) have a joint
distribution, such that the conditional distribution of X given {J = j} is like that of
χ2[1 + 2 j] and the marginal distribution of J is Poisson with expectation λ. From
Table 2.2, we obtain that E{χ2[ν]} = ν and V {χ2[ν]} = 2ν. Hence, by the laws of
the iterated expectation and total variance

E{χ2[1; λ]} = 1 + 2λ (2.8.7)

and

V {χ2[1; λ]} = 2(1 + 4λ). (2.8.8)

Case C:
X1, . . . , Xn are independent; Xi ∼ N (ξi , σ

2), i = 1, . . . , n,

Q =
n∑

i=1

X2
i .

It is required that all the variances σ 2 are the same. As proven in Case B,

X2
i ∼ σ 2χ2[1; λ1] ∼ σ 2χ2[1 + 2Ji ], i = 1, . . . , n (2.8.9)

where Ji ∼ P(λi ).
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Consider first the conditional distribution of Q given (J1, . . . , Jn). From the result
on the sum of independent chi-squared random variables, we infer

Q | (J1, . . . , Jn) ∼ σ 2χ2

[
n + 2

n∑
i=1

Ji

]
, (2.8.10)

where Q | (J1, . . . , Jn) denotes the conditional equivalence of the random variables.
Furthermore, since the original Xi s are independent, so are the Ji s and therefore

J1 + · · · + Jn ∼ P(λ1 + · · · + λn). (2.8.11)

Hence, the marginal distribution of Q is the mixture of σ 2χ2[n + 2M] where
M ∼ P(λ1 + · · · + λn). We have thus proven that

Q ∼ σ 2χ2[n; λ1 + · · · + λn]. (2.8.12)

Case D:

X ∼ N (ξ , V ) and Q = X′ AX,

where A is a real symmetric matrix. The following is an important result.

Q ∼ χ2[r ; λ], with λ = 1

2
ξ ′ Aξ (2.8.13)

if and only if VA is an idempotent matrix of rank r (Graybill, 1961). The proof is
based on the fact that every positive definite matrix V can be expressed as V = CC′,
where C is nonsingular. If Y = C−1X then Y ∼ N (C−1ξ, I ) and X′ AX = Y′C ′ACY.
C ′AC is idempotent if and only if VA is idempotent.

The following are important facts about real symmetric idempotent matrices.

(i) A is idempotent if A2 = A.

(ii) All eigenvalues of A are either 1 or 0.

(iii) Rank (A) = tr.{A}, where tr.{A} =
n∑

i=1

Aii , is the sum of the diagonal ele-

ments of A.

(iv) The only nonsingular idemptotent matrix is the identity matrix I.

2.9 INDEPENDENCE OF LINEAR AND QUADRATIC FORMS
OF NORMAL VARIABLES

Without loss of generality, we assume that X ∼ N (0, I ). Indeed, if X ∼ N (0, V ) and
V = CC ′ make the transformation X∗ = C−1X, then X∗ ∼ N (0, I ). Let Y = BX
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and Q = X′ AX, where A is idempotent of rank r , 1 ≤ r ≤ k. B is an n × k matrix
of full rank, 1 ≤ n ≤ k.

Theorem 2.9.1. Y and Q are independent if and only if

B A = 0. (2.9.1)

For proof, see Graybill (1961, Ch. 4).
Suppose now that we have m quadratic forms X′ Bi X in a multinormal vector

X ∼ N (ξ , I ).

Theorem 2.9.2. If X ∼ N (ξ , I ) the set of positive semidefinite quadratic forms
X′ Bi X (i = 1, . . . ,m) are jointly independent and X′ Bi X ∼ χ2[ri ; λi ], where ri is
the rank of Bi and λi = 1

2ξ ′ Biξ , if any two of the following three conditions are
satisfied.

1. Each Bi is idempotent (i = 1, . . . ,m);

2.
m∑

j=1

B j is idempotent;

3. Bi B j = 0 for all i 
= j .

This theorem has many applications in the theory of regression analysis, as will
be shown later.

2.10 THE ORDER STATISTICS

Let X1, . . . , Xn be a set of random variables (having a joint distribution). The order
statistic is

S(X1, . . . , Xn) = (X (1), X (2), . . . , X (n)), (2.10.1)

where X (1) ≤ X (2) ≤ · · · ≤ X(n).
If X1, . . . , Xn are independent random variables having an identical absolutely

continuous distribution function F(x) with p.d.f. f (x), then the p.d.f. of the order
statistic is

f (x(1), . . . , x(n)) = n!
n∏

i=1

f (x(i)). (2.10.2)
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To obtain the p.d.f. of the i th order statistic X (i), i = 1, . . . , n, we can integrate
(2.10.2) over the set

Si (ξ ) = {−∞ ≤ X (1) ≤ X (2) ≤ · · · ≤ X(i−1) ≤ ξ ≤ X (i+1) ≤ · · · ≤ X(n) ≤ ∞}.
(2.10.3)

This integration yields the p.d.f.

f(i)(ξ ) = n!

(i − 1)!(n − i)!
f (ξ )(F(ξ ))i−1(1 − F(ξ ))n−i , (2.10.4)

−∞ < ξ < ∞. We can obtain this result also by a nice probabilistic argument.
Indeed, for all dx sufficiently small, the trinomial model yields

P{ξ − dx < X(i) ≤ ξ + dx} =
n!

(i − 1)!(n − i)!
2 f (ξ )[F(ξ − dx)]i−1[1 − F(ξ + dx)]n−i dx + o(dx),

(2.10.5)

where o(dx) is a function of dx that approaches zero at a faster rate than dx , i.e.,
o(dx)/dx → 0 as dx → 0.

Dividing (2.10.5) by 2dx and taking the limit as dx → 0, we obtain (2.10.4). The
joint p.d.f. of (X (i), X ( j)) with 1 ≤ i < j ≤ n is obtained similarly as

f(i),( j)(x, y) = n!

(i − 1)!( j − 1 − i)!(n − j)!
f (x) f (y)[F(x)]i−1 ·

[F(y) − F(x)] j−1−i · [1 − F(y)]n− j ,

−∞ < x < y < ∞.

(2.10.6)

In a similar fashion we can write the joint p.d.f. of any set of order statistics. From the
joint p.d.f.s of order statistics we can derive the distribution of various functions of
the order statistics. In particular, consider the sample median and the sample range.

The sample median is defined as

Me =
{

(X (m) + X (m+1))/2, if n = 2m

X (m+1), if n = 2m + 1.
(2.10.7)

That is, half of the sample values are smaller than the median and half of them are
greater. The sample range Rn is defined as

Rn = X (n) − X (1). (2.10.8)
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In the case of absolutely continuous independent r.v.s, having a common density
f (x), the density g(x) of the sample median is

g(x) =

⎧⎪⎪⎨⎪⎪⎩
(2m + 1)!

(m!)2
f (x)Fm(x)[1 − F(x)]m, if n = 2m + 1

(2m)!

[(m − 1)!]2

∫ x

−∞
f (u) f (2x − u)Fm−1(u)[1 − F(2x − u)]m−1du, if n = 2m.

(2.10.9)

We derive now the distribution of the sample range Rn . Starting with the joint p.d.f.
of (X (1), X (n))

f (x, y) = n(n − 1) f (x) f (y)[F(y) − F(x)]n−2, x ≤ y, (2.10.10)

we make the transformation u = x , r = y − x .
The Jacobian of this transformation is J = 1 and the joint density of (u, r ) is

g(u, r ) = n(n − 1) f (u) f (u + r )[F(u + r ) − F(u)]n−2. (2.10.11)

Accordingly, the density of Rn is

h(r ) = n(n − 1)
∫ ∞

−∞
f (u) f (u + r )[F(u + r ) − F(u)]n−2du. (2.10.12)

For a comprehensive development of the theory of order statistics and interesting
applications, see the books of David (1970) and Gumbel (1958).

2.11 t-DISTRIBUTIONS

In many problems of statistical inference, one considers the distribution of the ratio
of a statistic, which is normally distributed to its standard-error (the square root of
its variance). Such ratios have distributions called the t-distributions. More specifi-
cally, let U ∼ N (0, 1) and W ∼ (χ2[ν]/ν)1/2, where U and W are independent. The
distribution of U/W is called the “student’s t-distribution.” We denote this statistic
by t[ν] and say that U/W is distributed as a (central) t[ν] with ν degrees of freedom.

An example for the application of this distribution is the following. Let X1, . . . , Xn

be i.i.d. from a N (ξ, σ 2) distribution. We have proven that the sample mean X̄

is distributed as N

(
ξ,

σ 2

n

)
and is independent of the sample variance S2, where

S2 ∼ σ 2χ2[n − 1]/(n − 1). Hence,

X̄ − ξ

S

√
n ∼ N (0, 1)

(χ2[n − 1]/(n − 1))1/2
∼ t[n − 1]. (2.11.1)
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To find the moments of t[ν] we observe that, since the numerator and denominator
are independent,

E{(t[ν])r } = E{Ur } · E{(χ2[ν]/ν)−r/2}. (2.11.2)

Thus, all the existing odd moments of t[ν] are equal to zero, since E{Ur } = 0
for all r = 2m + 1. The existence of E{(t[ν])r } depends on the existence of
E{(χ2[ν]/ν)−r/2}. We have

E{(χ2[ν]/ν)−r/2} =
(ν

2

)r/2
�
(ν

2
− r

2

)
/�
(ν

2

)
. (2.11.3)

Accordingly, a necessary and sufficient condition for the existence of E{(t[ν])r } is
ν > r . Thus, if ν > 2 we obtain that

E{t2[ν]} = ν/(ν − 2). (2.11.4)

This is also the variance of t[ν]. We notice that V {t[ν]} → 1 as ν → ∞. It is not
difficult to derive the p.d.f. of t[ν], which is

f (t ; ν) = 1√
ν B( 1

2 ,
ν
2 )

(
1 + t2

ν

)−(ν+1)/2

, −∞ < t < ∞. (2.11.5)

The c.d.f. of t[ν] can be expressed in terms of the incomplete beta function. Due to
the symmetry of the distribution around the origin

P{t[ν] ≤ t} = 1 − P{t[ν] ≤ −t}, t < 0. (2.11.6)

We consider now the distribution of (U + ξ )/W , where ξ is any real number.
This ratio is called the noncentral t with ν degrees of freedom, and parameter of
noncentrality ξ . This variable is the ratio of two independent random variables namely
N (ξ, 1) to (χ2[ν]/ν)1/2. If we denote the noncentral t by t[ν; ξ ], then

t[ν; ξ ] ∼ (N (0, 1) + ξ )/(χ2[ν]/ν)1/2. (2.11.7)

Since the random variables in the numerator and denominator of (2.11.7) are inde-
pendent, one obtains

E{t[ν; ξ ]} = ξ
(ν

2

)1/2 �( ν2 − 1
2 )

�(ν/2)
, (2.11.8)
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and that the central moments of orders 2 and 3 are

μ∗
2 = V {t[ν; ξ ]} = ν

ν − 2
(1 + ξ 2) − ξ 2 ν

2

⎛⎜⎜⎝�

(
ν

2
− 1

2

)
�(ν/2)

⎞⎟⎟⎠
2

(2.11.9)

and

μ∗
3 = ξ

(ν
2

)1/2
�

(
ν

2
− 1

2

)
�(ν/2)

(
ν(2ν − 3 + ξ 2)

(ν − 2)(ν − 3)
− 2μ∗

2

)
. (2.11.10)

This shows that the t[ν; ξ ] is not symmetric. Furthermore, since U + ξ ∼ −U + ξ

we obtain that, for all −∞ < ξ < ∞,

P{t[ν; ξ ] ≥ t} = P{t[ν; −ξ ] ≤ −t}. (2.11.11)

In particular, we have seen this in the central case (ξ = 0). The formulae of the p.d.f.
and the c.d.f. of the noncentral t[ν; ξ ] are quite complicated. There exists a variety
of formulae for numerical computations. We shall not present these formulae here;
the interested reader is referred to Johnson and Kotz (1969, Ch. 31). In the following
section, we provide a representation of these distributions in terms of mixtures of
beta distributions.

The univariate t-distribution can be generalized to a multivariate-t in a variety of
ways. Consider an m-dimensional random vector X having a multinomial distribution
N (ξ , σ 2 R), where R is a correlation matrix. This is the case when all components of
X have the same variance σ 2. Recall that the marginal distribution of

Yi = (Xi − ξi ) ∼ N (0, σ 2), i = 1, . . . ,m.

Thus, if S2 ∼ σ 2χ2[ν]/ν independently of Y1, . . . ,Ym , then

ti = Xi − ξi

S
, i = 1, . . . ,m

have the marginal t-distributions t[ν]. The p.d.f. of the multivariate distribution of

t = 1

S
Y is given by

f (t1, . . . , tm) =
�

(
1

2
(ν + m)

)
(πν)m/2�

(ν
2

)
|R|1/2

(
1 + 1

ν
t′ R−1t

)− ν+m
2

. (2.11.12)
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Generally, we say that X has a t[ν; ξ , �| ] distribution if its multivariate p.d.f. is

f (x1, . . . , xm ; ξ , �| ) ∝
(

1 + 1

ν
(x − ξ )′�| −1(x − ξ )

)− ν+m
2

. (2.11.13)

This distribution has applications in Bayesian analysis, as shown in Chapter 8.

2.12 F-DISTRIBUTIONS

The F-distributions are obtained by considering the distributions of ratios of two
independent variance estimators based on normally distributed random variables. As
such, these distributions have various important applications, especially in the anal-
ysis of variance and regression (Section 4.6). We introduce now the F-distributions
formally. Let χ 2[ν1] and χ2[ν2] be two independent chi-squared random variables
with ν1 and ν2 degrees of freedom, respectively. The ratio

F[ν1, ν2] ∼ χ2[ν1]/ν1

χ2[ν2]/ν2
(2.12.1)

is called an F-random variable with ν1 and ν2 degrees of freedom. It is a straightfor-
ward matter to derive the p.d.f. of F[ν1, ν2], which is given by

f (x ; ν1, ν2) = ν
ν1/2
1 ν

ν2/2
2

B
(ν1

2
,
ν2

2

) · xν1/2−1

(ν2 + ν1x)ν1/2+ν2/2
. (2.12.2)

The cumulative distribution function can be computed by means of the incomplete
beta function ratio according to the following formula

P{F[ν1, ν2] ≤ ξ} = IR(ξ )

(ν1

2
,
ν2

2

)
, (2.12.3)

where

R(ξ ) = ξ
ν1

ν2

/(
1 + ν1

ν2
ξ

)
. (2.12.4)

In order to derive this formula, we recall that if G
(

1,
ν1

2

)
and G

(
1,

ν2

2

)
are two

independent gamma random variables, then (see Example 2.2)

G
(

1,
ν1

2

)/[
G
(

1,
ν1

2

)
+ G

(
1,

ν2

2

)]
∼ β

(ν1

2
,
ν2

2

)
. (2.12.5)
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Hence,

G
(

1,
ν1

2

)/
G
(

1,
ν2

2

)
∼ 1

β
(ν2

2
,
ν1

2

) − 1. (2.12.6)

We thus obtain

P{F[ν1, ν2] ≤ ξ} = P

⎧⎪⎨⎪⎩ν2

ν1

⎡⎢⎣ 1

β
(ν2

2
,
ν1

2

) − 1

⎤⎥⎦ ≤ ξ

⎫⎪⎬⎪⎭
= P

⎧⎪⎨⎪⎩ 1

β
(ν2

2
,
ν1

2

) ≤ 1 + ν1

ν2
ξ

⎫⎪⎬⎪⎭ = IR(ξ )

(ν1

2
,
ν2

2

)
.

(2.12.7)

For testing statistical hypotheses, especially for the analysis of variance and regres-
sion, one needs quantiles of the F[ν1, ν2] distribution. These quantiles are denoted
by Fp[ν1, ν2] and are tabulated in various statistical tables. It is easy to establish
the following relationship between the quantiles of F[ν1, ν2] and those of F[ν2, ν1],
namely,

Fγ [ν1, ν2] = 1/F1−γ [ν2, ν1], 0 < γ < 1. (2.12.8)

The quantiles of the F[ν1, ν2] distribution can also be determined by those of the beta
distribution by employing formula (2.12.5). If we denote by βγ (p, q) the values of x
for which Ix (p, q) = γ , we obtain from (2.12.4) that

Fγ [ν1, ν2] = ν2

ν1
βγ

(ν1

2
,
ν2

2

)/[
1 − βγ

(ν1

2
,
ν2

2

)]
. (2.12.9)

The moments of F[ν1, ν2] are obtained in the following manner. For a positive
integer r

E{(F[ν1, ν2])r } =
(
ν2

ν1

)r �
(ν2

2
− r
)
�
(ν1

2
+ r
)

�
(ν1

2

)
�
(ν2

2

) . (2.12.10)

We realize that the r th moment of F[ν1, ν2] exists if and only if ν2 > 2r . In
particular,

E{F[ν1, ν2]} = ν2/(ν2 − 2). (2.12.11)



140 STATISTICAL DISTRIBUTIONS

Similarly, if ν2 > 4 then

V {F[ν1, ν2]} = 2ν2
2 (ν1 + ν2 − 2)

ν1(ν2 − 2)2(ν2 − 4)
. (2.12.12)

In various occasions one may be interested in an F-like statistic, in which the ratio
consists of a noncentral chi-squared in the numerator. In this case the statistic is
called a noncentral F . More specifically, let χ2[ν1; λ] be a noncentral chi-squared
with ν1 degrees of freedom and a parameter of noncentrality λ. Let χ2[ν2] be a central
chi-squared with ν2 degrees of freedom, independent of the noncentral chi-squared.
Then

F[ν1, ν2; λ] ∼ χ2[ν1; λ]/ν1

χ2[ν2]/ν2
(2.12.13)

is called a noncentral F[ν1, ν2; λ] statistic. We have proven earlier that χ2[ν1; λ] ∼
χ2[ν1 + 2J ], where J has a Poisson distribution with expected value λ. For this
reason, we can represent the noncentral F[ν1, ν2; λ] as a mixture of central F
statistics.

F[ν1, ν2; λ] ∼ ν1 + 2J

ν1
· χ

2[ν1 + 2J ]/(ν1 + 2J )

χ2[ν2]/ν2

∼ ν1 + 2J

ν1
F[ν1 + 2J, ν2],

(2.12.14)

where J ∼ P(λ). Various results concerning the c.d.f. of F[ν1, ν2; λ], its moments,
etc., can be obtained from relationship (2.12.14). The c.d.f. of the noncentral F
statistic is

P{F[ν1, ν2; λ] ≤ ξ} = e−λ

∞∑
j=0

λ j

j!
P{F[ν1 + 2 j, ν2] ≤ ν1ξ/(ν1 + 2 j)}. (2.12.15)

Furthermore, following (2.12.3) we obtain

P{F[ν1, ν2; λ] ≤ ξ} = e−λ

∞∑
j=0

λ j

j!
IR(ξ )

(ν1

2
+ j,

ν2

2

)
,

where

R(ξ ) = ν1

ν2
ξ
/(

1 + ν1

ν2
ξ

)
.
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As in the central case, the moments of the noncentral F are obtained by employing
the law of the iterated expectation and (2.12.14). Thus,

E{F[ν1, ν2; λ]} = E

{
ν1 + 2J

ν1
F[ν1 + 2J, ν2]

}
. (2.12.16)

However, for all j = 0, 1, . . . , E{F[ν1 + 2 j, ν2]} = ν2/(ν2 − 2). Hence,

E{F[ν1, ν2; λ]} = v2(v1 + 2λ)/((v1(v2 − 2)),

V

{
ν1 + 2J

ν1
F[ν1 + 2J, ν2] | J = j

}
(2.12.17)

= (ν1 + 2 j)2

ν2
1

· 2ν2
2

(ν2 − 2)2(ν2 − 4)
· ν1 + ν2 + 2 j − 2

ν1 + 2 j
.

Hence, applying the law of the total variance

V {F[ν1, ν2; λ]} = 2ν2
2 (ν1 + 2λ)(ν1 + 6λ + ν2 − 2)

ν2
1 (ν2 − 2)2(ν2 − 4)

+ 4λν2
2

ν2
1 (ν2 − 2)2

. (2.12.18)

We conclude the section with the following observation on the relationship between
t- and the F-distributions. According to the definition of t[ν] we immediately obtain
that

t2[ν] ∼ N 2(0, 1)/(χ2[ν]/ν) ∼ F[1, ν]. (2.12.19)

Hence,

P{−t ≤ t[ν] ≤ t} = P{F[1, ν] ≤ t2} = It2/(ν+t2)

(
1

2
,
ν

2

)
. (2.12.20)

Moreover, due to the symmetry of the t[ν] distribution, for t > 0 we have 2P{t[ν] ≤
t} = 1 + P{F[1, ν] ≤ t2}, or

P{t[ν] ≤ t} = 1

2

(
1 + I t2

ν+t2

(
1

2
,
ν

2

))
. (2.12.21)

In a similar manner we obtain a representation for P{|t[ν, ξ ]| ≤ t}. Indeed, (N (0, 1) +
ξ )2 ∼ χ2[1; λ] where λ = 1

2ξ
2. Thus, according to (2.12.16)

P{−t ≤ t[ν; ξ ] ≤ t} = e−λ

∞∑
j=0

λ j

j!
It2/(ν+t2)

(
1

2
+ j,

ν

2

)
. (2.12.22)
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2.13 THE DISTRIBUTION OF THE SAMPLE CORRELATION

Consider a sample of n i.i.d. vectors (X1,Y1), . . . , (Xn,Yn) that have a common
bivariate normal distribution

N

((
ξ

η

)
,

(
σ 2

1 ρσ1σ2

ρσ12 σ 2
2

))
.

In this section we develop the distributions of the following sample statistics.

(i) The sample correlation coefficient

r = SPDXY/(SSDX · SSDY )1/2; (2.13.1)

(ii) The sample coefficient of regression

b = SPDXY/SSDX (2.13.2)

where

SSDX =
n∑

i=1

(Xi − X̄ )2 = X′
(

I − 1

n
J

)
X,

SPDXY =
n∑

i=1

(Xi − X̄ )(Yi − Ȳ ) = Y′
(

I − 1

n
J

)
X,

SSDY =
n∑

i=1

(Yi − Y )2 = Y′
(

I − 1

n
J

)
Y.

(2.13.3)

As mentioned earlier, the joint density of (X,Y ) can be written as

f (x, y) = 1

σ1σ2

√
1 − ρ2

φ

(
x − ξ

σ1

)
φ

(
y − η − β(x − ξ )

σ2

√
1 − ρ2

)
, (2.13.4)

where β = ρσ2/σ1. Hence, if we make the transformation

Ui = Xi − ξ,

Vi = Yi − η − β(Xi − ξ ), i = 1, . . . , n
(2.13.5)
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then Ui and Vi are independent random variables, Ui ∼ N (0, σ 2
1 ) and Vi ∼ N (0, σ 2

2 ·
(1 − ρ2)). We consider now the distributions of the variables

W1 = SPDU V /σ2[(1 − ρ2)SSDU ]1/2,

W2 = (SSDV − SPD2
U V /SSDU )σ 2

2 (1 − ρ2),

W3 = SSDU/σ 2
1 ,

(2.13.6)

where SSDU , SPDU V and SSDV are defined as in (2.13.3) in terms of (Ui , Vi ),
i = 1, . . . , n. Let U = (U1, . . . ,Un)′ and V = (V1, . . . , Vn)′. We notice that the con-

ditional distribution of SPDU V = V′
(

I − 1

n
J

)
U given U is the normal N (0, σ 2

2 (1 −
ρ2) · SSDU ). Hence, the conditional distribution of W1 given U is N (0, 1). This implies
that W1 is N (0, 1), independently of U. Furthermore, W1 and W3 are independent,
and W3 ∼ χ2[n − 1]. We consider now the variable W2. It is easy to check

SSDV − SPD2
U V /SSDU = V′

(
A − 1

SSDU
AUU′ A′

)
V, (2.13.7)

where A = I − 1

n
J . A is idempotent and so is B = A − 1

SSDU
AUU′ A. Furthermore,

the rank of B is n − 2. Hence, the conditional distribution of SSDV − SPD2
V U/SSDU

given U is like that of σ 2
2 (1 − ρ2)χ2[n − 2]. This implies that the distribution of

W2 is like that of χ2[n − 2]. Obviously W2 and W3 are independent. We show now
that W1 and W2 are independent. Since SPDU V = V′ AU and since B AU = (A −

1
SSDU

AUU′ A)AU = AU − 1
SSDU

AU · SSDU = 0 we obtain that, for any given U,

SPDU V and SSDV − SPD2
U V /SSDU are conditionally independent. Moreover, since

the conditional distributions of SPDU V /(SSDU )1/2 and of SSDV − SPD2
U V /SSDU are

independent of U, W1 and W2 are independent. The variables W1, W2, and W3 can be
written in terms of SSDX , SPDXY , and SSDY in the following manner.

W1 = (SPDXY − βSPDX )/[σ 2
2 (1 − ρ2)SSDX ]1/2,

W2 = (SSDY − SPD2
XY/SSDX )/σ 2

2 (1 − ρ2),

W3 = SSDX/σ
2
1 .

(2.13.8)

Or, equivalently,

W1 = r
√

SSDY

σ2

√
1 − ρ2

− ρ
√

SSDX

σ1

√
1 − ρ2

,

W2 = SSDY (1 − r2)/σ 2
2 (1 − ρ2),

W3 = SSDX/σ
2
1 .

(2.13.9)
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From (2.13.9) one obtains that

W1 = r√
1 − r2

√
W2 − ρ√

1 − ρ2

√
W3. (2.13.10)

An immediate conclusion is that, when ρ = 0,

r√
1 − r 2

√
n − 2 ∼ N (0, 1)

(χ2[n − 2]/(n − 2))1/2
∼ t[n − 2]. (2.13.11)

This result has important applications in testing the significance of the correlation
coefficient. Generally, one can prove that the p.d.f. of r is

f (r ; ρ) = 2n−3

π (n − 3)!
(1 − ρ2)

n−1
2 (1 − r2)

n−4
2

∞∑
j=0

�2

(
n + j − 1

2

)
(2ρr ) j

j!
.

(2.13.12)

2.14 EXPONENTIAL TYPE FAMILIES

A family of distribution F , having density functions f (x ; θ ) with respect to some
σ -finite measure μ, is called a k-parameter exponential type family if

f (x ; θ ) = h(x)A(θ) exp{ψ1(θ)U1(x) + · · · + ψk (θ)Uk (x)}, (2.14.1)

−∞ < x < ∞, θ ∈ �. Here ψi (θ ), i = 1, . . . , k are functions of the parameters and
Ui (x), i = 1, . . . , k are functions of the observations.

In terms of the parameters ψ = (ψ1, . . . , ψk)′ and the statistics U =
(U1(x), . . . ,Uk (x))′, the p.d.f of a k-parameter exponential type distribution can
be written as

f (x ; ψ) = h∗(U(x)) exp{−K (ψ)} exp{ψ ′U(x)}, (2.14.2)

where K (ψ) = − log A∗(ψ). Notice that h∗(U(x)) > 0 for all x on the support set
of F , namely the closure of the smallest Borel set S, such that Pψ {S} = 1 for all
ψ . If h∗(U(x)) does not depend on ψ , we say that the exponential type family F is
regular. Define the domain of convergence to be

�∗ =
{
ψ :

∫
h∗(U(x)) exp{−ψ ′U(x)}dμ(x) < ∞

}
. (2.14.3)

The family F is called full if the parameter space � coincides with �∗. Formula
(2.14.2) is called the canonical form of the p.d.f.; ψ are called the canonical (or nat-
ural) parameters. The statistics Ui (x)(i = 1, . . . , k) are called canonical statistics.
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The family F is said to be of order k if (1, ψ1, . . . , ψk) are linearly independent

functions of θ . Indeed if, for example, ψk = α0 +
k−1∑
j=1

α jψ j , for some α0, . . . , αk−1,

which are not all zero, then by the reparametrization to

ψ ′
j = (1 + α j )ψ j , j = 1, . . . , k − 1,

we reduce the number of canonical parameters to k − 1. If (1, ψ1, . . . , ψk) are linearly
independent, the exponential type family is called minimal.

The following is an important theorem.

Theorem 2.14.1. If Equation (2.14.2) is a minimal representation then

(i) �∗ is a convex set, and K (ψ) is strictly convex function on �∗.

(ii) K (ψ) is a lower semicontinuous function on R
k , and continuous in the interior

of �∗.

For proof, see Brown (1986, p. 19).
Let

λ(ψ) =
∫

h∗(U(x)) exp{ψ ′U (x)}dμ(x). (2.14.4)

Accordingly, λ(ψ) = exp{K (ψ)} or K (ψ) = log λ(ψ). λ(ψ) is an analytic function
on the interior of �∗ (see Brown, 1986, p. 32). Thus, λ(ψ) can be differentiated
repeatedly under the integral sign and we have for nonnegative integers li , such that

k∑
i=1

li = l,

∂ l

k∏
i=1

∂ψ
li
i

λ(ψ) =
∫ k∏

i=1

(Ui (x))li h∗(U(x)) · exp{ψ ′U(x)}dμ(x). (2.14.5)

The m.g.f. of the canonical p.d.f. (2.14.2) is, for ψ in �∗,

M(t; ψ) =
∫

h∗(U)e−K (ψ)+(ψ+t)′Udμ∗(U)

= exp{−K (ψ) + K (ψ + t)}
(2.14.6)
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for t sufficiently close to 0. The logarithm of M(t;ψ), the cumulants generating
function, is given here by

K ∗(t; ψ) = −K (ψ) + K (ψ + t). (2.14.7)

Accordingly,

Eψ{U} = �K ∗(t; ψ)
∣∣
t=0

= �K (ψ),
(2.14.8)

where � denotes the gradient vector, i.e.,

�K (ψ) =

⎛⎜⎜⎜⎜⎜⎜⎝

∂

∂ψ1
K (ψ)

...

∂

∂ψk
K (ψ)

⎞⎟⎟⎟⎟⎟⎟⎠.

Similarly, the covariance matrix of U is

Vψ (U) =
(

∂2

∂ψi∂ψ j
K (ψ); i, j = 1, . . . , k

)
. (2.14.9)

Higher order cumulants can be obtained by additional differentiation of K (ψ). We
conclude this section with several comments.

1. The marginal distributions of canonical statistics are canonical exponential type
distributions.

2. The conditional distribution of a subvector of canonical exponential type statis-
tics, given the other canonical statistics, is also a canonical exponential type
distribution.

3. The dimension of �∗ in a minimal canonical exponential family of order k
might be smaller than k. In this case we call F a curved exponential family
(Efron, 1975, 1978).

2.15 APPROXIMATING THE DISTRIBUTION OF THE SAMPLE MEAN:
EDGEWORTH AND SADDLEPOINT APPROXIMATIONS

Let X1, X2, . . . , Xn be i.i.d. random variables having a distribution, with all required
moments existing.
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2.15.1 Edgeworth Expansion

The Edgeworth Expansion of the distribution of Wn = √
n(X̄n − μ)/σ , which is

developed below, may yield more satisfactory approximation than that of the normal.
This expansion is based on the following development.

The p.d.f. of the standard normal distribution, φ(x), has continuous derivatives of
all orders everywhere. By repeated differentiation we obtain

φ(1)(x) = −xφ(x)

φ(2)(x) = (x2 − 1)φ(x),
(2.15.1)

and generally, for j ≥ 1,

φ( j)(x) = (−1) j Hj (x)φ(x), (2.15.2)

where Hj (x) is a polynomial of order j , called the Chebychev–Hermite polynomial.
These polynomials can be obtained recursively by the formula, j ≥ 2,

Hj (x) = x Hj−1(x) − ( j − 1)Hj−2(x), (2.15.3)

where H0(x) ≡ 1 and H1(x) = x .
From this recursive relation one can prove by induction, that an even order poly-

nomial H2m(x), m ≥ 1, contains only terms with even powers of x , and an odd order
polynomial, H2m+1(x), n ≥ 0, contains only terms with odd powers of x . One can
also show that ∫ ∞

−∞
Hj (x)φ(x)dx = 0, for all j ≥ 1. (2.15.4)

Furthermore, one can prove the orthogonality property

∫ ∞

−∞
Hj (x)Hk(x)φ(x)dx =

{
0, if j 
= k

j!, if j = k.
(2.15.5)

Thus, the system {Hj (x), j = 0, 1, . . .} of Chebychev–Hermite polynomials consti-
tutes an orthogonal base for representing every continuous, integrable function f (x)
as

f (x) =
∞∑
j=0

c j Hj (x)φ(x), (2.15.6)

where, according to (2.15.5),

c j = 1

j!

∫ ∞

−∞
Hj (x) f (x)dx, j ≥ 0. (2.15.7)
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In particular, if f (x) is a p.d.f. of an absolutely continuous distribution, having all
moments, then, for all −∞ < x < ∞,

f (x) = φ(x) +
∞∑
j=1

c j Hj (x)φ(x). (2.15.8)

Moreover,

c1 =
∫

x f (x)dx = μ1,

c2 = 1

2

∫
(x2 − 1) f (x)dx = 1

2
(μ2 − 1),

c3 = 1

6
(μ3 − 3μ1),

etc. If X is a standardized random variable, i.e., μ1 = 0 and μ2 = μ∗
2 = 1, then its

p.d.f. f (x) can be approximated by the formula

f (x) ∼= φ(x) + 1

6
μ∗

3(x3 − 3x)φ(x) + 1

24
(μ∗

4 − 3)(x4 − 6x2 + 3)φ(x), (2.15.9)

which involves the first four terms of the expansion (2.15.8). For the standardized
sample mean Wn = √

n(X̄n − μ)/σ ,

μ∗
3,n = E{W 3

n } = β1√
n
, (2.15.10)

and

μ∗
4,n = E{W 4

n } = 3 + β2 − 3

n
, (2.15.11)

where β1 and β2 are the coefficients of skewness and kurtosis.
The same type of approximation with additional terms is known as the Edgeworth

expansion. The Edgeworth approximation to the c.d.f. of Wn is

P{Wn ≤ x} ∼= �(x) − β1

6
√

n
(x2 − 1)φ(x)

− x

n

[
β2 − 3

24
(x2 − 3) + β2

1

72
(x4 − 10x2 + 15)

]
φ(x).

(2.15.12)

The remainder term in this approximation is of a smaller order of magnitude than
1

n
, i.e., o

(
1

n

)
. One can obviously expand the distribution with additional terms to

obtain a higher order of accuracy. Notice that the standard CLT can be proven by
taking limits, as n → ∞, of the two sides of (2.15.12).
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We conclude this section with the remark that Equation (2.15.9) could serve to
approximate the p.d.f. of any standardized random variable, having a continuous,
integrable p.d.f., provided the moments exist.

2.15.2 Saddlepoint Approximation

As before, let X1, . . . , Xn be i.i.d. random variables having a common density f (x).

We wish to approximate the p.d.f of X̄n = 1

n

n∑
i=1

Xi . Let M(t) be the m.g.f. of t ,

assumed to exist for all t in (−∞, t0), for some 0 < t0 < ∞. Let K (t) = log M(t) be
the corresponding cumulants generating function.

We construct a family of distributions F = { f (x, ψ) : −∞ < ψ < t0} such that

f (x ;ψ) = f (x) exp{ψx − K (ψ)}. (2.15.13)

The familyF is called an exponential conjugate to f (x). Notice that f (x ; 0) = f (x),

and that
∫ ∞

−∞
f (x ;ψ)dμ(x) = 1 for all ψ < t0.

Using the inversion formula for Laplace transforms, one gets the relationship

f X̄ (x ;ψ) = f X̄ (x) · exp{n(ψx − K (ψ))}, (2.15.14)

where f X̄ (x ;ψ) denotes the p.d.f. of the sample mean of n i.i.d. random variables
from f (x ;ψ). The p.d.f. f X̄ (x ;ψ) is now approximated by the expansion (2.15.9) with
additional terms, and its modification for the standardized mean Wn . Accordingly,

f X̄n
(x ;ψ) ∼=

√
n

σ (ψ)
φ(z)

[
1 + ρ3(ψ)

6
√

n
H3(z) + ρ4(ψ)

24n
H4(z) + ρ2

3 (ψ)

72n
H6(z)

]
(2.15.15)

where φ(z) is the p.d.f. of N (0, 1), z = x − μ(ψ)

σ (ψ)

√
n, ρ3(ψ) = K (3)(ψ)

(K (2)(ψ))3/2
, and

ρ4(ψ) = K (4)(ψ)/(K (2)(ψ))2. Furthermore, μ(ψ) = K ′(ψ) and σ 2(ψ) = K (2)(ψ).
The objective is to approximate f X̄ (x). According to (2.15.14) and (2.15.15), we

approximate f X̄ (x) by

f X̄ (x) = f X̄ (x ;ψ) exp{n[K (ψ) − ψ(x)]}

∼=
√

n

σ (ψ)
φ(z)

[
1 + ρ3(ψ)

6
√

n
H3(z) + ρ4(ψ)

24n
H4(z)

+ ρ2
3 (ψ)

72n
H6(z)

]
exp{n[K (ψ) − ψx]}.

(2.15.16)
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The approximation is called a saddlepoint approximation if we substitute in
(2.15.16) ψ = ψ̂ , where ψ is a point in (−∞, t0) that maximizes f (x ;ψ). Thus, ψ̂
is the root of the equation

K ′(ψ) = x .

As we have seen in Section 2.14, K (ψ) is strictly convex in the interior of (−∞, t0).
Thus, K ′(ψ) is strictly increasing in (−∞, t0). Thus, if ψ̂ exists then it is unique.
Moreover, the value of z at ψ = ψ̂ is z = 0. It follows that the saddlepoint approxi-
mation is

f X̄ (x) =
√

n c

(2πK (2)(ψ̂))1/2
exp{n[K (ψ̂) − ψ̂x]}·

·
{

1 + 1

n

[
ρ4(ψ̂)

8
− 5

24
ρ2

3 (ψ̂)

]
+ O

(
1

n2

)}
.

(2.15.17)

The coefficient c is introduced on the right-hand side of (2.15.17) for normalization.
A lower order approximation is given by the formula

f X̄ (x) ∼=
√

n c

(2πK (2)(ψ̂))1/2
exp{n[K (ψ̂) − ψ̂x]}. (2.15.18)

The saddelpoint approximation to the tail of the c.d.f., i.e., P{X̄n ≥ ξ} is known to
yield very accurate results. There is a famous Lugannani–Rice (1980) approximation
to this tail probability. For additional reading, see Barndorff-Nielson and Cox (1979),
Jensen (1995), Field and Ronchetti (1990), Reid (1988), and Skovgaard (1990).

PART II: EXAMPLES

Example 2.1. In this example we provide a few important results on the distributions
of sums of independent random variables.

A. Binomial
If X1 and X2 are independent, X1 ∼ B(N1, θ ), X2 ∼ B(N2, θ ), then X1 + X2 ∼

B(N1 + N2, θ ). It is essential that the binomial distributions of X1 and X2 will have
the same value of θ . The proof is obtained by multiplying the corresponding m.g.f.s.

B. Poisson
If X1 ∼ P(λ1) and X2 ∼ P(λ2) then, under independence, X1 + X2 ∼

P(λ1 + λ2).
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C. Negative-Binomial
If X1 ∼ NB(ψ, ν1) and X2 ∼ NB(ψ, ν2) then, under independence, X1 + X2 ∼

NB(ψ, ν1 + ν2). It is essential that the two distributions will depend on the same ψ .

D. Gamma
If X1 ∼ G(λ, ν1) and X2 ∼ G(λ, ν2) then, under independence, X1 + X2 ∼

G(λ, ν1 + ν2). It is essential that the two values of the parameter λ will be the
same. In particular,

χ 2
1 [ν1] + χ2

2 [ν2] ∼ χ2[ν1 + ν2]

for all ν1, ν2 = 1, 2, . . .; where χ2
i [νi ], i = 1, 2, denote two independent χ2-random

variables with ν1 and ν2 degrees of freedom, respectively. This result has important
applications in the theory of normal regression analysis.

E. Normal
If X1 ∼ N (μ, σ 2

1 ) and X2 ∼ N (μ2, σ
2
2 ) and if X1 and X2 are independent, then

X1 + X2 ∼ N (μ1 + μ2, σ
2
1 + σ 2

2 ). A generalization of this result to the case of pos-
sible dependence is given later.

Example 2.2. Using the theory of transformations, the following important result is
derived. Let X1 and X2 be independent,

X1 ∼ G(λ, ν1) and X2 ∼ G(λ, ν2),

then the ratio R = X1/(X1 + X2) has a beta distribution, β(ν1, ν2), independent of
λ. Furthermore, R and T = X1 + X2 are independent. Indeed, the joint p.d.f. of X1

and X2 is

f (X1, X2) = λν1+ν2

�(ν1)�(ν2)
xν1−1

1 xν2−1
2 exp{−λ(x1 + x2)}, 0 ≤ x1, x2 ≤ ∞.

Consider the transformation

X1 = X1

T = X1 + X2.

The Jacobian of this transformation is J (x1, t) = 1. The joint p.d.f. of X1 and T is
then

g(x1, t) = λν1+ν2

�(ν1)�(ν2)
xν1−1

1 (t − x1)ν2−1 exp{−λt}, 0 ≤ x1 ≤ t ≤ ∞.
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We have seen in the previous example that T = X1 + X2 ∼ G(λ, ν1 + ν2). Thus, the
marginal p.d.f. of T is

h(t) = λν1+ν2

�(ν1 + ν2)
tν1+ν2−1e−λt , 0 ≤ t < ∞.

Making now the transformation

t = t

r = x1/t,

we see that the Jacobian is J (r, t) = t . Hence, from (2.4.8) and (2.4.9) the joint p.d.f.
of r and t is, for 0 ≤ r ≤ 1 and 0 ≤ t < ∞,

g∗(r, t) = 1

B(ν1, ν2)
r ν1−1(1 − r )ν2−1 · h(t).

This proves that R ∼ β(ν1, ν2) and that R and T are independent.

Example 2.3. Let (X, λ) be random variables, such that the conditional distribution
of X given λ is Poisson with p.d.f.

p(x ; λ) = e−λ λ
x

x!
, x = 0, 1, . . .

and λ ∼ G(ν,�). Hence, the marginal p.d.f. of X is

p(x) = �ν

�(ν)x!

∫ ∞

0
λx+ν−1e−λ(1+�)dλ

= �(x + ν)

�(ν)x!

�ν

(1 + �)ν+x
, x = 0, 1, . . . .

Let ψ = 1

1 + �
, 1 − ψ = �

1 + �
. Then p(x) = �(ν + x)

�(x + 1)�(ν)
(1 − ψ)νψ x . Thus,

X ∼ NB(ψ, ν), and we get

NB(k;ψ, ν) = �ν

�(ν)

∫ ∞

0
λν−1

(
k∑

l=0

e−λ λ
l

l!

)
e−λ�dλ.

But,

k∑
l=0

e−λ λ
l

l!
= 1 − P{G(1, k + 1) ≤ λ}.
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Hence,

NB(k;ψ, ν) = 1 − P{G(1, k + 1) ≤ 1

�
G(1, ν)}

where G(1, k + 1) and G(1, ν) are independent.

Let R = G(1, ν)

G(1, k + 1)
. According to Example 2.2,

U = G(1, ν)

G(1, k + 1) + G(1, ν)
∼ β(ν, k + 1).

But U ∼ R

1 + R
; hence,

NB(k;ψ, ν) = 1 − P{R ≥ �}

= 1 − P

{
U ≥ �

1 + �

}
= P{U ≤ 1 − ψ} = I1−ψ (ν, k + 1).

Example 2.4. Let X1, . . . , Xn be i.i.d. random variables. Consider the linear and
the quadratic functions

sample mean: X̄ = 1

n

n∑
i=1

Xi

sample variance: S2 = 1

n − 1

n∑
i=1

(Xi − X̄ )2.

We compute first the variance of S2. Notice first that S2 does not change its value if
we substitute X ′

i = Xi − μ1 for Xi (i = 1, . . . , n). Thus, we can assume that μ1 = 0
and all moments are central moments.

Write S2 = 1

n − 1

(
n∑

i=1

X2
i − n X̄2

)
.Accordingly,

V {S2} = 1

(n − 1)2

[
V

{
n∑

i=1

X2
i

}
+ n2V {X̄2} − 2ncov

(
n∑

i=1

X2
i , X̄2

)]
.
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Now, since X1, . . . , Xn are i.i.d.,

V

{
n∑

i=1

X2
i

}
= nV {X 2

1} = n(μ4 − μ2
2).

Also,

V {X̄2} = E

⎧⎨⎩
(

1

n

n∑
i=1

Xi

)4
⎫⎬⎭−

(
E

{(
1

n

∑
Xi

)2
})2

= 1

n4
E

⎧⎨⎩
(

n∑
i=1

Xi

)4
⎫⎬⎭− 1

n4

(
E

{(∑
X2

i

)2
})2

.

According to Table 2.3,

(1)4 = [4] + 4[31] + 3[22] + 6[212] + [14].

Thus, (
n∑

i=1

Xi

)4

=
n∑

i=1

X4
i + 4

∑∑
i 
= j

X3
i X j + 3

∑∑
i 
= j

X2
i X2

j

+ 6
∑∑∑

i 
= j 
=k

X2
i X j Xk +

∑∑∑∑
i 
= j 
=k 
=l

Xi X j Xk Xl .

Therefore, since μ1 = 0, the independence implies that

E

⎧⎨⎩
(

n∑
i=1

Xi

)4
⎫⎬⎭ = nμ4 + 3n(n − 1)μ2

2.

Also,

E

⎧⎨⎩
(

n∑
i=1

Xi

)2
⎫⎬⎭ = nμ2.

Thus,

n2V {X̄2} = 1

n2
[nμ4 + 3n(n − 1)μ2

2 − n2μ2
2]

= 1

n
[μ4 + (2n − 1)μ2

2].
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At this stage we have to compute

cov

(
n∑

i=1

X2
i , X̄2

)
= 1

n2
E

⎧⎨⎩
(

n∑
i=1

X2
i

)(
n∑

i=1

Xi

)2
⎫⎬⎭− E

{
n∑

i=1

X2
i

}
E{X̄ 2}.

From Table (2.3), (2)(1)2 = [4] + 2[31] + [22] + [212]. Hence,

E

⎧⎨⎩
(

n∑
i=1

X2
i

)(
n∑

i=1

Xi

)2
⎫⎬⎭ = nμ4 + n(n − 1)μ2

2

and

E

{
n∑

i=1

X2
i

}
E{X̄ 2} = μ2

2.

Therefore,

−2n cov

(
n∑

i=1

X2
i , X̄ 2

)
= −2(μ4 − μ2

2).

Finally, substituting these terms we obtain

V {S2} = μ4 − μ2
2

n − 1
− μ4 + μ2

2

n(n − 1)
.

Example 2.5. We develop now the formula for the covariance of X̄ and S2.

cov(X̄ , S2) = 1

n(n − 1)
cov

⎛⎝ n∑
i=1

X2
i − n X̄2,

n∑
j=1

X j

⎞⎠
= 1

n(n − 1)

⎡⎣cov

⎛⎝ n∑
i=1

X2
i ,

n∑
j=1

X j

⎞⎠− n2cov(X̄2, X̄ )

⎤⎦ .
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First,

cov

⎛⎝ n∑
i=1

X2
i ,

n∑
j=1

X j

⎞⎠ =
n∑

i=1

n∑
j=1

cov(X2
i , X j )

=
n∑

i=1

cov(X2
i , Xi ) = nμ3,

since the independence of Xi and X j for all i 
= j implies that cov(X2
i , X j ) = 0.

Similarly,

cov(X̄ 2, X̄ ) = E{X̄3}

= 1

n3
E

⎧⎨⎩
(

n∑
i=1

Xi

)3
⎫⎬⎭ = 1

n2
μ3.

Thus, we obtain

cov(X̄ , S2) = 1

n
μ3.

Finally, if the distribution function F(x) is symmetric about zero, μ3 = 0, and
cov(X̄ , S2) = 0.

Example 2.6. The number of items, N , demanded in a given store during one week is
a random variable having a Negative-Binomial distribution NB(ψ, ν); 0 < ψ < 1 and
0 < ν < ∞. These items belong to k different classes. Let X = (X1, . . . , Xk)′ denote
a vector consisting of the number of items of each class demanded during the week.

These are random variables such that
k∑

i=1

Xi = N and the conditional distribution

of (X1, . . . , Xk) given N is the multinomial M(N , θ ), where θ = (θ1, . . . , θk) is the

vector of probabilities; 0 < θi < 1,
k∑

j=1

θ j = 1. If we observe the X vectors over

many weeks and construct the proportional frequencies of the X values in the various
classes, we obtain an empirical distribution of these vectors. Under the assumption
that the model and its parameters remain the same over the weeks we can fit to
that empirical distribution the theoretical marginal distribution of X. This marginal
distribution is obtained in the following manner.
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The m.g.f. of the conditional multinomial distribution of X∗ = (X1, . . . , Xk−1)′

given N is

MX∗|N (t1, . . . , tk−1) =
[

k−1∑
i=1

θi e
ti +

(
1 −

k−1∑
i=1

θi

)]N

.

Hence, the m.g.f. of the marginal distribution of X∗ is

MX∗ (t1, . . . , tk−1) = (1 − ψ)ν
∞∑

n=0

�(ν + n)

�(ν)�(n + 1)
·

[
ψ

k−1∑
i=1

θi e
ti + ψ

(
1 −

k−1∑
i=1

θi

)]n

=

⎛⎜⎜⎜⎜⎜⎝
1 − ψ

1 − ψ

(
k−1∑
i=1

θi e
ti +

(
1 −

k−1∑
i=1

θi

))
⎞⎟⎟⎟⎟⎟⎠
ν

.

Or

MX∗ (t1, . . . , tk−1) =

⎛⎜⎜⎜⎜⎜⎝
1 −

k−1∑
i=1

wi

1 −
k−1∑
i=1

wi e
ti

⎞⎟⎟⎟⎟⎟⎠
ν

,

where

wi = ψθi

1 − ψ

(
1 −

k−1∑
i=1

θi

) , i = 1, . . . , k − 1.

This proves that X∗ has the multivariate Negative-Binomial distribution.

Example 2.7. Consider a random variable X having a normal distribution, N (ξ, σ 2).
Let �(u) be the standard normal c.d.f. The transformed variable Y = �(X ) is of
interest in various problems of statistical inference in the fields of reliability, quality
control, biostatistics, and others. In this example we study the first two moments
of Y .

In the special case of ξ = 0 and σ 2 = 1, since �(u) is the c.d.f. of X , the above
transformation yields a rectangular random variable, i.e., Y ∼ R(0, 1). In this case,
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obviously E{Y } = 1/2 and V {Y } = 1/12. In the general case, we have according to
the law of the iterated expectation

E{Y } = E{�(X )}
= E{P{U ≤ X | X}}
= P{U ≤ X},

where U ∼ N (0, 1), U and X are independent. Moreover, according to (2.7.7), U −
X ∼ N (−ξ, 1 + σ 2). Therefore,

E{Y } = �(ξ/
√

(1 + σ 2)).

In order to determine the variance of Y we observe first that, if U1, U2 are independent
random variables identically distributed like N (0, 1), then P{U1 ≤ x,U2 ≤ x} =
�2(x) for all −∞ < x < ∞. Thus,

E{Y 2} = E{�2(X )}
= P{U1 − X ≤ 0,U2 − X ≤ 0},

where U1, U2 and X are independent and Ui ∼ N (0, 1), i = 1, 2, U1 − X and U2 − X
have a joint bivariate normal distribution with mean vector (−ξ,−ξ ) and covariance
matrix

V =
(

1 + σ 2 σ 2

σ 2 1 + σ 2

)
.

Hence,

E{Y 2} = �2

(
ξ

(1 + σ 2)1/2
,

ξ

(1 + σ 2)1/2
;

σ 2

1 + σ 2

)
.

Finally,

V {Y } = E{Y 2} − �2

(
ξ

(1 + σ 2)1/2

)
.

Generally, the nth moment of Y can be determined by the n-variate multinormal

c.d.f. �n

(
ξ

(1 + σ 2)1/2
, . . . ,

ξ

(1 + σ 2)1/2
; R

)
, where the correlation matrix R has

off-diagonal elements Ri j = σ 2/(1 + σ 2), for all k 
= j . We do not treat here the
problem of computing the standard k-variate multinormal c.d.f. Computer routines
are available for small values of k. The problem of the numerical evaluation is
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generally difficult. Tables are available for the bivariate and the trivariate cases. For
further comments on this issue see Johnson and Kotz (1972, pp. 83–132).

Example 2.8. Let X1, X2, . . . , Xn be i.i.d. N (0, 1) r.v.s. The sample variance is
defined as

S2 = 1

n − 1

n∑
i=1

(Xi − X̄ )2, where X̄ = 1

n

n∑
i=1

Xi .

Let Q = �(Xi − X̄ )2. Define the matrix J = 11′, where 1′ = (1, . . . , 1) is a vector

of ones. Let A = I − 1

n
J , and Q = X′ AX. It is easy to verify that A is an idempotent

matrix. Indeed,

(
I − 1

n
J

)2

= I − 2

n
J + 1

n2
J 2 = I − 1

n
J.

The rank of A is r = n − 1. Thus, we obtained that S2 ∼ 1
n−1χ

2[n − 1].

Example 2.9. Let X1, . . . , Xn be i.i.d. random variables having a N (ξ, σ 2) dis-

tribution. The sample mean is X̄ = 1

n

n∑
i=1

Xi and the sample variance is S2 =

1

n − 1

n∑
i=1

(Xi − X̄ )2. In Section 2.5 we showed that if the distribution of the Xs

is symmetric, then X̄ and S2 are uncorrelated. We prove here the stronger result that,
in the normal case, X̄ and S2 are independent. Indeed,

X̄ ∼ ξ + σ√
n

1′U, where U = (U1, . . . ,Un)′

is distributed like N (0, I ). Moreover, S2 ∼ σ 2

n − 1
U′(I − 1

n J )U. But,

1′
(

I − 1

n
J

)
= 0′.

This implies the independence of X̄ and S2.

Example 2.10. Let X be a k-dimensional random vector having a multinormal
distribution N (Aβ, σ 2 I ), where A is a k × r matrix of constants, β is an r × 1 vector;
1 ≤ r ≤ k, 0 < σ 2 < ∞. We further assume that rank (A) = r , and the parameter
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vector β is unknown. Consider the vector β̂ that minimizes the squared-norm ||X −
Aβ||2, where ||X||2 = �X2

i . Such a vector β̂ is called the least-squares estimate of
β. The vector β̂ is determined so that

||X||2 = ||X − Aβ̂||2 + ||Aβ̂||2 ≡ Q1 + Q2.

That is, Aβ̂ is the orthogonal projection of X on the subspace generated by the
column vectors of A. Thus, the inner product of (X − Aβ̂) and Aβ̂ should be zero.
This implies that

β̂ = (A′ A)−1 A′X.

The matrix A′ A is nonsingular, since A is of full rank. Substituting β̂ in the expressions
for Q1 and Q2, we obtain

Q1 = ||X − Aβ̂||2 = X′(I − A(A′ A)−1 A′)X,

and

Q2 = ||Aβ̂||2 = X′ A(A′ A)−1 A′X.

We prove now that these quadratic forms are independent. Both

B1 = I − A(A′ A)−1 A′ and B2 = A(A′ A)−1 A′

are idempotent. The rank of B1 is k − r and that of B2 is r . Moreover,

B1 B2 = (I − A(A′ A)−1 A′)A(A′ A)−1 A′

= A(A′ A)−1 A′ − A(A′ A)−1 A′ = 0.

Thus, the conditions of Theorem 2.9.2 are satisfied and Q1 is independent of Q2.
Moreover, Q1 ∼ σ 2χ2[x − r ; λ1] and Q2 ∼ σ 2χ2[r ; λ2] where

λ1 = 1

2
β ′ A′(I − A(A′ A)−1 A′)Aβ = 0

and

λ2 = 1

2
β ′ A′ A(A′ A)−1 A′ Aβ

= 1

2
β ′(A′ A)β.
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Example 2.11. Let X1, . . . , Xn be i.i.d. random variables from a rectangular R(0, 1)
distribution. The density of the i th order statistic is then

fi (x) = 1

B(i, n − i + 1)
xi−1(1 − x)n−i ,

0 ≤ x ≤ 1. The p.d.f. of the sample median, for n = 2m + 1, is in this case

gm(x) = 1

B(m + 1,m + 1)
xm(1 − x)m, 0 ≤ x ≤ 1.

The p.d.f. of the sample range is the β(n − 1, 2) density

hn(r ) = 1

B(n − 1, 2)
rn−2(1 − r ), 0 ≤ r ≤ 1.

These results can be applied to test whether a sample of n observation is a realization
of i.i.d. random variables having a specified continuous distribution, F(x), since
Y = F(Y ) ∼ R(0, 1).

Example 2.12. Let X1, X2, . . . , Xn be i.i.d. random variables having a common
exponential distribution E(λ), 0 < λ < ∞. Let X (1) < X (2) < · · · < X (n) be the cor-
responding order statistic. The density of X(1) is

fX (1) (x ; λ) = λne−λnx , x ≥ 0.

The joint density of X(1) and X (2) is

fX (1),X(2) (x, y) = n(n − 1)λ2e−λ(x+y)e−λ(n−2)y, 0 < x < y.

Let U = X (2) − X(1). The joint density of X(1) and U is

fX (1),U (x, u) = λne−λnx (n − 1)λe−λ(n−1)u, 0 < x < ∞,

and 0 < u < ∞. Notice that fX (1),U (x, u) = fX (1) (x) · fU (u). Thus X (1) and U are
independent, and U is distributed like the minimum of (n − 1) i.i.d. E(λ) ran-
dom variables. Similarly, by induction on k = 2, 3, . . . , n, if Uk = X (k) − X (k−1)

then X (k−1) and Uk are independent and Uk ∼ E(λ(n − k + 1)). Thus, since X (k) =
X(1) + U2 + · · · + Uk , E{X(k)} = 1

λ

n∑
j=n−k+1

1

j
and V {X (k)} = 1

λ2

n∑
j=n−k+1

1

j2
, for

all k ≥ 1.
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Example 2.13. Let X ∼ N (μ, σ 2), −∞ < μ < ∞, 0 < σ 2 < ∞. The p.d.f. of
X is

f (x ;μ, σ 2) = 1

(2π )1/2σ
exp

{
− 1

2σ 2
(x − μ)2

}
= 1

(2π )1/2σ
exp

{
− μ2

2σ 2

}
· exp

{
μ

σ 2
x +

(
− 1

2σ 2

)
x2

}
.

Let h(x) = 1√
2π

, A(μ, σ 2) = exp

{
− μ2

2σ 2
− 1

2
log σ 2

}
, ψ1(μ, σ 2) = μ

σ 2
,

ψ2(μ, σ 2) = − 1

2σ 2
, U1(x) = x , and U2(x) = x2. We can write f (x ;μ, σ 2)

as a two-parameter exponential type family. By making the reparametriza-
tion (μ, σ 2) → (ψ1, ψ2), the parameter space � = {(μ, σ 2) : −∞ < μ < ∞,
0 < σ 2 < ∞} is transformed to the parameter space

� = {(ψ1, ψ2) : −∞ < ψ1 < ∞, −∞ < ψ2 < 0}.

In terms of (ψ1, ψ2) the density of X can be written as

f (x ;ψ1, ψ2) = h(x)A(ψ1, ψ2) exp{ψ1x + ψ2x2}, −∞ < x < ∞,

where h(x) = 1/
√
π and

A(ψ1, ψ2) = exp

{
1

4

ψ2
1

ψ2
+ 1

2
log(−ψ2)

}
.

The p.d.f. of the standard normal distribution is obtained by substituting ψ1 = 0,

ψ2 = −1

2
.

Example 2.14. A simple example of a curved exponential family is

F = {N (ξ, cξ 2),−∞ < ξ < ∞, c > 0 known}.

In this case,

f (x ;ψ1, ψ2) = 1√
π

A∗(ψ1, ψ2) exp{ψ1x + ψ2x2},

with ψ2 = − c

2
ψ2

1 . ψ1 and ψ2 are linearly independent. The rank is k = 2 but

�∗ =
{

(ψ1, ψ2) : ψ2 = − c

2
ψ2

1 ,−∞ < ψ1 < ∞
}
.
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The dimension of �∗ is 1.
The following example shows a more interesting case of a regular exponential

family of order k = 3.

Example 2.15. We consider here a model that is well known as the Model II of
Analysis of Variance. This model will be discussed later in relation to the problem
of estimation and testing variance components.

We are given n · k observations on random variables Xi j (i = 1, . . . , k; j =
1, . . . , n). These random variables represent the results of an experiment performed
in k blocks, each block containing n trials. In addition to the random component rep-
resenting the experimental error, which affects the observations independently, there
is also a random effect of the blocks. This block effect is the same on all the observa-
tions within a block, but is independent from one block to another. Accordingly, our
model is

Xi j ∼ μ + ai + ei j , i = 1, . . . , k, j = 1, . . . , n

where ei j are i.i.d. like N (0, σ 2) and ai are i.i.d. like N (0, τ 2).
We determine now the joint p.d.f. of the vector X = (X11, . . . ,

X1n, X21, . . . , X2n, . . . , Xk1, . . . , Xkn)′. The conditional distribution of X given
a = (a1, . . . , ak)′ is the multinormal N (μ1nk + ξ (a), σ 2 Ink), where ξ ′(a) =
(a11′

n, a21′
n, . . . , ak1′

n). Hence, the marginal distribution of X is the multinormal
N (ξ1nk, V ), where the covariance matrix V is given by a matrix composed of k equal
submatrices along the main diagonal and zeros elsewhere. That is, if Jn = 1n1′

n is an
n × n matrix of 1s,

V = diag{σ 2 In + τ 2 Jn, . . . , σ
2 In + τ 2 Jn}.

The determinant of V is (σ 2)kn |In + ρ Jn|k , where ρ = τ 2/σ 2. Moreover, let H be an

orthogonal matrix whose first row vector is
1√
n

1′
n . Then,

|In + ρ Jn| = |H (In + ρ Jn)H ′| = (1 + nρ).

Hence, |V | = σ 2nk(1 + nρ)k . The inverse of V is

V −1 = diag

{
1

σ 2
(In + ρ Jn)−1, . . . ,

1

σ 2
(In + ρ Jn)−1

}
,

where (In + ρ Jn)−1 = In − (ρ/(1 + nρ))Jn .



164 STATISTICAL DISTRIBUTIONS

Accordingly, the joint p.d.f. of X is

f (x;μ, σ 2, τ 2) = 1

(2π )kn/2|V |1/2
exp

{
−1

2
(x − μ1nk)′V −1(x − μ1nk )

}
= 1

(2π )kn/2σ kn(1 + nρ)k/2
exp

{
− 1

2σ 2
(x − μ1nk)′(x − μ1nk)

− ρ

2σ 2(1 + nρ)
(x − μ1nk)′ diag{Jn, . . . , Jn}(x − μ1nk )

}
.

Furthermore,

(x − μ1nk )′(x − μ1nk) =
k∑

i=1

n∑
j=1

(xi j − μ)2

=
k∑

i=1

n∑
j=1

(xi j − x̄i )
2 + n

k∑
i=1

(x̄i − μ)2,

where x̄i = 1

n

n∑
j=1

xi j , i = 1, . . . , k. Similarly,

(x − μ1nk)′ diag{Jn, . . . , Jn}(x − μ1nk) = n2
k∑

i=1

(x̄i − μ)2.

Substituting these terms we obtain,

f (x;μ, σ 2, τ 2) = 1

(2π )kn/2σ nk(1 + nρ)k/2
·

· exp

{
− 1

2σ 2

k∑
i=1

n∑
j=1

(xi j − x̄i )
2

− n

2σ 2(1 + nρ)

k∑
i=1

(x̄i − ¯̄x)2 − nk

2σ 2(1 + nρ)
( ¯̄x − μ)2

}
,

where

¯̄x = 1

nk

k∑
i=1

n∑
j=1

xi j .
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Define,

U1(x) =
k∑

i=1

n∑
j=1

x2
i j , U2(x) =

k∑
i=1

x̄2
i , U3(x) = ¯̄x,

and make the reparametrization

ψ1 = − 1

2σ 2
, ψ2 = −n2ρ

2σ 2(1 + nρ)
, ψ3 = nkμ(1 + 2nρ)

2σ 2(1 + nρ)
.

The joint p.d.f. of X can be expressed then as

f (x;ψ1, ψ2, ψ3) = exp{−nK (ψ)} · exp{ψ1U1(x) + ψ2U2(x) + ψ3U3(x)}.

The functions U1(x), U2(x), and U3(x) as well as ψ1(θ ), ψ2(θ ), and ψ3(θ ) are linearly
independent. Hence, the order is k = 3, and the dimension of �∗ is d = 3.

Example 2.16. Let X1, . . . , Xn be i.i.d. random variables having a common gamma
distribution G(λ, ν), 0 < λ, ν < ∞. For this distribution β1 = 2ν and β2 = 6ν.

The sample mean X̄n is distributed like
1

n
G(λ, nν). The standardized mean is

Wn = √
n

λX̄n − ν√
ν

. The exact c.d.f. of Wn is

P{Wn ≤ x} = P{G(1, nν) ≤ nν + x
√

nν}.

On the other hand, the Edgeworth approximation is

P{Wn ≤ x} ∼= �(x) − ν

3
√

n
(x2 − 1)φ(x)

− x

n

[
2ν − 1

8
(x2 − 3) + ν2

18
(x4 − 10x2 + 15)

]
φ(x).

In the following table, we compare the exact distribution of Wn with its Edgeworth
expansion for the case of ν = 1, n = 10, and n = 20. We see that for n = 20 the
Edgeworth expansion yields a very good approximation, with a maximal relative
error of −4.5% at x = −2. At x = −1.5 the relative error is 0.9%. At all other values
of x the relative error is much smaller.
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Exact Distribution and Edgeworth Approximation

n = 10 n = 20

x Exact Edgeworth Exact Edgeworth

−2.0 0.004635 0.001627 0.009767 0.009328
−1.5 0.042115 0.045289 0.051139 0.051603
−1.0 0.153437 0.160672 0.156254 0.156638
−0.5 0.336526 0.342605 0.328299 0.328311

0 0.542070 0.542052 0.529743 0.529735
.5 0.719103 0.713061 0.711048 0.711052

1.0 0.844642 0.839328 0.843086 0.843361
1.5 0.921395 0.920579 0.923890 0.924262
2.0 0.963145 0.964226 0.966650 0.966527

Example 2.17. Let X1, . . . , Xn be i.i.d. distributed as G(λ, ν). X̄n ∼ 1

n
G(λ, nν).

Accordingly,

f X̄n
(x) = (nλ)nν

�(nν)
xnν−1e−nλx , x > 0.

The cumulant generating function of G(λ, ν) is

K (ψ) = −ν log

(
1 − ψ

λ

)
, ψ < λ.

Thus,

K ′(ψ) = ν

λ − ψ
, ψ < λ

and

K ′′(ψ) = ν

(λ − ψ)2
, ψ < λ.

Accordingly, ψ̂ = λ − ν/x and

K ′′(ψ̂) = x2/ν

exp{n[K (ψ̂) − ψ̂x]} = exp{nν − nλx} ·
(
λx

ν

)nν

. It follows from Equation

(2.15.18) that the saddlepoint approximation is

f X̄ (x) ∼=
√

nν√
2π

(
λ

ν

)nν

enν · xnν−1e−nλx .
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If we substitute in the exact formula the Stirling approximation, �(nν) ∼=√
2π (nν)nν− 1

2 e−nν , we obtain the saddlepoint approximation.

PART III: PROBLEMS

Section 2.2

2.2.1 Consider the binomial distribution with parameters n, θ , 0 < θ < 1.
Write an algorithm for the computation of b( j | n, θ ) employing the

recursive relationship

b( j ; n, θ ) =
{

(1 − θ )n j = 0

R j (n, θ )b( j − 1; n, θ ), j = 1, . . . , N

where R j (n, θ ) = b( j ; n, θ )/b( j − 1; n, θ ). Write the ratio R j (n, θ ) explic-
itly and find an expression for the mode of the distribution, i.e., x0

i = smallest
nonnegative integer for which b(x0; n, θ ) ≥ b( j ; n, θ ) for all j = 0, . . . , n.

2.2.2 Prove formula (2.2.2).

2.2.3 Determine the median of the binomial distribution with n = 15 and θ = .75.

2.2.4 Prove that when n → ∞, θ → 0, but nθ → λ, 0 < λ < ∞, then

lim
n → ∞
nθ → λ

b(i ; n, θ ) = p(i ; λ), i = 0, 1, . . .

where p(i ; λ) is the p.d.f. of the Poisson distribution.

2.2.5 Establish formula (2.2.7).

2.2.6 Let X have the Pascal distribution with parameters ν (fixed positive integer)
and θ , 0 < θ < 1. Employ the relationship between the Pascal distribution
and the negative-binomial distribution to show that the median of X is
ν + n.5, where n.5 = least nonnegative integer n such that Iθ (ν, n + 1) ≥ .5.
[This formula of the median is useful for writing a computer program and
utilizing the computer’s library subroutine function that computes Iθ (a, b).]

2.2.7 Apply formula (2.2.4) to prove the binomial c.d.f. B( j ; n, θ ) is a decreasing
function of θ , for each j = 0, 1, . . . , n.
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2.2.8 Apply formula (2.2.12) to prove that the c.d.f. of the negative-binomial
distribution, NB(ψ, ν), is strictly decreasing in ψ , for a fixed ν, for each
j = 0, 1, . . ..

2.2.9 Let X ∼ B(105, .0003). Apply the Poisson approximation to compute
P{20 < X < 40}.

Section 2.3

2.3.1 Let U be a random variable having a rectangular distribution R(0, 1). Let
β−1(p | a, b), 0 < p < 1, 0 < a, b < ∞ denote the pth quantile of the
β(a, b) distribution. What is the distribution of Y = β−1(U ; a, b)?

2.3.2 Let X have a gamma distribution G

(
1

β
, k

)
, 0 < β < ∞, and k be a positive

integer. Letχ2
p[ν] denote the pth quantile of the chi-squared distribution with

ν degrees of freedom. Express the pth quantile of G

(
1

β
, k

)
in terms of the

corresponding quantiles of the chi-squared distributions.

2.3.3 Let Y have the extreme value distribution (2.3.19). Derive formulae for the
pth quantile of Y and for its interquartile range.

2.3.4 Let n(x ; ξ, σ 2) denote the p.d.f. of the normal distribution N (ξ, σ 2). Prove
that ∫ ∞

−∞
n(x ; ξ, σ 2)dx = 1,

for all (ξ, σ 2); −∞ < ξ < ∞, 0 < σ 2 < ∞.

2.3.5 Let X have the binomial distribution with n = 105 and θ = 10−3. For large
values of λ (λ > 30), the N (λ, λ) distribution provides a good approxima-
tion to the c.d.f. of the Poisson distribution P(λ). Apply this property to
approximate the probability P{90 < X < 110}.

2.3.6 Let X have an exponential distribution E(λ), 0 < λ < ∞. Prove that for all
t > 0, E{exp{−t X}} ≥ exp{−t/λ}.

2.3.7 Let X ∼ R(0, 1) and Y = − log X .

(i) Show that E{Y } ≥ log 2. [The logarithm is on the e base.]

(ii) Derive the distribution of Y and find E{Y } exactly.

2.3.8 Determine the first four cumulants of the gamma distribution G(λ, ν), 0 < λ,
ν < ∞. What are the coefficients of skewness and kurtosis?
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2.3.9 Derive the coefficients of skewness and kurtosis of the log-normal distribu-
tion L N (μ, σ ).

2.3.10 Derive the coefficients of skewness and kurtosis of the beta distribution
β(p, q).

Section 2.4

2.4.1 Let X and Y be independent random variables and P{Y ≥ 0} = 1. Assume

also that E{|X |} < ∞ and E

{
1

Y

}
< ∞. Apply the Jensen inequality and

the law of the iterated expectation to prove that

E

{
X

Y

}
≥ E{X}/E{Y }, if E{X} ≥ 0,

≤ E{X}/E{Y }, if E{X} ≤ 0.

2.4.2 Prove that if X and Y are positive random variables and E{Y | X} = bX ,
0 < b < ∞, then

(i) E{Y/X} = b,

(ii) E{X/Y } ≥ 1/b.

2.4.3 Let X and Y be independent random variables. Show that cov(X + Y, X −
Y ) = 0 if and only if V {X} = V {Y }.

2.4.4 Let X and Y be independent random variables having a common normal
distribution N (0, 1). Find the distribution of R = X/Y . Does E{R} exist?

2.4.5 Let X and Y be independent random variables having a common log-normal
distribution L N (μ, σ 2), i.e., log X ∼ log Y ∼ N (μ, σ 2).

(i) Prove that XY ∼ L N (2μ, 2σ 2).

(ii) Show that E{XY } = exp{2μ + σ 2}.
(iii) What is E{X/Y }?

2.4.6 Let X have a binomial distribution B(n, θ ) and let U ∼ R(0, 1) indepen-
dently of X and Y = X + U .

(i) Show that Y has an absolutely continuous distribution with c.d.f.

FY (η) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, if η < 0

(η − j)B( j ; n, θ ) + if j ≤ η < j + 1,
(1 − η + j)B( j − 1; n, θ ), j = 0, 1, . . . , n

1, if η ≥ n + 1

.

(ii) What are E{Y } and V {Y }?
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2.4.7 Suppose that the conditional distribution of X given θ is the binomial B(n, θ ).
Furthermore, assume that θ is a random variable having a beta distribution
β(p, q).

(i) What is the marginal p.d.f. of X?

(ii) What is the conditional p.d.f. of θ given X = x?

2.4.8 Prove that if the conditional distribution of X givenλ is the Poisson P(λ), and

if λ has the gamma distribution as G

(
1

τ
, ν

)
, then the marginal distribution

of X is the negative-binomial NB

(
τ

1 + τ
, ν

)
.

2.4.9 Let X and Y be independent random variables having a common exponential
distribution, E(λ). Let U = X + Y and W = X − Y .

(i) Prove that the conditional distribution of W given U is the rectangular
R(−U,U ).

(ii) Prove that the marginal distribution of W is the Laplace distribution,
with p.d.f.

g(ω; λ) = λ

2
exp{−λ|ω|}, −∞ < ω < ∞.

2.4.10 Let X have a standard normal distribution as N (0, 1). Let Y = �(X ). Show
that the correlation between X and Y is ρ = (3/π )1/2. [Although Y is com-
pletely determined by X , i.e., V {Y | X} = 0 for all X , the correlation ρ is
less than 1. This is due to the fact that Y is a nonlinear function of X .]

2.4.11 Let X and Y be independent standard normal random variables. What is the
distribution of the distance of (X,Y ) from the origin?

2.4.12 Let X have aχ2[ν] distribution. Let Y = δX , where 1 < δ < ∞. Express the
m.g.f. of Y as a weighted average of the m.g.f.s of χ2[ν + 2 j], j = 0, 1, . . .,

with weights given by ω j = P[J = j], where J ∼ NB

(
1 − 1

δ
,
ν

2

)
. [The

distribution of Y = δX can be considered as an infinite mixture of χ2[ν +
2J ] distributions, where J is a random variable having a negative-binomial
distribution.]

2.4.13 Let X and Y be independent random variables; X ∼ χ2[ν1] and Y ∼
δχ2[ν2], 1 < δ < ∞. Use the result of the previous exercise to prove

that X + Y ∼ χ2[ν1 + ν2 + 2J ], where J ∼ NB

(
1 − 1

δ
,
ν2

2

)
. [Hint: Mul-

tiply the m.g.f.s of X and Y or consider the conditional distribution of
X + Y given J , where J is independent of X and Y | J ∼ χ 2[ν2 + 2J ],

J ∼ NB

(
1 − 1

δ
,
ν2

2

)
.]
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2.4.14 Let X1, . . . , Xn be identically distributed independent random variables
having a continuous distribution F symmetric aroundμ. Let M(X1, . . . , Xn)
and Q(X1, . . . , Xn) be two functions of X = (X1, . . . , Xn)′ satisfying:

(i) E{M(X1, . . . , Xn)} = μ;

(ii) E{M2(X1, . . . , Xn)} < ∞, E{Q2(X1, . . . , Xn)} < ∞;

(iii) M(−X1, . . . ,−Xn) = −M(X1, . . . , Xn);

(iv) M(X1 + c, . . . , Xn + c) = c + M(X1, . . . , Xn) for all constants c,
−∞ < c < ∞;

(v) Q(X1 + c, . . . , Xn + c) = Q(X1, . . . , Xn), all constants c, −∞ < c <

∞;

(vi) Q(−X1, . . . ,−Xn) = Q(X1, . . . , Xn);

then cov(M(X1, . . . , Xn), Q(X1, . . . , Xn)) = 0.

2.4.15 Let Y1, . . . ,Yk−1 (k ≥ 3), Yi ≥ 0,
k∑

i=1

Yi ≤ 1, have a joint Dirichlet distribu-

tion D(ν1, ν2, . . . , νk), 0 < νi < ∞, i = 1, . . . , k.

(i) Find the correlation between Yi and Yi ′ , i 
= i ′.
(ii) Let 1 ≤ m < k. Show that

(Y1, . . . ,Ym−1) ∼ D

⎛⎝ν1, . . . , νm−1,

k∑
j=m

ν j

⎞⎠ .

(iii) For any 1 ≤ m < k, show the conditional law

(Y1, . . . ,Ym−1 | Ym, . . . ,Yk−1) ∼
⎛⎝1 −

k−1∑
j=m

Y j

⎞⎠D(ν1, . . . , νm−1, νk).

Section 2.5

2.5.1 Let X1, . . . , Xn be i.i.d. random variables. μ̂r = 1

n

n∑
i=1

Xr
i is the sample

moment of order r . Assuming that all the required moments of the common
distribution of Xi (i = 1, . . . , n) exist, find

(i) E{μ̂r };
(ii) V {μ̂r };

(iii) cov(μ̂r1 , μ̂r2 ), for 1 ≤ r1 < r2.

2.5.2 Let U j , j = 0,±1,±2, . . ., be a sequence of independent random variables,
such that E{U j } = 0 and V {U j } = σ 2 for all j . Define the random
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variables Xt = β0 + β1Ut−1 + β2Ut−2 + · · · + βpUt−p + Ut ,
t = 0, 1, 2, . . ., where β0, . . . , βp are fixed constants. Derive

(i) E{Xt }, t = 0, 1, . . .;

(ii) V {Xt }, t = 0, 1, . . .;

(iii) cov(Xt , Xt+h), t = 0, 1, . . .; h is a fixed positive integer.

[The sequence {Xi } is called an autoregressive time series of order p.
Notice that E{Xt }, V {Xt }, and cov(Xt , Xt+h) do not depend on t . Such a
series is therefore called covariance stationary.]

2.5.3 Let X1, . . . , Xn be random variables represented by the model Xi = μi + ei

(i = 1, . . . , n), where e1, . . . , en are independent random variables, E{ei } =
0 and V {ei } = σ 2 for all i = 1, . . . , n. Furthermore, let μ1 be a con-
stant and μi = μi−1 + Ji (i = 1, 2, . . . , n), where J2, . . . , Jn are indepen-
dent random variables, Ji ∼ B(1, p), i = 2, . . . , n. Let X = (X1, . . . , Xn)′.
Determine

(i) E{X},
(ii) �| (X). [The covariance matrix]

2.5.4 Let X1, . . . , Xn be i.i.d. random variables. Assume that all required moments
exist. Find

(i) E{X̄4}.
(ii) E{X̄5}.

(iii) E{(X̄ − μ)6}.

Section 2.6

2.6.1 Let (X1, X2, X3) have the trinomial distribution with parameters n = 20,
θ1 = .3, θ2 = .6, θ3 = .1.

(i) Determine the joint p.d.f. of (X2, X3).

(ii) Determine the conditional p.d.f. of X1 given X2 = 5, X3 = 7.

2.6.2 Let (X1, . . . , Xn) have a conditional multinomial distribution given N with
parameters N , θ1, . . . , θn . Assume that N has a Poisson distribution P(λ).

(i) Find the (non-conditional) joint distribution of (X1, . . . , Xn).

(ii) What is the correlation of X1 and X2?

2.6.3 Let (X1, X2) have the bivariate negative-binomial distribution NB(θ1, θ2, ν).

(i) Determine the correlation coefficient ρ.

(ii) Determine the conditional expectation E{X1 | X2} and the conditional
variance V {X1 | X2}.

(iii) Compute the coefficient of determination D2 = 1 − E{V {X1 |
X2}}/V {X1} and compare D2 to ρ2.
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2.6.4 Suppose that (X1, . . . , Xk) has a k-variate hypergeometric distribution
H (N , M1, . . . , Mk, n). Determine the expected value and variance of Y =

k∑
j=1

β j X j , where β j ( j = 1, . . . , k) are arbitrary constants.

2.6.5 Suppose that X has a k-variate hypergeometric distribution H (N ,

M1, . . . , Mk, n). Furthermore, assume that (M1, . . . , Mk) has a multino-
mial distribution with parameters N and (θ1, . . . , θk). Derive the (marginal,
or expected) distribution of X.

Section 2.7

2.7.1 Let (X,Y ) have a bivariate normal distribution with mean vector (ξ, η) and
covariance matrix

�| =
(

σ 2 ρστ

ρστ τ 2

)
.

Make a linear transformation (X,Y ) → (U, W ) such that (U, W ) are inde-
pendent N (0, 1).

2.7.2 Let (X1, X2) have a bivariate normal distribution N (ξ , �| ). Define Y =
αX1 + βX2.

(i) Derive the formula of E{�(Y )}.
(ii) What is V {�(Y )}?

2.7.3 The following is a normal regression model discussed, more generally, in
Chapter 5. (x1,Y1), . . . , (xn,Yn) are n pairs in which x1, . . . , xn are pre-
assigned constants and Y1, . . . ,Yn independent random variables. Accord-

ing to the model, Yi ∼ N (α + βxi , σ
2), i = 1, . . . , n. Let x̄n = 1

n

n∑
i=1

xi ,

Ȳn = 1

n

n∑
i=1

Yi and

β̂n =
n∑

i=1

(xi − x̄)Yi/

n∑
i=1

(xi − x̄)2, α̂n = Ȳn − β̂n x̄n.

α̂n and β̂n are called the least-squares estimates of α and β, respectively.
Derive the joint distribution of (α̂n, β̂n). [We assume that �(xi − x̄)2 > 0.]

2.7.4 Suppose that X is an m-dimensional random vector and Y is an r -dimensional
one, 1 ≤ r ≤ m. Furthermore, assume that the conditional distribution of X
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given Y is N (AY, �| ) where A is an m × r matrix of constants. In addition,
let Y ∼ N (η, D).

(i) Determine the (marginal) joint distribution of X;

(ii) Determine the conditional distribution of Y given X.

2.7.5 Let (Z1, Z2) have a standard bivariate normal distribution with coefficient
of correlation ρ. Suppose that Z1 and Z2 are unobservable and that the
observable random variables are

Xi =
{

0, if Zi ≤ 0

1, if Zi > 0
i = 1, 2.

Let τ be the coefficient of correlation between X1 and X2. Prove that ρ =
sin(πτ/2). [τ is called the tetrachoric (four-entry) correlation.]

2.7.6 Let (Z1, Z2) have a standard bivariate normal distribution with coefficient
of correlation ρ = 1/2. Prove that P{Z1 ≥ 0, Z2 ≤ 0} = 1/6.

2.7.7 Let (Z1, Z2, Z3) have a standard trivariate normal distribution with a corre-
lation matrix

R =

⎛⎜⎝ 1 ρ12 ρ13

ρ12 1 ρ23

ρ13 ρ23 1

⎞⎟⎠.

Consider the linear regression of Z1 on Z3, namely Ẑ1 = ρ13 Z3 and the
linear regression of Z2 on Z3, namely Ẑ2 = ρ23 Z3. Show that the correla-
tion between Z1 − Ẑ1 and Z2 − Ẑ2 is the partial correlation ρ12·3 given by
(2.7.15).

2.7.8 Let (Z1, Z2) have a standard bivariate normal distribution with coefficient of
correlation ρ. Let μrs = E{Zr

1 Z s
2} denote the mixed moment of order (r, s).

Show that

(i) μ12 = μ21 = 0;

(ii) μ13 = μ31 = 3ρ;

(iii) μ22 = 1 + 2ρ2;

(iv) μ14 = μ41 = 0;

(v) μ15 = μ51 = 15ρ;

(vi) μ24 = μ42 = 3(1 + 4ρ2);

(vii) μ33 = 3(3 + 2ρ2).
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2.7.9 A commonly tabulated function for the standard bivariate normal distribution
is the upper orthant probability

L(h, k | ρ) = P{h ≤ Z1, k ≤ Z2}

= 1

2π
√

(1 − ρ2)

∫ ∞

h

∫ ∞

k
exp

{
− 1

2(1 − ρ2)
(z2

1 − 2ρz1z2 + z2
2)

}
dz1dz2.

Show that

(i) �2(h, k; ρ) = 1 − L(h,−∞ | ρ) − L(−∞, k | ρ) + L(h, k | ρ);

(ii) L(h, k | ρ) = L(k, h | ρ);

(iii) L(−h, k | ρ) + L(h, k | −ρ) = 1 − �(k);

(iv) L(−h,−k | ρ) − L(h, k | ρ) = 1 − �(h) − �(k);

(v) L(0, 0 | ρ) = 1

4
+ 1

2π
sin−1(ρ).

2.7.10 Suppose that X has a multinormal distribution N (ξ , �| ). Let X (n) =
max
1≤i≤n

{Xi }. Express the c.d.f. of X (n) in terms of the standard multinormal

c.d.f., �n(Z; R).

2.7.11 Let Z = (Z1, . . . , Zm)′ have a standard multinormal distribution whose cor-
relation matrix R has elements

ρi j =
{

1, if i = j

λiλ j , if i 
= j

where |λi | ≤ 1 (i = 1, . . . ,m). Prove that

�m(h; R) =
∫ ∞

−∞
φ(u)

m∏
j=1

�

⎛⎝h j − λ j u√
1 − λ2

j

⎞⎠ du,

where φ(u) is the standard normal p.d.f. [Hint: Let U0,U1, . . . ,Um be inde-

pendent N (0, 1) and let Z j = λ j U0 +
√

(l − λ2
j )U j , j = 1, . . . ,m.]

2.7.12 Let Z have a standard m-dimensional multinormal distribution with a cor-
relation matrix R whose off-diagonal elements are ρ, 0 < ρ < 1. Show
that

�m(0; R) = 1√
π

∫ ∞

−∞
e−t2

[1 − �(at)]mdt,

where 0 < a < ∞, a2 = 2ρ/(1 − ρ). In particular, for ρ = 1/2,
�m(0; R) = (1 + m)−1.
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Section 2.8

2.8.1 Let X ∼ N (0, σ 2) and Q = X2. Prove that Q ∼ σ 2χ2[1] by deriving the
m.g.f. of Q.

2.8.2 Consider the normal regression model (Problem 3, Section 2.7). The sum of
squares of deviation around the fitted regression line is

QY |X =
n∑

i=1

(Yi − α̂ − β̂xi )
2 = (1 − r2)

n∑
i=1

(Yi − Ȳ )2,

where r is the sample coefficient of correlation, i.e.,

r =
n∑

i=1

Yi (xi − x̄)

/[
n∑

i=1

(xi − x̄)2 ·
n∑

i=1

(Yi − Ȳ )2

]1/2

.

Prove that QY |X ∼ σ 2χ2[n − 2].

2.8.3 Let {Yi j ; i = 1, . . . , I, j = 1, . . . , J } be a set of random variables. Consider
the following two models (of ANOVA, discussed in Section 4.6.2).

Model I: Yi j are mutually independent, and for each i (i = 1, . . . , I )Yi j ∼
N (ξi , σ

2) for all j = 1, . . . , J . ξ1, . . . , ξI are constants.

Model II: For each i (i = 1, . . . , I ) the conditional distribution of Yi j given ξi

is N (ξi , σ
2) for all j = 1, . . . , J . Furthermore, given ξ1, . . . , ξI , Yi j are con-

ditionally independent. ξ1, . . . , ξI are independent random variables having
the common distribution N (0, τ 2). Define the quadratic forms

Q1 =
I∑

i=1

J∑
j=1

(Yi j − Ȳi )
2, Ȳi = 1

J

J∑
j=1

Yi j , i = 1, . . . , I ;

Q2 = J
I∑

i=1

(Ȳi − ¯̄Y )2, ¯̄Y = 1

I

I∑
i=1

Ȳi .

Determine the distributions of Q1 and Q2 under the two different models.

2.8.4 Prove that if X1 and X2 are independent and Xi ∼ χ2[νi ; λi ] i = 1, 2, then
X1 + X2 ∼ χ2[ν1 + ν2; λ1 + λ2].

Section 2.9

2.9.1 Consider the statistics Q1 and Q2 of Problem 3, Section 2.8. Check whether
they are independent.
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2.9.2 Consider Example 2.5. Prove that the least-squares estimator β̂ is indepen-
dent of Q1.

2.9.3 Let (X1,Y1), . . . , (Xn,Yn) be independent random vectors having a common
bivariate normal distribution with V {X} = V {Y } = 1. Let

Q1 = 1

1 − ρ2

{
n∑

i=1

(Xi − X̄ )2 − 2ρ
n∑

i=1

(Xi − X̄ )(Yi − Ȳ ) + ρ2�(Yi − Ȳ )2

}

and

Q2 = 1

1 − ρ2
(X̄ − ρȲ )2,

where ρ, −1 < ρ < 1, is the correlation between X and Y . Prove that Q1 and
Q2 are independent. [Hint: Consider the random variables Ui = Xi − ρYi ,
i = 1, . . . , n.]

2.9.4 Let X be an n × 1 random vector having a multinormal distribution
N (μ1, �| ) where

�| = σ 2

⎛⎜⎜⎜⎜⎜⎝
1 ρ . . . ρ

ρ

...
. . .

...

ρ . . . 1

⎞⎟⎟⎟⎟⎟⎠ = σ 2(1 − ρ)I + σ 2ρ J,

J = 11′. Prove that X̄ = 1

n

n∑
i=1

Xi and Q =
n∑

i=1

(Xi − X̄ )2 are independent

and find their distribution. [Hint: Apply the Helmert orthogonal transforma-
tion Y = HX, where H is an n × n orthogonal matrix with first row vector

equal to
1√
n

1′.]

Section 2.10

2.10.1 Let X1, . . . , Xn be independent random variables having a common expo-
nential distribution E(λ), 0 < λ < ∞. Let X(1) ≤ · · · ≤ X(n) be the order
statistics.

(i) Derive the p.d.f. of X (1).

(ii) Derive the p.d.f. of X (n).

(iii) Derive the joint p.d.f. of (X (1), X (n)).

(iv) Derive the formula for the coefficient of correlation between X(1) and
X (n).
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2.10.2 Let X1, . . . , Xn be independent random variables having an identical con-
tinuous distribution F(x). Let X (1) ≤ · · · ≤ X(n) be the order statistics. Find
the distribution of U = (F(X (n)) − F(X (2)))/(F(X(n)) − F(X (1))).

2.10.3 Derive the p.d.f. of the range R = X (n) − X (1) of a sample of n = 3 inde-
pendent random variables from a common N (μ, σ 2) distribution.

2.10.4 Let X1, . . . , Xn , where n = 2m + 1, be independent random variables hav-
ing a common rectangular distribution R(0, θ ), 0 < θ < ∞. Define the
statistics U = X(m) − X (1) and W = X (n) − X (m+1). Find the joint p.d.f. of
(U, W ) and their coefficient of correlation.

2.10.5 Let X1, . . . , Xn be i.i.d. random variables having a common continuous
distribution symmetric about x0 = μ. Let f(i)(x) denote the p.d.f. of the i th
order statistic, i = 1, . . . , n. Show that f(r )(μ + x) = f(n−r+1)(μ − x), all
x , r = 1, . . . , n.

2.10.6 Let X (n) be the maximum of a sample of size n of independent identi-
cally distributed random variables having a standard exponential distribu-
tion E(1). Show that the c.d.f. of Yn = X (n) − log n converges, as n → ∞, to
exp{−e−x }, which is the extreme-value distribution of Type I (Section 2.3.4).
[This result can be generalized to other distributions too. Under some gen-
eral conditions on the distribution of X , the c.d.f. of X(n) + log n converges
to the extreme-value distribution of Type I (Galambos, 1978.)

2.10.7 Suppose that Xn,1, . . . , Xn,k are k independent identically distributed ran-
dom variables having the distribution of the maximum of a random sample

of size n from R(0, 1). Let V =
k∏

i=1

Xn,i . Show that the p.d.f. of V is (David,

1970, p. 22)

g(v) = nk

�(k)
vn−1(− log v)k−1, 0 ≤ v ≤ 1.

Section 2.11

2.11.1 Let X ∼ t[10]. Determine the value of the coefficient of kurtosis γ =
μ∗

4/μ
∗2
2 .

2.11.2 Consider the normal regression model (Problem 3, Section 2.7 and Problem
2, Section 2.8). The standard errors of the least-squares estimates are
defined as

S.E .{α̂n} = Sy|x

[
1

n
+ x̄2

�(xi − x̄)2

]1/2

,

S.E .{β̂n} = Sy|x/(�(xi − x̄)2)1/2,
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where S2
y|x = Qy|x/(n − 2). What are the distributions of (α̂n − α)/S.E .{α̂n}

and of (β̂n − β)/S.E .{β̂n}?

2.11.3 Let �(u) be the standard normal integral and let X ∼ (χ2[1])1/2. Prove that
E{�(X )} = 3/4.

2.11.4 Derive the formulae (2.11.8)–(2.11.10).

2.11.5 Let X ∼ N (μ1, �| ), with �| = σ 2(1 − ρ)

(
I + ρ

1 − ρ
J

)
, where − 1

n − 1
<

ρ < 1 (see Problem 4, Section 2.9). Let X̄ and S be the (sample) mean and
variance of the components of X.

(i) Determine the distribution of X̄ .

(ii) Determine the distribution of S2.

(iii) Prove that X̄ and S2 are independent.

(iv) Derive the distribution of
√

n (X̄ − μ)/S.

2.11.6 Let t have the multivariate t-distribution t[ν; ξ , σ 2 R]. Show that the covari-

ance matrix of t is �| (t) = ν

ν − 2
R, ν > 2.

Section 2.12

2.12.1 Derive the p.d.f. (2.12.2) of F[ν1, ν2].

2.12.2 Apply formulae (2.2.2) and (2.12.3) to derive the relationship between the
binomial c.d.f. and that of the F-distribution, namely

B(a; n, θ ) = P

{
F[2n − 2a, 2a + 2] ≤ a + 1

N − a
· 1 − θ

θ

}
, a = 0, . . . , n − 1.

(2.15.1)

Notice that this relationship can be used to compute the c.d.f. of a central-F
distribution with both ν1 and ν2 even by means of the binomial distribution.
For example, P{F[6, 8] ≤ 8/3} = B(3 | 6, 1

3 ) = .89986.

2.12.3 Derive formula (2.12.10).

2.12.4 Apply formula (2.12.15) to express the c.d.f. of F[2m, 2k; λ] as a Poisson
mixture of binomial distributions.

Section 2.13

2.13.1 Find the expected value and the variance of the sample correlation r when
the parameter is ρ.



180 STATISTICAL DISTRIBUTIONS

2.13.2 Show that when ρ = 0 then the distribution of the sample correlation r is
symmetric around zero.

2.13.3 Express the quantiles of the sample correlation r , when ρ = 0, in terms of
those of t[n − 2].

Section 2.14

2.14.1 Show that the families of binomial, Poisson, negative-binomial, and gamma
distributions are exponential type families. In each case, identify the canon-
ical parameters and the natural parameter space.

2.14.2 Show that the family of bivariate normal distributions is a five-parameter
exponential type. What are the canonical parameters and the canonical
variables?

2.14.3 Let X ∼ N (μ, σ 2
1 ) and Y ∼ N (μ, σ 2

2 ) where X and Y are independent.
Show that the joint distribution of (X,Y ) is a curved exponential family.

2.14.4 Consider n independent random variables, where Xi ∼ P(μ(αi − αi−1)),
(Poisson), (i = 1, . . . , n). Show that their joint p.d.f. belongs to a two-
parameter exponential family. What are the canonical parameters and what
are the canonical statistics? The parameter space� = {(μ, α) : 0 < μ < ∞,
1 < α < ∞}.

2.14.5 Let T1, T2, . . . , Tn be i.i.d. random variables having an exponential distribu-
tion E(λ). Let 0 < t0 < ∞. We observed the censored variables X1, . . . , Xn

where

Xi = Ti I {Ti < t0} + t0 I {Ti ≥ t0},

i = 1, . . . , n. Show that the joint distribution of X1, . . . , Xn is a curved
exponential family. What are the canonical statistics?

Section 2.15

2.15.1 Let X1, . . . , Xn be i.i.d. random variables having a binomial distribution
B(1, θ ). Compare the c.d.f. of X̄n , for n = 10 and θ = .3 with the corre-
sponding Edgeworth approximation.

2.15.2 Let X1, . . . , Xn be i.i.d. random variables having a Weibull distribution
G1/α(λ, 1). Approximate the distribution of X̄n by the Edgeworth approxi-
mation for n = 20, α = 2.5, λ = 1.
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2.15.3 Approximate the c.d.f. of the Weibull, G1/α(λ, 1), when α = 2.5, λ = 1

20
by an Edgeworth approximation with n = 1. Compare the exact c.d.f. to the
approximation.

2.15.4 Let X̄n be the sample mean of n i.i.d. random variables having a log-normal
distribution, L N (μ, σ 2). Determine the saddlepoint approximation to the
p.d.f. of X̄n .

PART IV: SOLUTIONS TO SELECTED PROBLEMS

2.2.2 Prove that
n∑

j=a

b( j ; n, θ ) = Iθ (a, n − a + 1).

Iθ (a, n − a + 1) = 1

B(a, n − a + 1)

∫ θ

0
ua−1(1 − u)n−adu

= n!

(a − 1)!(n − a)!

∫ θ

0
ua−1(1 − u)n−adu

=
(

n

a

)
θa(1 − θ )n−a + n!

a!(n − a − 1)!

∫ θ

0
ua(1 − u)n−a−1du

= b(a; n, θ ) + Iθ (a + 1, n − a)

= b(a; n, θ ) + b(a + 1; n, θ ) + Iθ (a + 2, n − a − 1)

= · · · =
N∑

j=a

b( j ; n, θ ).

2.2.6 X ∼ Pascal(θ, ν), i.e.,

P{X = j} =
(

j − 1

ν − 1

)
θν(1 − θ ) j−ν, j ≥ ν.

Let k = j − ν, k ≥ 0. Then

P{X = j} = P{X − ν = k}

= �(k + ν)

�(ν)k!
(1 − θ )kθν, k ≥ 0.

Let ψ = 1 − θ . Then

P{X − ν = k} = �(k + ν)

�(ν)k!
ψk (1 − ψ)ν, k ≥ 0.
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Thus, X − ν ∼ NB(ψ, ν) or X ∼ ν + NB(ψ, ν). The median of X is equal
to ν+ the median of NB(ψ, ν). Using the formula

NB(n | ψ, ν) = I1−ψ (ν, n + 1),

median of NB(ψ, ν) = least n ≥ 0 such that Iθ (ν, n + 1) ≥ 0.5. Denote this
median by n.5. Then X .5 = ν + n.5.

2.3.1 U ∼ R(0, 1). Y ∼ β−1(U | a, b). For 0 < y < 1

P[Y ≤ y] = P[β−1(U | a, b) ≤ y]

= P{U ≤ β(y | a, b)} = β(y | a, b)

= Iy(a, b).

That is, β−1(U ; a, b) ∼ β(a, b).

2.3.2 χ2[ν] ∼ 2G
(

1,
ν

2

)
.

G

(
1

β
, k

)
∼ βG

(
1,

2k

2

)
∼ β

2
χ [2k].

Hence, G−1

(
p;

1

β
, k

)
= β

2
χ2

p[2k].

2.3.9 X ∼ LN(μ, σ 2).

μ1 = E{X} = E{eN (μ,σ 2)} = eμ+σ 2/2

μ2 = E{X2} = E{e2N (μ,σ 2)} = e2μ+2σ 2

μ3 = E{X3} = E{e3N (μ,σ 2)} = e3μ+ 9
2 σ

2

μ4 = E{X4} = E{e4N (μ,σ 2) = e4μ+8σ 2

μ∗
2 = V {X} = e2μ+σ 2

(eσ 2 − 1)

μ∗
3 = μ3 − 3μ2μ1 + 2μ3

1

= e3μ+ 9
2 σ

2 − 3e3μ+ 5
2 σ

2 + 2e3μ+ 3
2 σ

2

= e3μ+ 3
2 σ

2
(e3σ 2 − 3eσ

2 + 2)

μ∗
4 = μ4 − 4μ3μ1 + 6μ2μ

2
1 − 3μ4

1

= e4μ+2σ 2
(e6σ 2 − 4e3σ 2 + 6eσ

2 − 3).
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Coefficient of skewness β1 = μ∗
3

(μ∗
2)3/2

.

β1 = e3σ 2 − 3eσ 2 + 2

(eσ 2 − 1)3/2
.

Coefficient of kurtosis

β2 = μ∗
4

(μ∗
2)2

= e6σ 2 − 4e3σ 2 + 6eσ
2 − 3

(eσ 2 − 1)2
.

2.4.1 X , Y are independent r.v. P{Y > 0} = 1, E{|X |} < ∞.

E

{
X

Y

}
= E{X} · E

{
1

Y

}
By Jensen’s inequality,

≥ E{X}/E{Y }, if E{X} ≥ 0

≤ E{X}/E{Y }, if E{X} ≤ 0.

2.4.4 X , Y are i.i.d. like N (0, 1). Find the distribution of R = X/Y .

FR(r ) = P{X/Y ≤ r}
= P{X ≤ rY,Y > 0}
+ P{X ≥ rY,Y < 0}

=
∫ ∞

0
φ(y)�(r y)dy

+
∫ 0

−∞
φ(y)(1 − �(r y))dy

=
∫ ∞

0
φ(y)�(r y)dy

+
∫ ∞

0
φ(y)(1 − �(−r y))dy

= 2
∫ ∞

0
φ(y)�(r y)dy

= 1

2
+ 1

π
tan−1(r ).
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This is the standard Cauchy distribution with p.d.f.

f (r ) = 1

π
· 1

1 + r2
, −∞ < r < ∞.

Moments of R do not exist.

2.4.9 X , Y i.i.d. E(λ), U = X + Y , W = X − Y , U ∼ G(λ, 2), fU (u) = λ2ue−λu .

(i) The joint p.d.f. of (X,Y ) is f (x, y) = λ2e−λ(x+y), 0 < x, y < ∞. Make
the transformations

u = x + y x = 1

2
(u + w)

w = x − y y = 1

2
(u − w).

The Jacobian is

J =

∣∣∣∣∣∣∣∣
1

2

1

2

1

2
−1

2

∣∣∣∣∣∣∣∣ = −1

2
.

The joint p.d.f. of (U, W ) is g(u,w) = λ2

2
e−λu , 0 < u < ∞, |w | < u.

The conditional density of W given U is

g(w | u) = λ2e−λu

2λ2ue−λu
= 1

2u
I {−u < w < u}.

That is, W | U ∼ R(−U,U ).

(ii) The marginal density of W is

fW (w) = λ2

2

∫ ∞

|w |
e−λudu = λ

2
e−λ|w |, −∞ < w < ∞.

2.5.4 All moments exist. μi = E(Xi ), i = 1, . . . , 4.
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(i)

E{X̄4} = 1

n4
E

⎧⎨⎩
(∑

i

Xi

)4
⎫⎬⎭

= 1

n4
E

⎧⎨⎩
n∑

i=1

X4
i + 4

∑∑
i 
= j

X3
i X j + 3

∑∑
i 
= j

X2
i X2

j

+ 6
∑∑∑

i 
= j 
=k

X2
i X j Xk +

∑∑∑∑
i 
= j 
=k 
=l

Xi X j Xk Xl

⎫⎬⎭
= 1

n4
[nμ4 + 4n(n − 1)μ3μ1 + 3n(n − 1)μ2

2

+ 6n(n − 1)(n − 2)μ2μ
2
1 + n(n − 1)(n − 2)(n − 3)μ4

1]

= μ4
1 + 1

n
(6μ2μ

2
1 − 6μ4

1) + 1

n2
(4μ3μ1 + 3μ2

2

− 18μ2μ
2
1 + 11μ4

1) + 1

n3
(μ4 − 4μ3μ1 − 3μ2

2

+ 12μ2μ
2
1 − 6μ4

1).

(ii)

E{X̄5} = 1

n5
E

⎧⎨⎩
n∑

i=1

X5
i + 5

∑∑
i 
= j

X4
i X j

+ 10
∑∑

i 
= j

X3
i X2

j + 10
∑∑∑

i 
= j 
=k

X3
i X j Xk + 15

∑∑∑
i 
= j 
=k

X2
i X2

j Xk

+ 10
∑∑∑∑

i 
= j 
=k 
=l

X2
i X j Xk Xl +

∑∑∑∑∑
i 
= j 
=k 
=l 
=m

Xi X j Xk Xl Xm

⎫⎬⎭ .

E{X̄ 5} = 1

n5
{nμ5 + 5n(n − 1)μ4μ1 + 10n(n − 1)μ3μ2

+ 10n(n − 1)(n − 2)μ3μ
2
1 + 15n(n − 1)(n − 2)μ2

2μ1

+ 10n(n − 1)(n − 2)(n − 3)μ2μ
3
1 + n(n − 1)(n − 2)(n − 3)(n − 4)μ5

1}
= μ5

1 + 1

n
(10μ2μ

3
1 − 10μ5

1)

+ 1

n2
(10μ3μ

2
1 + 15μ2

2μ1 − 60μ2μ
3
1 + 35μ5

1)

+ 1

n3
(5μ4μ1 + 10μ3μ2 − 30μ3μ

2
1 − 45μ2

2μ1

+ 110μ2μ
3
1 − 50μ5

1)

+ 1

n4
(μ5 − 5μ4μ1 − 10μ3μ2 + 20μ3μ

2
1

+ 30μ2
2μ1 − 60μ2μ

3
1 + 24μ5

1).
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(iii) Assume μ1 = 0,

E{(X̄ − μ1)6} = 1

n6
E

⎧⎨⎩∑
i

X6
i + 6

∑∑
i 
= j

X5
i X j

+ 15
∑∑

i 
= j

X4
i X2

j + 15
∑∑∑

i 
= j 
=k

X4
i X j Xk + 10

∑∑
i 
= j

X3
i X3

j

+ 60
∑∑∑

i 
= j 
=k

X3
i X2

j Xk + 20
∑∑∑∑

i 
= j 
=k 
=l

X3
i X j Xk Xl

+ 15
∑∑∑

i 
= j 
=k

X2
i X2

j X2
k + 45

∑∑∑∑
i 
= j 
=k 
=l

X2
i X2

j Xk Xl

+ 15
∑∑∑∑∑

i 
= j 
=k 
=l 
=m

X2
i X j Xk Xl Xm

+
∑∑∑∑∑∑

i 
= j 
=k 
=l 
=m 
=n

Xi X j Xl Xk Xm Xn

⎫⎬⎭
= 1

n6
{nμ∗

6 + 15n(n − 1)μ∗
4μ

∗
2 + 10n(n − 1)μ∗2

3

+ 15n(n − 1)(n − 2)μ∗3
2 }.

E{(X̄ − μ1)6} = 1

n3
15μ∗3

2 + 1

n4
(15μ∗

4μ
∗
2 + 10μ∗2

3 − 45μ∗3
2 )

+ 1

n5
(μ∗

6 − 15μ∗
4μ

∗
2 − 10μ∗2

3 + 30μ∗3
2 ).

2.6.3 (X1, X2) has a bivariate NB(θ1, θ2, ν). The marginals X1 ∼
NB

(
θ1

1 − θ2
, ν

)
, X2 ∼ NB

(
θ2

1 − θ1
, ν

)
.

(i)

cov(X1, X2) = νθ1θ2

(1 − θ1 − θ2)2

V {X1} = νθ1(1 − θ2)

(1 − θ1 − θ2)2

V {X2} = νθ2(1 − θ1

(1 − θ1 − θ2)2

ρX1,X2 =
√

θ1θ2

(1 − θ1)(1 − θ2)
.
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(ii) X1 | X2 ∼ NB(θ1, ν + X2).

E(X1 | X2) = (ν + X2)
θ1

1 − θ1

V (X1 | X2) = (ν + X2)
θ1

(1 − θ1)2
.

(iii) D2 = 1 − E{V {X1 | X2}}
V {X1}

E{V {X1 | X2}} = θ1

(1 − θ1)2
E{ν + X2}

X2 ∼ NB

(
θ2

1 − θ1
, ν

)
E{X2} = ν

θ2

1 − θ1 − θ2

ν + E{X2} = ν

(
1 + θ2

1 − θ1 − θ2

)
= ν

1 − θ1

1 − θ1 − θ2

E{V {X1 | X2}} = ν
θ1

(1 − θ1)(1 − θ1 − θ2)

V {X1} = νθ1(1 − θ2)

(1 − θ1 − θ2)2

E{V {X1 | X2}}
V {X1} = 1 − θ1 − θ2

(1 − θ1)(1 − θ2)

D2 = 1 − 1 − θ1 − θ2

(1 − θ1)(1 − θ2)
= θ1θ2

(1 − θ1)(1 − θ2)
.

Notice that ρ2
X1,X2

= D2.

2.7.4 (i) The conditional m.g.f. of X given Y is

MX|Y(t) = exp

(
t′ AY + 1

2
t′�| t

)
.

Hence, the m.g.f. of X is

MX(t) = exp

(
1

2
t′�| t + t′ Aη + t′ADA′t

)
.

Thus, X ∼ N (Aη,�| + ADA′).
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(ii) The joint distribution of

(
X
Y

)
is

(
X
Y

)
∼ N

([
Aη

η

]
,

[
�| + ADA′ AD

D A′ D

])
.

It follows that the conditional distribution of Y given X is

Y | X ∼ N (η + D A′(�| + ADA′)−1(X − Aη), D − D A′(�| + ADA′)−1 AD).

2.7.5
(

Z1

Z2

)
∼ N

(
0,
(

1 ρ

ρ 1

))
.

Xi =
{

0, if Zi ≤ 0

1, if Zi > 0.
i = 1, 2.

E{Xi } = P{Xi = 1} = P{Zi > 0} = 1

2
.

V {Xi } = 1

4
, i = 1, 2.

cov(X1, X2) = E(X1 X2) − 1

4
.

E(X1 X2) = P(Z1 > 0, Z2 > 0)

= 1√
2π

∫ ∞

0
e− 1

2 z2
�

(
ρz√

1 − ρ2

)
dz

= 1

2π

∫ ∞

0
e− 1

2 z2
∫ ρz√

1−ρ2

−∞
e− 1

2 y2
dy dz

= 1

4
+ 1

2π

∫ ∞

0
re− 1

2 r2
dr
∫ tan−1

(
ρ√

1−ρ2

)
0

dθ

= 1

4
+ 1

2π
tan−1

(
ρ√

1 − ρ2

)

= 1

4
+ 1

2π
sin−1(ρ).

Hence,

cov(X1, X2) = 1

2π
sin−1(ρ).

The tetrachoric correlation is

τ =
1

2π sin−1(ρ)

1/4
= 2

π
sin−1(ρ)
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or

ρ = sin
(τπ

2

)
.

2.7.11 R =

⎛⎜⎜⎜⎜⎜⎝
1

1 λiλ j

. . .

λiλ j

1

⎞⎟⎟⎟⎟⎟⎠, |λ j | ≤ 1, j = 1, . . . ,m.

Let U0,U1, . . . ,Um be i.i.d. N (0, 1) random variables. Define Z j =
λ jU0 +

√
1 − λ2

j U j , j = 1, . . . ,m. Obviously, E{Z j } = 0, V {Z j } = 1,

j = 1, . . . ,m, and cov(Zi , Z j ) = λiλ j if i 
= j . Finally, since U0, . . . ,Um

are independent

P[Z1 ≤ h1, . . . , Zm ≤ hm] = P[λ1U0 +
√

1 − λ2
1 U1 ≤ h1, . . . , λmU0

+
√

1 − λ2
m Um ≤ hm]

=
∫ ∞

−∞
φ(u)

m∏
j=1

�

⎛⎝h j − λ j u√
1 − λ2

j

⎞⎠ du.

2.10.1 X1, . . . , Xn are i.i.d. E(λ).

(i) fX(1) (x) = nλe−nλx .

(ii) fX(2) (x) = nλe−λx (1 − e−λx )n−1.

(iii) fX(1),X(n) (x, y) = n(n − 1)λ2e−λ(x+y)(e−λx − e−λy)n−2, 0 < x < y.

As shown in Example 2.12,

(iv) E(X (1)) = 1

nλ

V (X (1)) = 1

(nλ)2

E{X(n)} = 1

λ

(
1 + 1

2
+ · · · + 1

n

)
V {X (n)} = 1

λ2

n∑
i=1

1

i2

cov(X(1), X (n)) = E{X (1) X (n)} − 1

nλ2

n∑
i=1

1

i

E{X (1) X (n)} = 1

nλ2

(
2

n
+

n−1∑
i=1

1

i

)
.
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Thus,

cov(X(1), X (n)) = 1

nλ2

(
2

n
− 1

n

)
= 1

n2λ2
.

ρX(1),X(n) = 1

n

(
n∑

i=1

1

i2

)1/2 .

Also, as shown in Example 2.12, X (1) is independent of X (n) − X (1).
Thus,

cov(X (1), X (n)) = cov(X (1), X (1) + (X (n) − X (1))) = V {X (1)} = 1

n2λ2
.

2.10.3 We have to derive the p.d.f. of R = X (3) − X(1), where X1, X2, X3 are i.i.d.
N (μ, σ 2). Write R = σ (Z(3) − Z(1)), where Z1, . . . , Z3 are i.i.d. N (0, 1).
The joint density of (Z (1), Z(3)) is

f(1),(3)(z1, z2) = 6

2π
e− 1

2 (z2
1+z2

3)(�(z3) − �(z1)),

where −∞ < z1 < z3 < ∞.
Let U = Z(3) − Z(1). The joint density of (Z(1),U ) is

g(z, u) = 6

2π
e− 1

4 u2 · exp

(
−
(

z + 1

2
u

)2
)

(�(z + u) − �(z)),

−∞ < z < ∞, 0 < u < ∞. Thus, the marginal density of U is

fU (u) = 6√
2 · √

2π
e− 1

4 u2 ·
√

2√
2π

∫ ∞

−∞
e−(z+ 1

2 )2 · (�(z + u) − �(z))dz

= 6

2
√
π

e− 1
4 u2

(
�

(
2u − 1√

6

)
+ �

(
1√
6

)
− 1

)
.

2.11.3 E{�(X )} = P{U ≤ X},

where U and X are independent. Hence,

E{�(X )} = P{t[1] ≤ 1} = 3

4
.



C H A P T E R 3

Sufficient Statistics and the
Information in Samples

PART I: THEORY

3.1 INTRODUCTION

The problem of statistical inference is to draw conclusions from the observed sample
on some characteristics of interest of the parent distribution of the random variables
under consideration. For this purpose we formulate a model that presents our assump-
tions about the family of distributions to which the parent distribution belongs. For
example, in an inventory management problem one of the important variables is the
number of units of a certain item demanded every period by the customer. This is a
random variable with an unknown distribution. We may be ready to assume that the
distribution of the demand variable is Negative Binomial N B(ψ, ν). The statistical
model specifies the possible range of the parameters, called the parameter space,
and the corresponding family of distributions F . In this example of an inventory
system, the model may be

F = {N B(ψ, ν); 0 < ψ < 1, 0 < ν < ∞}.

Such a model represents the case where the two parameters, ψ and ν, are unknown.
The parameter space here is � = {(ψ, ν); 0 < ψ < 1, 0 < ν < ∞}. Given a sample
of n independent and identically distributed (i.i.d.) random variables X1, . . . , Xn ,
representing the weekly demand, the question is what can be said on the specific
values of ψ and ν from the observed sample?

Every sample contains a certain amount of information on the parent distribution.
Intuitively we understand that the larger the number of observations in the sample
(on i.i.d. random variables) the more information it contains on the distribution
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under consideration. Later in this chapter we will discuss two specific information
functions, which are used in statistical design of experiments and data analysis. We
start with the investigation of the question whether the sample data can be condensed
by computing first the values of certain statistics without losing information. If such
statistics exist they are called sufficient statistics. The term statistic will be used
to indicate a function of the (observable) random variables that does not involve
any function of the unknown parameters. The sample mean, sample variance, the
sample order statistics, etc., are examples of statistics. As will be shown, the notion
of sufficiency of statistics is strongly dependent on the model under consideration.
For example, in the previously mentioned inventory example, as will be established
later, if the value of the parameter ν is known, a sufficient statistic is the sample

mean X̄ = 1

n

n∑
i=1

Xi . On the other hand, if ν is unknown, the sufficient statistic is

the order statistic (X(1), . . . , X(n)). When ν is unknown, the sample mean X̄ by itself
does not contain all the information on ψ and ν. In the following section we provide
a definition of sufficiency relative to a specified model and give a few examples.

3.2 DEFINITION AND CHARACTERIZATION
OF SUFFICIENT STATISTICS

3.2.1 Introductory Discussion

Let X = (X1, . . . , Xn) be a random vector having a joint c.d.f. Fθ (x) belonging to a
family F = {Fθ (x); θ ∈ �}. Such a random vector may consist of n i.i.d. variables
or of dependent random variables. Let T (X) = (T1(X), . . . , Tr (X))′, 1 ≤ r ≤ n
be a statistic based on X. T could be real (r = 1) or vector valued (r > 1). The
transformations Tj (X), j = 1, . . . , r are not necessarily one-to-one. Let f (x; θ )
denote the (joint) probability density function (p.d.f.) of X. In our notation here Ti (X)
is a concise expression for Ti (X1, . . . , Xn). Similarly, Fθ (x) and f (x; θ ) represent
the multivariate functions Fθ (x1, . . . , xn) and f (x1, . . . , xn; θ ). As in the previous
chapter, we assume throughout the present chapter that all the distribution functions
belonging to the same family are either absolutely continuous, discrete, or mixtures
of the two types.

Definition of Sufficiency. Let F be a family of distribution functions and let
X = (X1, . . . , Xn) be a random vector having a distribution in F . A statistic T (X) is
called sufficient with respect to F if the conditional distribution of X given T (X) is
the same for all the elements of F .

Accordingly, if the joint p.d.f. of X, f (x; θ ), depends on a parameter θ and T (X)
is a sufficient statistic with respect to F , the conditional p.d.f. h(x | t) of X given
{T (X) = t} is independent of θ . Since f (x; θ ) = h(x | t)g(t ; θ ), where g(t ; θ ) is the
p.d.f. of T (x), all the information on θ in x is summarized in T (x).
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The process of checking whether a given statistic is sufficient for some family
following the above definition may be often very tedious. Generally the identification
of sufficient statistics is done by the application of the following theorem. This
celebrated theorem was given first by Fisher (1922) and Neyman (1935). We state the
theorem here in terms appropriate for families of absolutely continuous or discrete
distributions. For more general formulations see Section 3.2.2. For the purposes of
our presentation we require that the family of distributions F consists of

(i) absolutely continuous distributions; or

(ii) discrete distributions, having jumps on a set of points {ξ1, ξ2, . . .} independent

of θ , i.e.,
∞∑

i=1

p(ξi ; θ ) = 1 for all θ ∈ �; or

(iii) mixtures of distributions satisfying (i) or (ii). Such families of distributions
will be called regular (Bickel and Doksum, 1977, p. 61).

The families of discrete or absolutely continuous distributions discussed in Chapter
2 are all regular.

Theorem 3.2.1 (The Neyman–Fisher Factorization Theorem). Let X be a random
vector having a distribution belonging to a regular family F and having a joint p.d.f.
f (x ; θ ), θ ∈ �. A statistic T (X) is sufficient for F if and only if

f (x; θ ) = K (x)g(T (x); θ ), (3.2.1)

where K (x) ≥ 0 is independent of θ and g(T (x); θ ) ≥ 0 depends on x only through
T (x).

Proof. We provide here a proof for the case of discrete distributions.

(i) Sufficiency:
We show that (3.2.1) implies that the conditional distribution of X given

{T (X) = t} is independent of θ . The (marginal) p.d.f. of T (X) is, according
to (3.2.1),

g∗(t ; θ ) =
∑
{x}

I {x; T (x) = t} f (x; θ )

= g(t ; θ )
∑
{x}

I {x; T (x) = t}K (x).
(3.2.2)

The joint p.d.f. of X and T (X) is

p(x, t ; θ ) = I {x; T (x) = t}K (x)g(t ; θ ). (3.2.3)
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Hence, the conditional p.d.f. of X, given {T (X) = t} at every point t such that
g∗(t ; θ ) > 0, is

p(x, t ; θ )

g∗(t ; θ )
= I {x; T (x) = t}K (x)∑

{y}
I {y; T (y) = t}K (y)

. (3.2.4)

This proves that T (X) is sufficient for F .

(ii) Necessity:
Suppose that T (X) is sufficient for F . Then, for every t at which the

(marginal) p.d.f. of T (X), g∗(t ; θ ), is positive we have,

p(x, t ; θ )

g∗(t ; θ )
= I {x; T (x) = t}B(x), (3.2.5)

where B(x) ≥ 0 is independent of θ . Moreover,
∑
{y}

I {y; T (y) = t} B(y) = 1

since (3.2.5) is a conditional p.d.f. Thus, for every x,

p(x, t ; θ ) = I {x; T (x) = t}B(x)g∗(t ; θ ). (3.2.6)

Finally, since for every x,

p(x, t ; θ ) = I {x; T (x) = t} f (x; θ ), (3.2.7)

we obtain that

f (x; θ ) = B(x)g∗(T (x); θ ), for all x. (3.2.8)
QED

3.2.2 Theoretical Formulation

3.2.2.1 Distributions and Measures
We generalize the definitions and proofs of this section by providing measure-
theoretic formulation. Some of these concepts were discussed in Chapter 1. This
material can be skipped by students who have not had real analysis.

Let (�,A, P) be a probability space. A random variable X is a finite real value
measurable function on this probability space, i.e., X : � → R. Let X be the sample
space (range of X ), i.e., X = X (�). Let B be the Borel σ -field on X , and consider the
probability space (X ,B, P X ) where, for each B ∈ B, P X {B} = P{X−1(B)}. Since
X is a random variable, BX = {A : A = X−1(B), B ∈ B} ⊂ A.

The distribution function of X is

FX (x) = P X {(−∞, x]}, −∞ < x < ∞. (3.2.9)
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Let X1, X2, . . . , Xn be n random variables defined on the same probability space
(�,A, P). The joint distribution of X = (X1, . . . , Xn)′ is a real value function of R

n

defined as

F(x1, . . . , xn) = P

{
n⋂

i=1

[Xi ≤ xi ]

}
. (3.2.10)

Consider the probability space (X (n),B(n), P (n)) where X (n) = X × · · · × X ,
B(n) = B × · · · × B (or the Borel σ -field generated by the intervals (−∞, x1] ×
· · · (−∞, xn], (x1, . . . , xn) ∈ R

n) and for B ∈ B(n)

P (n){B} =
∫

B
d F(x1, . . . , xn). (3.2.11)

A function h : X (n) → R is said to be B(n)-measurable if the sets h−1((−∞, ζ ])
are in B(n) for all −∞ < ζ < ∞. By the notation h ∈ B(n) we mean that h is B(n)-
measurable.

A random sample of size n is the realization of n i.i.d. random variables (see
Chapter 2 for definition of independence).

To economize in notation, we will denote by bold x the vector (x1, . . . , xn), and
by F(x) the joint distribution of (X1, . . . , Xn). Thus, for all B ∈ B(n),

P (n){B} = P{(X1, . . . , Xn) ∈ B} =
∫

B
d F(x). (3.2.12)

This is a probability measure on (X (n), B(n)) induced by F(x). Generally, a σ -finite
measure μ on B(n) is a nonnegative real value set function, i.e., μ : B(n) → [0,∞],
such that

(i) μ(φ) = 0;

(ii) if
{

Bn
}∞

n=1
is a sequence of mutually disjoint sets in B(n), i.e., Bi ∩ B j = φ

for any i 
= j , then

μ

( ∞⋃
n=1

Bn

)
=

∞∑
n=1

μ(Bn);

(iii) there exists a partition of X (n), {B1, B2, . . .} for which μ(Bi ) < ∞ for all
i = 1, 2, . . . .

The Lebesque measure
∫

B
dx is a σ -finite measure on B(n).
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If there is a countable set of marked points in R
n , S = {x1, x2, x3, . . .}, the counting

measure is

N (B; S) = {# of marked points in B}
= |B ∩ S|.

N (B; S) is a σ -finite measure, and for any finite real value function g(x)

∫
B

g(x)d N (x; S) =
∑

x

I {x ∈ S ∩ B}g(x).

Notice that if B is such that N (B; S) = 0 then
∫

B
g(x)d N (x; S) = 0. Similarly, if B

is such that
∫

B
dx = 0 then, for any positive integrable function g(x),

∫
B

g(x)dx = 0.

Moreover, ν(B) =
∫

B
g(x)dx and λ(B) =

∫
B

g(x)d N (x; S) are σ -finite measures on

(X (n),B(n)).
Let ν and μ be two σ -finite measures defined on (X (n),B(n)). We say that ν is

absolutely continuous with respect to μ if μ(B) = 0 implies that ν(B) = 0. We
denote this relationship by ν � μ. If ν � μ and μ � ν, we say that ν and μ are
equivalent, ν ≡ μ. We will use the notation F � μ if the probability measure PF is
absolutely continuous with respect to μ. If F � μ there exists a nonnegative function
f (x), which is B measurable, satisfying

PF {B} =
∫

B
d F(x) =

∫
B

f (x)dμ(x). (3.2.13)

f (x) is called the (Radon–Nikodym) derivative of F with respect to μ or the gener-
alized density p.d.f. of F(x). We write

d F(x) = f (x)dμ(x) (3.2.14)

or

f (x) = d F(x)

dμ(x)
. (3.2.15)

As discussed earlier, a statistical model is represented by a family F of distribution
functions Fθ on X (n), θ ∈ �. The family F is dominated by a σ -finite measure μ if
Fθ � μ, for each θ ∈ �.
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We consider only models of dominated families. A theorem in measure theory
states that if F � μ then there exists a countable sequence

{
Fθn

}∞
n=1

⊂ F such that

F∗(x) =
∞∑

n=1

1

2n
Fθn (x) (3.2.16)

induces a probability measure P∗, which dominates F .
A statistic T (X) is a measurable function of the data X. More precisely, let T :

X (n) → T (k), k ≥ 1 and let C(k) be the Borel σ -field of subsets of T (k). The function
T (X) is a statistic if, for every C ∈ C(k), T −1(C) ∈ B(n). Let BT = {B : B = T −1(C)
for C ∈ C(k)}. The probability measure PT on C(k), induced by P X , is given by

PT {C} = P X {T −1(C)}, C ∈ C(k). (3.2.17)

Thus, the induced distribution function of T is FT (t), where t ∈ R
k and

FT (t) =
∫

T −1((−∞,t1]×···(−∞,tk ])
d F(x). (3.2.18)

If F � μ then FT � μT , where μT (C) = μ(T −1(C)) for all C ∈ C(k). The general-
ized density (p.d.f.) of T with respect to μT is gT (t) where

d FT (t) = gT (t)dμT (t). (3.2.19)

If h(x) is B(n) measurable and
∫

|h(x)|d F(x) < ∞, then the conditional expectation

of h(X) given {T (X) = t} is a BT measurable function, EF {h(X) | T (X) = t}, for
which ∫

T −1(C)
h(x)d F(x) =

∫
T −1(C)

EF {h(X) | T (x)}d F(x)

=
∫

C
EF {h(X) | T (X) = t}d F T (t)

(3.2.20)

for all C ∈ C(k). In particular, if C = T (k) we obtain the law of the iterated expectation;
namely

EF {h(X)} = EF {EF {h(X) | T (X)}}. (3.2.21)

Notice that EF {h(X) | T (X)} assumes a constant value on the coset A(t) = {x :
T (x) = t} = T −1({t}), t ∈ T (k).
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3.2.2.2 Sufficient Statistics
Consider a statistical model (X (n),B(n),F) where F is a family of joint distributions
of the random sample. A statistic T : (X (n),B(n),F) → (T (k), C(k),FT ) is called
sufficient for F if, for all B ∈ B(n), PF {B | T (X) = t} = p(B; t) for all F ∈ F . That
is, the conditional distribution of X given T (X) is the same for all F in F . Moreover,
for a fixed t, p(B; t) is B(n) measurable and for a fixed B, p(B; t) is C(k) measurable.

Theorem 3.2.2. Let (X (n),B(n),F) be a statistical model and F � μ. Let{
Fθn

}∞
n=1 ⊂ F such that F∗(x) =

∞∑
n=1

1

2n
Fθn (x) and F � P∗. Then T (X) is suffi-

cient for F if and only if for each θ ∈ � there exists a BT measurable function
gθ (T (x)) such that, for each B ∈ B(n)

Pθ {B} =
∫

B
gθ (T (x))d F∗(x), (3.2.22)

i.e.,

d Fθ (x) = gθ (T (x))d F∗(x). (3.2.23)

Proof. (i) Assume that T (X) is sufficient for F . Accordingly, for each B ∈ B(n),

Pθ {B | T (X)} = p(B, T (X))

for all θ ∈ �. Fix B in B(n) and let C ∈ C(k).

Pθ {B ∩ T −1(C)} =
∫

T −1(C)
p(B, T (x))d Fθ (x),

for each θ ∈ �. In particular,

p(B, T (X)) = E∗{I {X ∈ B} | T (X)}.

By the Radon–Nikodym Theorem, since Fθ � F∗ for each θ , there exists a BT

measurable function gθ (T (X)) so that, for every C ∈ C(k),

Pθ {T −1(C)} =
∫

T −1(C)
gθ (T (x))d F∗(x).
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Now, for B ∈ B(n) and θ ∈ �,

Pθ {B} =
∫
X (n)

p(B | T (x))d Fθ (x)

=
∫

T −1(T (k))
E∗{I {X ∈ B} | T (x)}gθ (T (x))d F∗(x)

=
∫

B
gθ (T (x))d F∗(x).

Hence, d Fθ (x)/d F∗(x) = gθ (T (x)), which is BT measurable.
(ii) Assume that there exists a BT measurable function gθ (T (x)) so that, for each

θ ∈ �,

d Fθ (x) = gθ (T (x))d F∗(x).

Let A ∈ B(n) and define the σ -finite measure dν(θ)
A (x) = I {x ∈ A}d Fθ (x). ν(θ)

A � F∗.
Thus,

dν(θ)
A (x)/d F∗(x) = Pθ {A | T (x)}gθ (T (x))

= P∗{A | T (x)}gθ (T (x)).

Thus, Pθ {A | T (X)} = P∗{A | T (X)} for all θ ∈ �. Therefore T is a sufficient
statistic. QED

Theorem 3.2.3 (Abstract Formulation of the Neyman–Fisher Factorization
Theorem). Let (X (n),B(n),F) be a statistical model with F � μ. Then T (X) is
sufficient for F if and only if

d Fθ (x) = gθ (T (x))h(x)dμ(x), θ ∈ � (3.2.24)

where h ≥ 0 and h ∈ B(n), gθ ∈ BT .

Proof. Since F � μ, ∃{Fθn

}∞
n=1 ⊂ F , such that F∗(x) =

∞∑
n=1

1

2n
Fθn (x) dominates

F . Hence, by the previous theorem, T (X) is sufficient for F if and only if there exists
a BT measurable function gθ (T (x)) so that

d Fθ (x) = gθ (T (x))d F∗(x).
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Let fθn (x) = d Fθn (x)/dμ(x) and set h(x) =
∞∑

n=1

1

2n
fθn (x). The function h(x) ∈ B(n)

and

d Fθ (x) = gθ (T (x))h(x)dμ(x).

QED

3.3 LIKELIHOOD FUNCTIONS AND MINIMAL
SUFFICIENT STATISTICS

Consider a vector X = (X1, . . . , Xn)′ of random variables having a joint c.d.f. Fθ (x)
belonging to a family F = {Fθ (x); θ ∈ �}. It is assumed that F is a regular family
of distributions, i.e., F � μ, and, for each θ ∈ �, there exists f (x; θ ) such that

d Fθ (x) = f (x; θ )dμ(x).

f (x; θ ) is the joint p.d.f. of X with respect to μ(x). We define over the parameter space
� a class of functions L(θ ; X) called likelihood functions. The likelihood function
of θ associated with a vector of random variables X is defined up to a positive factor
of proportionality as

L(θ ; X) ∝ f (X; θ ). (3.3.1)

The factor of proportionality in (3.3.1) may depend on X but not on θ . Accord-
ingly, we say that two likelihood functions L1(θ ; X) and L2(θ ; X) are equivalent, i.e.,
L1(θ ; X) ∼ L2(θ ; X), if L1(θ ; X) = A(X)L2(θ ; X) where A(X) is a positive func-
tion independent of θ . For example, suppose that X = (X1, . . . , Xn)′ is a vector of
i.i.d. random variables having a N (θ, 1) distribution, −∞ < θ < ∞. The likelihood
function of θ can be defined as

L1(θ ; X) = exp

{
−1

2
(X − θ1)′(X − θ1)

}
= exp

{
−1

2
Q

}
exp
{
−n

2
(X̄ − θ )2

}
,

(3.3.2)

where X̄ = 1

n

n∑
i=1

Xi and Q =
n∑

i=1

(Xi − X̄ )2 and 1′ = (1, . . . , 1) or as

L2(θ ; X) = exp
{
−n

2
(T (X) − θ )2

}
, (3.3.3)
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where T (X) = 1

n

n∑
i=1

Xi . We see that for a given value of X, L1(θ ; X) ∼ L2(θ ; X).

All the equivalent versions of a likelihood function L(θ ; X) belong to the same
equivalence class. They all represent similar functions of θ .

If S(X) is a statistic having a p.d.f. gS(s; θ ), (θ ∈ �), then the likelihood func-
tion of θ given S(X) = s is LS(θ ; s) ∝ gS(s; θ ). L S(θ ; s) may or may not have
a shape similar to L(θ ; X). From the Factorization Theorem we obtain that if
L(θ ; X) ∼ L S(θ ; S(X)), for all X, then S(X) is a sufficient statistic for F . The
information on θ given by X can be reduced to S(X) without changing the fac-
tor of the likelihood function that depends on θ . This factor is called the kernel
of the likelihood function. In terms of the above example, if T (X) = X̄ , since

X̄ ∼ N

(
θ,

1

n

)
, LT (X)(θ ; t) = exp

{
−n

2
(t − θ )2

}
. Thus, for all x such that T (x) = t ,

L X (θ ; t) ∼ L1(θ ; x) ∼ L2(θ ; x). X̄ is indeed a sufficient statistic. The likelihood func-
tion LT (θ ; T (x)) associated with any sufficient statistic for F is equivalent to the
likelihood function L(θ ; x) associated with X. Thus, if T (X) is a sufficient statistic,
then the likelihood ratio

LT (θ ; T (X))/L(θ ; X)

is independent of θ . A sufficient statistic T (X) is called minimal if it is a function
of any other sufficient statistic S(X). The question is how to determine whether a
sufficient statistic T (X) is minimal sufficient.

Every statistic S(X) induces a partition of the sample space χ (n) of the observable
random vector X. Such a partition is a collection of disjoint sets whose union is
χ (n). Each set in this partition is determined so that all its elements yield the same
value of S(X). Conversely, every partition of χ (n) corresponds to some function of
X. Consider now the partition whose sets contain only x points having equivalent
likelihood functions. More specifically, let x0 be a point in χ (n). A coset of x0 in this
partition is

C(x0) = {x; L(θ ; x) ∼ L(θ ; x0)}. (3.3.4)

The partition of χ (n) is obtained by varying x0 over all the points of χ (n). We call
this partition the equivalent-likelihood partition. For example, in the N (θ, 1) case

−∞ < θ < ∞, each coset consists of vectors x having the same mean x̄ = 1

n
1′x.

These means index the cosets of the equivalent-likelihood partitions. The statistic
T (X) corresponding to the equivalent-likelihood partition is called the likelihood
statistic. This statistic is an index of the likelihood function L(θ ; x). We show now
that the likelihood statistic T (X) is a minimal sufficient statistic (m.s.s.).

Let x(1) and x(2) be two different points and let T (x) be the likelihood statistic.
Then, T (x(1)) = T (x(2)) if and only if L(θ ; x(1)) ∼ L(θ ; x(2)). Accordingly, L(θ ; X)
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is a function of T (X), i.e., f (X; θ ) = A(X)g∗(T (X); θ ). Hence, by the Factoriza-
tion Theorem, T (X) is a sufficient statistic. If S(X) is any other sufficient statis-
tic, then each coset of S(X) is contained in a coset of T (X). Indeed, if x(1) and
x(2) are such that S(x(1)) = S(x(2)) and f (x(i), θ ) > 0 (i = 1, 2), we obtain from the
Factorization Theorem that f (x(1); θ ) = k(x(1))g(S(x(1)); θ ) = k(x(1))g(S(x(2)); θ ) =
k(x(1)) f (x (2); θ )/k(x (2)), where k(x(2)) > 0. That is, L(θ ; X(1)) ∼ L(θ ; X (2)) and
hence T (X(1)) = T (X(2)). This proves that T (X) is a function of S(X) and there-
fore minimal sufficient.

The minimal sufficient statistic can be determined by determining the likelihood
statistic or, equivalently, by determining the partition of χ (n) having the property that
f (x(1); θ )/ f (x(2); θ ) is independent of θ for every two points at the same coset.

3.4 SUFFICIENT STATISTICS AND EXPONENTIAL TYPE FAMILIES

In Section 2.16 we discussed the k-parameter exponential type family of distributions.
If X1, . . . , Xn are i.i.d. random variables having a k-parameter exponential type
distribution, then the joint p.d.f. of X = (X1, . . . , Xn), in its canonical form, is

f (x;ψ1, . . . , ψk) =
n∏

i=1

h(xi ) ·

exp

{
ψ1

n∑
i=1

U1(xi ) + · · · + ψk

n∑
i=1

Uk(xi ) − nK (ψ1, . . . , ψk)

}
.

(3.4.1)

It follows that T (X) =
(

n∑
i=1

U1(Xi ), . . . ,
n∑

i=1

Uk(Xi )

)
is a sufficient statistic. The

statistic T (X) is minimal sufficient if the parameters {ψ1, . . . , ψk} are linearly inde-
pendent. Otherwise, by reparametrization we can reduce the number of natural param-
eters and obtain an m.s.s. that is a function of T (X).

Dynkin (1951) investigated the conditions under which the existence of an m.s.s.,
which is a nontrivial reduction of the sample data, implies that the family of dis-
tributions, F , is of the exponential type. The following regularity conditions are
called Dynkin’s Regularity Conditions. In Dynkin’s original paper, condition (iii)
required only piecewise continuous differentiability. Brown (1964) showed that it is
insufficient. We phrase (iii) as required by Brown.

Dynkin’s Regularity Conditions

(i) The family F = {Fθ (x); θ ∈ �} is a regular parametric family. � is an open
subset of the Euclidean space Rk .

(ii) If f (x ; θ ) is the p.d.f. of Fθ (x), then S = {x ; f (x ; θ ) > 0} is independent
of θ .
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(iii) The p.d.f.s f (x ; θ ) are such that, for each θ ∈ �, f (x ; θ ) is a continuously
differentiable function of x over χ .

(iv) The p.d.f.s f (x ; θ ) are differentiable with respect to θ for each x ∈ S.

Theorem 3.4.1 (Dynkin’s). If the family F is regular in the sense of Dynkin,
and if for a sample of n ≥ k i.i.d. random variables U1(X), . . . ,Uk(X) are linearly
independent sufficient statistics, then the p.d.f. of X is

f (x ; θ ) = h(x) exp

{
k∑

i=1

ψi (θ )Ui (x) + C(θ )

}
,

where the functions ψ1(θ ), . . . , ψk(θ ) are linearly independent.

For a proof of this theorem and further reading on the subject, see Dynkin (1951),
Brown (1964), Denny (1967, 1969), Tan (1969), Schmetterer (1974, p. 215), and
Zacks (1971, p. 60). The connection between sufficient statistics and the exponential
family was further investigated by Borges and Pfanzagl (1965), and Pfanzagl (1972).
A one dimensional version of the theorem is proven in Schervish (1995, p. 109).

3.5 SUFFICIENCY AND COMPLETENESS

A family of distribution functions F = {Fθ (x); θ ∈ �} is called complete if, for any
integrable function h(X ),∫

h(x)d Fθ (x) = 0 for all θ ∈ � (3.5.1)

implies that Pθ [h(X ) = 0] = 1 for all θ ∈ �.
A statistic T (X) is called complete sufficient statistic if it is sufficient for a

family F , and if the family FT of all the distributions of T (X) corresponding to the
distributions in F is complete.

Minimal sufficient statistics are not necessarily complete. To show it, consider
the family of distributions of Example 3.6 with ξ1 = ξ2 = ξ . It is a four-parameter,
exponential-type distribution and the m.s.s. is

T (X,Y) =
(

n∑
i=1

Xi ,

m∑
i=1

Yi ,

n∑
i=1

X2
i ,

n∑
i=1

Y 2
i

)
.

The family F T is incomplete since Eθ

{
n∑

i=1

Xi −
n∑

i=1

Yi

}
= 0 for all θ = (ξ, σ1, σ2).

But Pθ

{
n∑

i=1

Xi =
n∑

i=1

Yi

}
= 0, all θ . The reason for this incompleteness is that when
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ξ1 = ξ2 the four natural parameters are not independent. Notice that in this case the
parameter space � = {ψ = (ψ1, ψ2, ψ3, ψ4); ψ1 = ψ2ψ3/ψ4} is three-dimensional.

Theorem 3.5.1. If the parameter space � corresponding to a k-parameter expo-
nential type family is k-dimensional, then the family of the minimal sufficient statistic
is complete.

The proof of this theorem is based on the analyticity of integrals of the type
(2.16.4). For details, see Schervish (1995, p. 108).

From this theorem we immediately deduce that the following families are
complete.

1. B(N , θ ), 0 < θ < 1; N fixed.

2. P(λ), 0 < λ < ∞.

3. N B(ψ, ν), 0 < ψ < 1; ν fixed.

4. G(λ, ν), 0 < λ < ∞, 0 < ν < ∞.

5. β(p, q), 0 < p, q < ∞.

6. N (μ, σ 2), −∞ < μ < ∞, 0 < σ < ∞.

7. M(N , θ ), θ = (θ1, . . . , θk), 0 <

n∑
i=1

θi < 1; N fixed.

8. N (μ, V ), μ ∈ R(k); V positive definite.

We define now a weaker notion of boundedly complete families. These are
families for which if h(x) is a bounded function and Eθ {h(X )} = 0, for all θ ∈ �,
then Pθ {h(x) = 0} = 1, for all θ ∈ �. For an example of a boundedly complete
family that is incomplete, see Fraser (1957, p. 25).

Theorem 3.5.2 (Bahadur). If T (X) is a boundedly complete sufficient statistic, then
T (X) is minimal.

Proof. Suppose that S(X) is a sufficient statistic. If S(X) = ψ(T (X)) then, for any
Borel set B ∈ B,

E{P{B | S(X)} | T (X)} = P{B | S(X)} a.s.

Define

h(T ) = E{P{B | S(X)} | T (X)} − P{B | T (X)}.

By the law of iterated expectation, Eθ {h(T )} = 0, for all θ ∈ �. But since T (X) is
boundedly complete,

E{P{B | S(X)} | T (X)} = P(B | S(X)} = P{B | T (X)} a.s.
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Hence, T ∈ BS , which means that T is a function of S. Hence T (X) is an
m.s.s. QED

3.6 SUFFICIENCY AND ANCILLARITY

A statistic A(X) is called ancillary if its distribution does not depend on the
particular parameter(s) specifying the distribution of X. For example, suppose that
X ∼ N (θ1n, In), −∞ < θ < ∞. The statistic U = (X2 − X1, . . . , Xn − X1) is
distributed like N (On−1, In−1 + Jn−1). Since the distribution of U does not depend
on θ , U is ancillary for the family F = {N (θ1, I ),−∞ < θ < ∞}. If S(X) is a
sufficient statistic for a family F , the inference on θ can be based on the likelihood
based on S. If fS(s; θ ) is the p.d.f. of S, and if A(X) is ancillary for F , with p.d.f.
h(a), one could write

pS(s; θ ) = p∗
θ (s | a)h(a), (3.6.1)

where p∗
θ (s | a) is the conditional p.d.f. of S given {A = a}. One could claim that, for

inferential objectives, one should consider the family of conditional p.d.f.s F S|A =
{p∗

θ (s | a), θ ∈ �}. However, the following theorem shows that if S is a complete
sufficient statistic, conditioning on A(X) does not yield anything different, since
pS(s; θ ) = p∗

θ (s | a), with probability one for each θ ∈ �.

Theorem 3.6.1 (Basu’s Theorem). Let X = (X1, . . . , Xn)′ be a vector of i.i.d.
random variables with a common distribution belonging to F = {Fθ (x), θ ∈ �}. Let
T (X) be a boundedly complete sufficient statistic for F . Furthermore, suppose that
A(X) is an ancillary statistic. Then T (X) and A(X) are independent.

Proof. Let C ∈ BA, where BA is the Borel σ -subfield induced by A(X). Since the
distribution of A(X) is independent of θ , we can determine P{A(X) ∈ C} without
any information on θ . Moreover, the conditional probability P{A(X) ∈ C | T (X )} is
independent of θ since T (X) is a sufficient statistic. Hence, P{A(X) ∈ C | T (X)} −
P{A(X) ∈ C} is a statistic depending on T (X). According to the law of the iterated
expectation,

Eθ {P{A(X) ∈ C | T (X)} − P{A(X) ∈ C}} = 0, all θ ∈ �. (3.6.2)

Finally, since T (x) is boundedly complete,

P{A(X) ∈ C | T (X)} = P{A(X) ∈ C} (3.6.3)

with probability one for each θ . Thus, A(X) and T (X) are independent. QED
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From Basu’s Theorem, we can deduce that only if the sufficient statistic S(X) is
incomplete for F , then an inference on θ , conditional on an ancillary statistic, can be
meaningful. An example of such inference is given in Example 3.10.

3.7 INFORMATION FUNCTIONS AND SUFFICIENCY

In this section, we discuss two types of information functions used in statistical anal-
ysis: the Fisher information function and the Kullback–Leibler information function.
These two information functions are somewhat related but designed to fulfill differ-
ent roles. The Fisher information function is applied in various estimation problems,
while the Kullback–Leibler information function has direct applications in the the-
ory of testing hypotheses. Other types of information functions, based on the log
likelihood function, are discussed by Basu (1975), Barndorff-Nielsen (1978).

3.7.1 The Fisher Information

We start with the Fisher information and consider parametric families of distribution
functions with p.d.f.s f (x ; θ ), θ ∈ �, which depend only on one real parameter θ . A
generalization to vector valued parameters is provided later.

Definition 3.7.1. The Fisher information function for a family F = {F(x ; θ ); θ ∈
�}, where d F(x ; θ ) = f (x ; θ )dμ(x), is

I (θ ) = Eθ

{[
∂

∂θ
log f (X ; θ )

]2
}
. (3.7.1)

Notice that according to this definition,
∂

∂θ
log f (x ; θ ) should exist with prob-

ability one, under Fθ , and its second moment should exist. The random variable
∂

∂θ
log f (x ; θ ) is called the score function. In Example 3.11 we show a few cases.

We develop now some properties of the Fisher information when the density
functions in F satisfy the following set of regularity conditions.

(i) � is an open interval on the real line (could be the whole line);

(ii)
∂

∂θ
f (x ; θ ) exists (finite) for every x and every θ ∈ �.

(iii) For each θ in � there exists a δ < 0 and a positive integrable function G(x ; θ )
such that, for all φ in (θ − δ, θ + δ),∣∣∣∣ f (x ;φ) − f (x ; θ )

φ − θ

∣∣∣∣ ≤ G(x ; θ ). (3.7.2)
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(iv) 0 < Eθ

{[
∂

∂θ
log f (X ; θ )

]2
}

< ∞ for each θ ∈ �.

One can show that under condition (iii) (using the Lebesgue Dominated Conver-
gence Theorem)

∂

∂θ

∫
f (x ; θ )dμ(x) =

∫
∂

∂θ
f (x ; θ )dμ(x)

= Eθ

{
∂

∂θ
log f (X ; θ )

}
= 0,

(3.7.3)

for all θ ∈ �. Thus, under these regularity conditions,

I (θ ) = Vθ

{
∂

∂θ
log f (X ; θ )

}
.

This may not be true if conditions (3.7.2) do not hold. Example 3.11 illustrates such
a case where X ∼ R(0, θ ). Indeed, if X ∼ R(0, θ ) then

∂

∂θ

∫ θ

0

dx

θ
= 0


=
∫ θ

0

∂

∂θ

1

θ
dx = −1

θ
.

Moreover, in that example Vθ

{
∂

∂θ
log f (X ; θ )

}
= 0 for all θ . Returning back to

cases where regularity conditions (3.7.2) are satisfied, we find that if X1, . . . , Xn are
i.i.d. and In(θ ) is the Fisher information function based on their joint distribution,

In(θ ) = Eθ

{[
∂

∂θ
log f (X; θ )

]2
}
. (3.7.4)

Since X1, . . . , Xn are i.i.d. random variables, then

∂

∂θ
log f (X; θ ) =

n∑
i=1

∂

∂θ
log f (Xi ; θ ) (3.7.5)

and due to (3.7.3),

In(θ ) = nI (θ ). (3.7.6)

Thus, under the regularity conditions (3.7.2), I (θ ) is an additive function.
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We consider now the information available in a statistic S = (S1(X), . . . , Sr (X)),
where 1 ≤ r ≤ n. Let gS(y1, . . . , yr ; θ ) be the joint p.d.f. of S. The Fisher information
function corresponding to S is analogously

I S(θ ) = Eθ

{[
∂

∂θ
log gS(Y1, . . . ,Yr ; θ )

]2
}
. (3.7.7)

We obviously assume that the family of induced distributions of S satisfies the
regularity conditions (i)–(iv). We show now that

In(θ ) ≥ I S(θ ), all θ ∈ �. (3.7.8)

We first show that

∂

∂θ
log gS(y; θ ) = E

{
∂

∂θ
log f (X; θ ) | S = y

}
, a.s. (3.7.9)

We prove (3.7.9) first for the discrete case. The general proof follows. Let A(y) =
{x; S1(x) = y1, . . . , Sr (x) = yr }. The joint p.d.f. of S at y is given by

gS(y; θ ) =
∑

x

I {x; x ∈ A(y)} f (x; θ ), (3.7.10)

where f (x; θ ) is the joint p.d.f. of X. Accordingly,

E

{
∂

∂θ
log f (X; θ ) | Y = y

}
=
∑

x

I {x; x ∈ A(y)}
(

∂

∂θ
log f (x; θ )

)
· f (x; θ )/gS(y; θ ). (3.7.11)

Furthermore, for each x such that f (x; θ ) > 0 and according to regularity condition
(iii),

Eθ

{
∂

∂θ
log f (X; θ ) | Y = y

}
= 1

gS(y; θ )

∑
x

I {x; x ∈ A(y)} · ∂

∂θ
f (x; θ )

= ∂

∂θ
gS(y; θ )/gS(y; θ )

= ∂

∂θ
log gS(y; θ ).

(3.7.12)
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To prove (3.7.9) generally, let S : (X ,B,F) → (S, �,G) be a statistic and F � μ

and F be regular. Then, for any C ∈ �,

∫
C

Eθ

{
∂

∂θ
log f (x ; θ ) | S = s

}
g(s; θ )dλ(s)

=
∫

S−1(C)

(
∂

∂θ
log f (x; θ )

)
f (x; θ )dμ(x)

=
∫

S−1(C)

∂

∂θ
f (x; θ )dμ(x) = ∂

∂θ

∫
S−1(C)

f (x; θ )dμ(x)

= ∂

∂θ

∫
C

g(s; θ )dλ(s) =
∫

C

∂

∂θ
g(s; θ )dλ(s)

=
∫

C

(
∂

∂θ
log g(s; θ )

)
g(s; θ )dλ(s).

(3.7.13)

Since C is arbitrary, (3.7.9) is proven. Finally, to prove (3.7.8), write

0 ≤ Eθ

{[
∂

∂θ
log f (X; θ ) − ∂

∂θ
log gS(Y ; θ )

]2
}

= In(θ ) + I S(θ ) − 2Eθ

{
∂

∂θ
log f (X; θ ) · ∂

∂θ
log gS(Y ; θ )

}

= In(θ ) + I S(θ ) − 2Eθ

{
∂

∂θ
log gS(Y ; θ ) ·

· Eθ

{
∂

∂θ
log f (X ; θ ) | Y

}}
= In(θ ) − I S(θ ).

(3.7.14)

We prove now that if T (X)is a sufficient statistic for F , then

I T (θ ) = In(θ ), all θ ∈ �.

Indeed, from the Factorization Theorem, if T (X) is sufficient for F then f (x; θ ) =
K (x)g(T (x); θ ), for all θ ∈ �. Accordingly, In(θ ) = Eθ

{[
∂

∂θ
log g(T (X); θ )

]2
}

.
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On the other hand, the p.d.f. of T (X) is gT (t ; θ ) = A(t)g(t ; θ ), all θ ∈ �. Hence,
∂

∂θ
log gT (t ; θ ) = ∂

∂θ
log g(t ; θ ) for all θ and all t . This implies that

I T (θ ) = Eθ

{[
∂

∂θ
log gT (T (X); θ )

]2
}

= Eθ

{[
∂

∂θ
log f (T (X); θ )

]2
}

= In(θ ),

(3.7.15)

for all θ ∈ �. Thus, we have proven that if a family of distributions, F , admits a
sufficient statistic, we can determine the amount of information in the sample from
the distribution of the m.s.s.

Under regularity conditions (3.7.2), for any statistic U (X),

In(θ ) = V

{
∂

∂θ
log f (X; θ )

}
= V

{
E

{
∂

∂θ
log f (X; θ ) | U (X)

}}
+ E

{
V

{
∂

∂θ
log f (X; θ ) | U (X)

}}
.

By (3.7.15), if U (X) is an ancillary statistic, log gU (u; θ ) is independent of θ . In this

case
∂

∂θ
log gU (u; θ ) = E

{
∂

∂θ
log f (X; θ ) | U

}
= 0, with probability 1, and

In(θ ) = E{I (θ | U )}.

3.7.2 The Kullback–Leibler Information

The Kullback–Leibler (K–L) information function, to discriminate between two dis-
tributions Fθ (x) and Fφ(x) of F = {Fθ (x); θ ∈ �} is defined as

I (θ ;φ) = Eθ

{
log

f (X ; θ )

f (X ;φ)

}
; θ, φ ∈ �. (3.7.16)

The family F is assumed to be regular. We show now that I (θ, φ) ≥ 0 with equality
if and only if f (X ; θ ) = f (X ;φ) with probability one. To verify this, we remind
that log x is a concave function of x and by the Jensen inequality (see problem 8,
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Section 2.5), log(E{Y }) ≥ E{log Y } for every nonnegative random variable Y , having
a finite expectation. Accordingly,

−I (θ, φ) = Eθ

{
− log

f (X ; θ )

f (X ;φ)

}
=
∫

log
f (x ;φ)

f (x ; θ )
d F(x ; θ )

≤ log
∫

d F(x ;φ) = 0.

(3.7.17)

Thus, multiplying both sides of (3.7.17) by −1,we obtain that I (θ, φ) ≥ 0. Obviously,
if Pθ { f (X ; θ ) = f (X ;φ)} = 1, then I (θ, φ) = 0. If X1, . . . , Xn are i.i.d. random
variables, then the information function in the whole sample is

In(θ, φ) = Eθ

{
log

f (X ; θ )

f (X ;φ)

}
= Eθ

{
n∑

i=1

log
f (Xi ; θ )

f (Xi ;φ)

}
= nI (θ, φ). (3.7.18)

This shows that the K–L information function is additive if the random variables are
independent.

If S(X) = (S1(X), . . . , Sr (X)), 1 ≤ r ≤ n, is a statistic having a p.d.f. gS(y1, . . . ,

yr ; θ ), then the K–L information function based on the information in S(X) is

I S(θ, φ) = Eθ

{
log

gS(Y ; θ )

gS(Y ;φ)

}
. (3.7.19)

We show now that

I S(θ, φ) ≤ In(θ, φ), (3.7.20)

for all θ, φ ∈ � and every statistic S(X) with equality if S(X) is a sufficient statistic.
Since the logarithmic function is concave, we obtain from the Jensen inequality

−In(θ, φ) = Eθ

{
log

f (X ;φ)

f (X ; θ )

}
≤ Eθ

{
log Eθ

{
f (X ;φ)

f (X ; θ )
| S(X)

}}
. (3.7.21)

Generally, if S is a statistic,

S : (X ,B,F) → (S, �,G),
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then for any C ∈ �∫
C

Eθ

{
f (X;φ)

f (X; θ )
| S = s

}
gS(s; θ )dλ(s)

=
∫

S−1(C)

f (x ;φ)

f (x ; θ )
f (x ; θ )dμ(s) = Pφ{S−1(C)}

=
∫

C
gS(s;φ)dλ(s) =

∫
C

gS(s;φ)

gS(s; θ )
g(s; θ )dλ(s).

This proves that

gS(s;φ)

gS(s; θ )
= Eθ

{
f (X;φ)

f (X; θ )
| S(X) = s

}
. (3.7.22)

Substituting this expression for the conditional expectation in (3.7.21) and multiplying
both sides of the inequality by −1, we obtain (3.7.20). To show that if S(X) is sufficient
then equality holds in (3.7.20), we apply the Factorization Theorem. Accordingly, if
S(X) is sufficient for F ,

f (x;φ)

f (x; θ )
= K (x)g(S(x);φ)

K (x)g(S(x); θ )
(3.7.23)

at all points x at which K (x) > 0. We recall that this set is independent of θ and has
probability 1. Furthermore, the p.d.f. of S(X) is

gS(y; θ ) = A(y)g(y; θ ), all θ ∈ �. (3.7.24)

Therefore,

In(θ, φ) = Eθ

(
log

A(S(X))g(S(X); θ )

A(S(X))g(S(X);φ)

)
= Eθ

{
log

gS(Y ; θ )

gS(Y ;φ)

}
= I S(θ, φ), for all θ, φ ∈ �.

(3.7.25)

3.8 THE FISHER INFORMATION MATRIX

We generalize here the notion of the information for cases where f (x ; θ ) depends on
a vector of k-parameters. The score function, in the multiparameter case, is defined
as the random vector

S(θ ; X ) = �θ log f (X ; θ ). (3.8.1)
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Under the regularity conditions (3.7.2), which are imposed on each component
of θ ,

Eθ {S(θ ; X )} = 0. (3.8.2)

The covariance matrix of S(θ ; X ) is the Fisher Information Matrix (FIM)

I (θ ) = �| θ [S(θ ; X )]. (3.8.3)

If the components of (3.8.1) are not linearly dependent, then I (θ) is positive definite.
In the k-parameter canonical exponential type family

log f (X ;ψ) = log A∗(X ) + ψ ′U(X ) − K (ψ). (3.8.4)

The score vector is then

S(ψ ; X ) = U(X ) − �ψ K (ψ), (3.8.5)

and the FIM is

I (ψ) = �| ψ [U(X )]

=
(

∂2

∂ψi∂ψ j
K (ψ); i, j = 1, . . . , k

)
.

(3.8.6)

Thus, in the canonical exponential type family, I (ψ) is the Hessian matrix of the
cumulant generating function K (ψ).

It is interesting to study the effect of reparametrization on the FIM. Suppose that
the original parameter vector is θ . We reparametrize by defining the k functions

w j = w j (θ1, . . . , θk), j = 1, . . . , k.

Let

θ j = ψ j (w1, . . . ,wk), j = 1, . . . , k

and

D(w) =
(
∂ψi (w1, . . . ,wk)

∂w j

)
.

Then,

S(w; X ) = D(w)�ψ log f (x ;ψ(w)).
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It follows that the FIM, in terms of the parameters w, is

I (w) = �| w[S(w; X )]

= D(w)I (ψ(w))D′(w).
(3.8.7)

Notice that I (ψ(w)) is obtained from I (θ ) by substituting ψ(w) for θ .
Partition θ into subvectors θ (1), . . . , θ (l) (2 ≤ l ≤ k). We say that θ (1), . . . , θ (l) are

orthogonal subvectors if the FIM is block diagonal, with l blocks, each containing
only the parameters in the corresponding subvector.

In Example 3.14, μ and σ 2 are orthogonal parameters, while ψ1 and ψ2 are not
orthogonal.

3.9 SENSITIVITY TO CHANGES IN PARAMETERS

3.9.1 The Hellinger Distance

There are a variety of distance functions for probability functions. Following Pitman
(1979), we apply here the Hellinger distance.

Let F = {F(x ; θ ), θ ∈ �} be a family of distribution functions, dominated by a
σ -finite measure μ, i.e., d F(x ; θ ) = f (x ; θ )dμ(x), for all θ ∈ �. Let θ1, θ2 be two
points in �. The Hellinger distance between f (x ; θ1) and f (x ; θ2) is

ρ(θ1, θ2) =
(∫ [√

f (x ; θ1) −
√

f (x ; θ2)
]2

dμ(x)

)1/2

. (3.9.1)

Obviously, ρ(θ1, θ2) = 0 if θ1 = θ2.
Notice that

ρ2(θ1, θ2) =
∫

f (x ; θ1)dμ(x) +
∫

f (x ; θ2)dμ(x) − 2
∫ √

f (x ; θ1) f (x ; θ2) dμ(x).

(3.9.2)

Thus, ρ(θ1, θ2) ≤ √
2, for all θ1, θ2 ∈ �.

The sensitivity of ρ(θ1, θ0) at θ0 is the derivative (if it exists) of ρ(θ, θ0), at
θ = θ0.

Notice that

ρ2(θ, θ0)

(θ − θ0)2
=
∫

(
√

f (x ; θ ) − √
f (x ; θ0) )2

(θ − θ0)2
dμ(x). (3.9.3)
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If one can introduce the limit, as θ → θ0, under the integral at the r.h.s. of (3.9.3),
then

lim
θ→θ0

ρ2(θ, θ0)

(θ − θ0)2
=
∫ (

∂

∂θ

√
f (x ; θ )

∣∣
θ=θ0

)2

dμ(x)

=
∫

( ∂
∂θ

f (x ; θ0))2

4 f (x ; θ0)
dμ(x)

= 1

4
I (θ0).

(3.9.4)

Thus, if the regularity conditions (3.7.2) are satisfied, then

lim
θ→θ0

ρ(θ, θ0)

|θ − θ0| = 1

2

√
I (θ0). (3.9.5)

Equation (3.9.5) expresses the sensitivity of ρ(θ, θ0), at θ0, as a function of the
Fisher information I (θ0).

Families of densities that do not satisfy the regularity conditions (3.7.2) usually
will not satisfy (3.9.5). For example, consider the family of rectangular distributions
F = {R(0, θ ), 0 < θ < ∞}.

For θ > θ0 > 0,

ρ(θ, θ0) =
√

2

(
1 −

√
θ0

θ

)1/2

∂

∂θ
ρ(θ, θ0) = 1

2
√

2

(
1 −

√
θ0

θ

)−1/2 (
θ0

θ

)−1/2 1

θ2
.

Thus,

lim
θ↓θ0

∂

∂θ
ρ(θ, θ0) = ∞.

On the other hand, according to (3.7.1) with n = 1,
1

2

√
I (θ0) = 1

2θ0
.

The results of this section are generalizable to families depending on k parameters
(θ1, . . . , θk). Under similar smoothness conditions, if λ = (λ1, . . . , λk)′ is such that
λ′λ = 1, then

lim
ν→0

∫
(
√

f (x ; θ0 + λν) −√ f (x ; θ0) )2

ν2
dμ(x) = 1

4
λ′ I (θ0)λ, (3.9.6)

where I (θ0) is the FIM.
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PART II: EXAMPLES

Example 3.1. Let X1, . . . , Xn be i.i.d. random variables having an absolutely con-
tinuous distribution with a p.d.f. f (x). Here we consider the familyF of all absolutely
continuous distributions. Let T (X) = (X (1), . . . , X (n)), where X (1) ≤ · · · ≤ X(n), be
the order statistic. It is immediately shown that

h(x | T (X) = t) = 1

n!
I {x; x(1) = t1, . . . , x(n) = tn}.

Thus, the order statistic is a sufficient statistic. This result is obvious because the
order at which the observations are obtained is irrelevant to the model. The order
statistic is always a sufficient statistic, when the random variables are i.i.d. On
the other hand, as will be shown in the sequel, any statistic that further reduces the
data is insufficient for F and causes some loss of information.

Example 3.2. Let X1, . . . , Xn be i.i.d. random variables having a Poisson dis-
tribution, P(λ). The family under consideration is F = {P(λ); 0 < λ < ∞}. Let

T (X) =
n∑

i=1

Xi . We know that T (X) ∼ P(nλ). Furthermore, the joint p.d.f. of X and

T (X) is

p(x1, . . . , xn, t ; λ) = e−nλ

n∏
i−1

xi !

λ

n∑
i=1

xi

· I

{
x :

n∑
i=1

xi = t

}
.

Hence, the conditional p.d.f. of X given T (X) = t is

h(x | t, λ) = t!
n∏

i=1

xi !n
t

I

{
x :

n∑
i=1

xi = t

}
;

where x1, . . . , xn are nonnegative integers and t = 0, 1, . . .. We see that the condi-
tional p.d.f. of X given T (X) = t is independent of λ. Hence T (X) is a sufficient
statistic. Notice that X1, . . . , Xn have a conditional multinomial distribution given
�Xi = t .

Example 3.3. Let X = (X1, . . . , Xn)′ have a multinormal distribution N (μ1n, In),

where 1n = (1, 1, . . . , 1)′. Let T =
n∑

i=1

Xi . We set X∗ = (X2, . . . , Xn) and derive the
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joint distribution of (X∗, T ). According to Section 2.9, (X∗, T ) has the multinormal
distribution

N

(
μ

(
1n−1

n

)
, �|
)

where

�| =
(

In−1 1n−1

1′
n−1 n

)
.

Hence, the conditional distribution of X∗ given T is the multinormal

N (X̄n1n−1, Vn−1),

where X̄n = 1

n

n∑
i=1

Xi is the sample mean and Vn−1 = In−1 − 1

n
Jn−1. It is easy

to verify that Vn−1 is nonsingular. This conditional distribution is independent
of μ. Finally, the conditional p.d.f. of X1 given (X∗, T ) is that of a one-point
distribution

h(x1 | X∗, T ;μ) = I {x : x1 = T − X∗′1n−1}.

We notice that it is independent of μ. Hence the p.d.f. of X given T is independent
of μ and T is a sufficient statistic.

Example 3.4. Let (X1,Y1), . . . , (Xn,Yn) be i.i.d. random vectors having a bivariate
normal distribution. The joint p.d.f. of the n vectors is

f (x, y; ξ, η, ρ,σ1, σ2) = 1

(2π )n/2σ n
1 σ

n
2 (1 − ρ2)n/2

·

exp

{
− 1

2(1 − ρ2)

[ n∑
i=1

(
xi − ξ

σ1

)2

− 2ρ
n∑

i=1

xi − ξ

σ1
· yi − η

σ2
+

n∑
i=1

(
yi − η

σ2

)2 ]}
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where −∞ < ξ , η < ∞; 0 < σ1, σ2 < ∞; −1 ≤ ρ ≤ 1. This joint p.d.f. can be
written in the form

f (x, y; ξ, η,σ1, σ2, ρ) = 1

(2π )n/2σ n
1 σ

n
2 (1 − ρ2)n/2

·

exp

{
− n

2(1 − ρ2)

[
(x̄ − ξ )2

σ 2
1

− 2ρ
(x̄ − ξ )(ȳ − η)

σ1σ2
+ (ȳ − η)2

σ 2
2

]

− 1

2(1 − ρ2)
·
[

Q(x)

σ 2
1

− 2ρ
P(x, y)

σ1σ2
+ Q(y)

σ 2
2

]}
,

where x̄ = 1

n

n∑
i=1

xi , ȳ = 1

n

n∑
i=1

yi , Q(x) =
n∑

i=1

(xi − x̄)2, Q(y) =
n∑

i=1

(yi − ȳ)2,

P(x, y) =
n∑

i=1

(xi − x̄)(yi − ȳ).

According to the Factorization Theorem, a sufficient statistic for F is

T (X,Y) = (X̄ , Ȳ , Q(X), Q(Y ), P(X,Y)).

It is interesting that even if σ1 and σ2 are known, the sufficient statistic is still
T (X,Y). On the other hand, if ρ = 0 then the sufficient statistic is T ∗(X,Y) =
(X̄ , Ȳ , Q(X), Q(Y)).

Example 3.5.
A. Binomial Distributions

F = {B(n, θ ), 0 < θ < 1}, n is known. X1, . . . , Xn is a sample of i.i.d. random
variables. For every point x0, at which f (x0, θ ) > 0, we have

f (x; θ )

f (x0; θ )
=

n∏
i=1

(
n

xi

)
(

n

x0
i

) ·
(

θ

1 − θ

) n∑
i=1

(xi − x0
i )

.

Accordingly, this likelihood ratio can be independent of θ if and only if
n∑

i=1

xi =
n∑

i=1

x0
i . Thus, the m.s.s. is T (X) =

n∑
i=1

Xi .
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B. Hypergeometric Distributions
Xi ∼ H (N , M, S), i = 1, . . . , n. The joint p.d.f. of the sample is

p(x; N , M, S) =
n∏

i=1

(
M

xi

)(
N − M

S − xi

)
(

N

S

) .

The unknown parameter here is M , M = 0, . . . , N . N and S are fixed known values.
The minimal sufficient statistic is the order statistic Tn = (X(1), . . . , X (n)). To realize
it, we consider the likelihood ratio

p(x; N , M, S)

p(x0; N , M, S)
=

n∏
i=1

(
M

xi

)
(

M

x0
i

) ·

(
N − M

S − xi

)
(

N − M0

S − x0
i

) .

This ratio is independent of (M) if and only if x(i) = x0
(i), for all i = 1, 2, . . . , n.

C. Negative-Binomial Distributions
Xi ∼ N B(ψ, ν), i = 1, . . . , n; 0 < ψ < 1, 0 < ν < ∞.

(i) If ν is known, the joint p.d.f. of the sample is

p(x;ψ, ν) = (1 − ψ)nν · ψ

n∑
i=1

xi n∏
i=1

�(xi + ν)

�(ν)�(xi + 1)
.

Therefore, the m.s.s. is Tn =
n∑

i=1

Xi .

(ii) If ν is unknown, the p.d.f.s ratio is

ψ�xi −�x0
i

n∏
i=1

�(x0
i + 1)

�(xi + 1)
· �(xi + ν)

�(x0
i + ν)

.

Hence, the minimal sufficient statistic is the order statistic.
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D. Multinomial Distributions
We have a sample of n i.i.d. random vectors X(i) = (X (i)

1 , . . . , X (i)
k ), i = 1, . . . , n.

Each X(i) is distributed like the multinomial M(s, θ ). The joint p.d.f. of the
sample is

p(x(1), . . . , x(n); s, θ ) =
n∏

i=1

s!

x (i)
1 ! . . . x (i)

k !

k∏
i=1

θ

n∑
i=1

x (i)
j

j .

Accordingly, an m.s.s. is Tn = (T (1)
n , . . . , T (k−1)

n ), where T ( j)
n =

n∑
i=1

X (i)
j , j =

1, . . . , k − 1. Notice that T (k)
n = ns −

k−1∑
i=1

T (i)
n .

E. Beta Distributions

Xi ∼ β(p, q), i = 1, . . . , n; 0 < p, q < ∞.

The joint p.d.f. of the sample is

f (x; p, q) = 1

Bn(p, q)

n∏
i=1

x p−1
i (1 − xi )

q−1.

0 ≤ xi ≤ 1 for all i = 1, . . . , n. Hence, an m.s.s. is Tn =
(

n∏
i=1

Xi ,

n∏
i=1

(1 − Xi )

)
. In

cases where either p or q are known, the m.s.s. reduces to the component of Tn that
corresponds to the unknown parameter.

F. Gamma Distributions

Xi ∼ G(λ, ν), i = 1, . . . , n; 0 < λ, ν < ∞.

The joint distribution of the sample is

f (x; λ, ν) = λνn

�n(ν)

(
n∏

i=1

xi

)ν−1

exp

{
−λ

n∑
i=1

xi

}
.
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Thus, if both λ and ν are unknown, then an m.s.s. is Tn =
(

n∏
i=1

Xi ,

n∑
i=1

Xi

)
. If only

ν is unknown, the m.s.s. is Tn =
n∏

i=1

Xi . If only λ is unknown, the corresponding

statistic
n∑

i=1

Xi is minimal sufficient.

G. Weibull Distributions
X has a Weibull distribution if (X − ξ )α ∼ E(λ). This is a three-parameter family,

θ = (ξ, λ, α); where ξ is a location parameter (the density is zero for all x < ξ ); λ−1

is a scale parameter; and α is a shape parameter. We distinguish among three cases.

(i) ξ and α are known.

Let Yi = Xi − ξ , i = 1, . . . , n. Since Y α
i ∼ E(λ), we immediately obtain from

that an m.s.s., which is,

Tn =
n∑

i=1

Yi =
n∑

i=1

(Xi − ξ )α.

(ii) If α and λ are known but ξ is unknown, then a minimal sufficient statistic is
the order statistic.

(iii) α is unknown.

The joint p.d.f. of the sample is

f (x; ξ, λ) = λnαn
n∏

i=1

(xi − ξ )α exp

{
−λ

n∑
i=1

(xi − ξ )α
}
, xi ≥ ξ

for all i = 1, . . . , n. By examining this joint p.d.f., we realize that a minimal sufficient
statistic is the order statistic, i.e., Tn = (X(1), . . . , X (n)).

H. Extreme Value Distributions
The joint p.d.f. of the sample is

f (x; λ, α) = λnαn exp

{
−α

n∑
i=1

xi − λ

n∑
i=1

e−αxi

}
.

Hence, if α is known then Tn =
n∑

i=1

e−αXi is a minimal sufficient statistic; otherwise,

a minimal sufficient statistic is the order statistic.
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Normal Distributions

(i) Single (Univariate) Distribution Model

Xi ∼ N (ξ, σ 2), i = 1, . . . , n; −∞ < ξ < ∞, 0 < σ < ∞.

The m.s.s. is Tn =
(

n∑
i=1

Xi ,

n∑
i=1

X2
i

)
. If ξ is known, then an m.s.s. is

n∑
i=1

(Xi − ξ )2; if σ is known, then the first component of Tn is sufficient.

(ii) Two Distributions Model

We consider a two-sample model according to which X1, . . . , Xn are i.i.d. having
a N (ξ, σ 2

1 ) distribution and Y1, . . . ,Ym are i.i.d. having a N (η, σ 2
2 ) distribution. The

X -sample is independent of the Y -sample. In the general case, an m.s.s. is

T =
⎛⎝ n∑

i=1

Xi ,

m∑
j=1

Y j ,

n∑
i=1

X2
i ,

m∑
j=1

Y 2
j

⎞⎠ .

If σ 2
1 = σ 2

2 then the m.s.s. reduces to T ∗ =
⎛⎝ n∑

i=1

Xi ,

m∑
j=1

Y j ,

n∑
i=1

X2
i +

m∑
j=1

Y 2
j

⎞⎠. On

the other hand, if ξ = η but σ1 
= σ2 then the minimal statistic is T .

Example 3.6. Let (X,Y ) have a bivariate distribution N

((
ξ1

ξ2

)
,

(
σ 2

1 0
0 σ 2

2

))
with

−∞ < ξ1, ξ2 < ∞; 0 < σ1, σ2 < ∞. The p.d.f. of (X,Y ) is

f (x, y; ξ1, ξ2, σ1, σ2)

= 1

2πσ1σ2
exp

{
ξ1

σ 2
1

x + ξ2

σ 2
2

y − 1

2σ 2
1

x2 − 1

2σ 2
2

y2 − 1

2

(
ξ 2

1

σ 2
1

+ ξ2
2

σ 2
2

)}
.

This bivariate p.d.f. can be written in the canonical form

f (x, y;ψ1, . . . , ψ4) = 1

2π
exp{ψ1x + ψ2 y + ψ3x2 + ψ4 y2 − K (ψ1, . . . , ψ4)},

where

ψ1 = ξ1

σ 2
1

, ψ2 = ξ2

σ 2
2

, ψ3 = − 1

2σ 2
1

, ψ4 = − 1

2σ 2
2

,
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and

K (ψ1, . . . , ψ4) = −1

4

(
ψ2

1

ψ3
+ ψ2

2

ψ4

)
+ 1

2

[
log

(
− 1

2ψ2

)
+ log

(
− 1

2ψ4

)]
.

Thus, if ψ1, ψ2, ψ3, and ψ4 are independent, then an m.s.s. is T (X) =(
n∑

i=1

Xi ,

n∑
i=1

Yi ,

n∑
i=1

X2
i ,

n∑
i=1

Y 2
i

)
. This is obviously the case when ξ1, ξ2, σ1, σ2 can

assume arbitrary values. Notice that if ξ1 = ξ2 but σ1 
= σ2 then ψ1, . . . , ψ4 are still
independent and T (X) is an m.s.s. On the other hand, if ξ1 
= ξ2 but σ1 = σ2 then an
m.s.s. is

T ∗(X) =
(

n∑
i=1

Xi ,

n∑
i=1

Yi ,

n∑
i=1

(X2
i + Y 2

i )

)
.

The case of ξ1 = ξ2, σ1 
= σ2, is a case of four-dimensional m.s.s., when the parameter
space is three-dimensional. This is a case of a curved exponential family.

Example 3.7. Binomial Distributions
F = {B(n, θ ); 0 < θ < 1}, n fixed. Suppose that Eθ {h(X )} = 0 for all 0 < θ < 1.

This implies that

n∑
j=0

h( j)

(
N

j

)
ψ j = 0, all ψ,

0 < ψ < ∞, where ψ = θ/(1 − θ ) is the odds ratio. Let an, j = h( j)
(n

j

)
, j =

0, . . . , n. The expected value of h(X ) is a polynomial of order n in ψ . Accord-
ing to the fundamental theorem of algebra, such a polynomial can have at most n
roots. However, the hypothesis is that the expected value is zero for all ψ in (0,∞).
Hence an, j = 0 for all j = 0, . . . , n, independently of ψ . Or,

Pθ {h(X ) = 0} = 1, all θ.

Example 3.8. Rectangular Distributions
Suppose that F = {R(0, θ ); 0 < θ < ∞}. Let X1, . . . , Xn be i.i.d. random vari-

ables having a common distribution from F . Let X (n) be the sample maximum. We
show that the family of distributions of X(n), F∗

n , is complete. The p.d.f. of X (n) is

fn(t ; θ ) = n

θn
tn−1, 0 ≤ t ≤ θ.



224 SUFFICIENT STATISTICS AND THE INFORMATION IN SAMPLES

Suppose that Eθ {h(X(n))} = 0 for all 0 < θ < ∞. That is

∫ θ

0
h(t)tn−1dt = 0, for all θ, 0 < θ < ∞.

Consider this integral as a Lebesque integral. Differentiating with respect to θ yields

h(x)xn−1 = 0, a.s. [Pθ ],

θ ∈ (0,∞).

Example 3.9. In Example 2.15, we considered the Model II of analysis of variance.
The complete sufficient statistic for that model is

T (X) = ( ¯̄X, S2
w , S2

b ),

where ¯̄X is the grand mean; S2
w = 1

k(n − 1)

k∑
i=1

n∑
j=1

(Xi j − X̄i )
2 is the “within” sample

variance; and S2
b = n

k − 1

∑
i

(X̄i − ¯̄X )2 is the “between” sample variance. Employ-

ing Basu’s Theorem we can immediately conclude that ¯̄X is independent of (S2
w , S2

b ).
Indeed, if we consider the subfamily Fσ,ρ for a fixed σ and ρ, then ¯̄X is a complete
sufficient statistic. The distributions of S2

w and S2
b , however, do not depend on μ.

Hence, they are independent of ¯̄X . Since this holds for any σ and ρ, we obtain the
result.

Example 3.10. This example follows Example 2.23 of Barndorff-Nielsen and Cox
(1994, p. 42). Consider the random vector N = (N1, N2, N3, N4) having a multino-
mial distribution M(n,p) where p = (p1, . . . , p4)′ and, for 0 < θ < 1,

p1 = 1

6
(1 − θ )

p2 = 1

6
(1 + θ )

p3 = 1

6
(2 − θ )

p4 = 1

6
(2 + θ ).

The distribution of N is a curved exponential type. N is an m.s.s., but N is incomplete.

Indeed, Eθ

{
N1 + N2 − n

3

}
= 0 for all 0 < θ < 1, but Pθ

{
N1 + N2 = n

3

}
< 1 for
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all θ . Consider the statistic A1 = N1 + N2. A1 ∼ B

(
n,

1

6

)
. Thus, A1 is ancillary.

The conditional p.d.f. of N, given A1 = a is

p(n | a, θ ) =
(

a

n1

)(
1 − θ

2

)n1
(

1 + θ

2

)a−n1

·
(

n − a

n3

)(
2 − θ

4

)n3
(

2 + θ

4

)n−a−n3

,

for n1 = 0, 1, . . . , a; n3 = 0, 1, . . . , n − a; n2 = a − n1 and n4 = n − a − n3. Thus,
N1 is conditionally independent of N3 given A1 = a.

Example 3.11. A. Let X ∼ B(n, θ ), n known, 0 < θ < 1; f (x ; θ ) =
(

n

x

)
θ x (1 −

θ )n−x satisfies the regularity conditions (3.7.2). Furthermore,

∂

∂θ
log f (x ; θ ) = x

θ
− n − x

1 − θ
, 0 < θ < 1.

Hence, the Fisher information function is

I (θ ) = Eθ

{[
X

θ
− n − X

1 − θ

]2
}

= n/θ (1 − θ ), 0 < θ < 1.

B. Let X1, . . . , Xn be i.i.d. random variables having a rectangular distribution
R(0, θ ), 0 < θ < ∞. The joint p.d.f. is

f (x; θ ) = 1

θn
I {x(n) ≤ θ},

where x(n) = max
1≤i≤n

{xi }. Accordingly,

∂

∂θ
log f (x; θ ) = −n

θ
I {x(n) ≤ θ}

and the Fisher information in the whole sample is

In(θ ) = n2

θ2
, 0 < θ < ∞.

C. Let X ∼ μ + G(1, 2), −∞ < μ < ∞. In this case,

f (x ;μ) = (x − μ)e−(x−μ) I (x ≥ μ).
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Thus,

(
∂

∂μ
log f (x ;μ)

)2

=
(

− 1

x − μ
+ 1

)2

.

But

Eμ

{
1

(X − μ)2

}
=
∫ ∞

μ

(x − μ)−1e−(x−μ) = ∞.

Hence, I (μ) does not exist.

Example 3.12. In Example 3.10, we considered a four-nomial distribution with
parameters pi (θ ), i = 1, . . . , 4, which depend on a real parameter θ , 0 < θ < 1.
We considered two alternative ancillary statistics A = N1 + N2 and A′ = N1 + N4.
The question was, which ancillary statistic should be used for conditional inference.
Barndorff-Nielsen and Cox (1994, p. 43) recommend to use the ancillary statistic
which maximizes the variance of the conditional Fisher information.

A version of the log-likelihood function, conditional on {A = a} is

l(θ | a) = N1 log(1 − θ ) + (a − N1) log(1 + θ )

+ N3 log(2 − θ ) + (n − a − N3) log(2 + θ ).

This yields the conditional score function

S(θ | a) = ∂

∂θ
l(θ | a)

= −N1
2

1 − θ2
− N3

4

4 − θ2
+ a

1 + θ
+ n − a

2 + θ
.

The corresponding conditional Fisher information is

I (θ | a) = n

4 − θ2
+ a

3

(1 − θ2)(4 − θ2)
.

Finally, since A ∼ B
(

n,
1

3

)
, the Fisher information is

In(θ ) = E{I (θ | A)}

= n
2 − θ2

(1 − θ2)(4 − θ2)
.
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In addition,

V {I (θ | A)} = 2n

(1 − θ2)2(4 − θ2)2
.

In a similar fashion, we can show that

I (θ | A′) = n

(2 − θ )(1 + θ )
+ 2θ A′

(1 − θ2)(4 − θ2)

and

V {I (θ | A′)} = nθ2

(1 − θ2)2(4 − θ2)2
.

Thus, V {I (θ | A)} > V {I (θ | A′)} for all 0 < θ < 1. Ancillary A is preferred.

Example 3.13. We provide here a few examples of the Kullback–Leibler information
function.

A. Normal Distributions
Let F be the class of all the normal distributions {N (μ, σ 2); −∞ < μ < ∞, 0 <

σ < ∞}. Let θ1 = (μ1, σ1) and θ2 = (μ2, σ2). We compute I (θ1, θ2). The likelihood
ratio is

f (x ; θ1)

f (x ; θ2)
= σ2

σ1
exp

{
−1

2

[(
x − μ1

σ1

)2

−
(

x − μ2

σ2

)2
]}

.

Thus,

log
f (x ; θ1)

f (x ; θ2)
= log

(
σ2

σ1

)
− 1

2

[(
x − μ1

σ1

)2

−
(

x − μ2

σ2

)2
]
.

Obviously, Eθ1{( X−μ1

σ1
)2} = 1. On the other hand

Eθ1

{(
X − μ2

σ2

)2
}

=
(
σ1

σ2

)2

Eθ1

{
(μ1 + σ1U − μ2)2

σ 2
1

}
= σ 2

1

σ 2
2

(
1 + (μ1 − μ2)2

σ 2
1

)
,

where U ∼ N (0, 1). Hence, we obtain that

I (θ1, θ2) = log

(
σ2

σ1

)
+ 1

2

[((
σ1

σ2

)2

− 1

)
+ (μ1 − μ2)2

σ 2
2

]
.
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We see that the distance between the means contributes to the K–L information
function quadratically while the contribution of the variances is through the ratio
ρ = σ2/σ1.

B. Gamma Distributions
Let θi = (λi , νi ), i = 1, 2, and consider the ratio

f (x ; θ1)

f (x ; θ2)
= �(ν2)

�(ν1)
· λ

ν1
1

λ
ν2
2

xν1−ν2 exp{−x(λ1 − λ2)}.

We consider here two cases.

Case I: ν1 = ν2 = ν. Since the νs are the same, we simplify by setting θi = λi

(i = 1, 2). Accordingly,

I (λ1, λ2) = Eλ1

{
ν log

(
λ1

λ2

)
+ (λ2 − λ1)X

}

= ν

[
log

(
λ1

λ2

)
+
(
λ2

λ1
− 1

)]
.

This information function depends on the scale parameters λi (i = 1, 2), through their
ratio ρ = λ2/λ1.

Case II: λ1 = λ2 = λ. In this case, we write

I (ν1, ν2) = log
�(ν2)

�(ν1)
− (ν2 − ν1) log λ + Eν1{(ν1 − ν2) log X}.

Furthermore,

Eν1{log X} = λν1

�(ν1)

∫ ∞

0
(log x)xν1−1e−λx dx

= d

dν1
log�(ν1) − log λ.

The derivative of the log-gamma function is tabulated (Abramowitz and Stegun,
1968).
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Example 3.14. Consider the normal distribution N (μ, σ 2); −∞ < μ < ∞, 0 <

σ 2 < ∞. The score vector, with respect to θ = (μ, σ 2), is

S(θ ; X ) =

⎛⎜⎜⎝
X − μ

σ 2

− 1

2σ 2
+ (X − μ)2

2σ 4

⎞⎟⎟⎠.

Thus, the FIM is

I (μ, σ 2) =

⎡⎢⎢⎣
1

σ 2
0

0
1

2σ 4

⎤⎥⎥⎦ .

We have seen in Example 2.16 that this distribution is a two-parameter expo-

nential type, with canonical parameters ψ1 = μ

σ 2
and ψ2 = − 1

2σ 2
. Making the

reparametrization in terms of ψ1 and ψ2, we compute the FIM as a function of ψ1, ψ2.
The inverse transformation is

μ = −ψ1

ψ2
,

σ 2 = − 1

2ψ2
.

Thus,

D(ψ) =

⎛⎜⎜⎜⎝
− 1

2ψ2

ψ1

2ψ2
2

0
1

2ψ2
2

⎞⎟⎟⎟⎠.

Substituting (3.8.9) into (3.8.8) and applying (3.8.7) we obtain

I (ψ1, ψ2) = D(ψ)

[−2ψ2 0

0 2ψ2
2

]
(D(ψ))′

=

⎡⎢⎢⎢⎣
ψ2

1 − 4ψ3
2

32ψ6
2

ψ1

32ψ6
2

ψ1

32ψ6
2

1

32ψ6
2

⎤⎥⎥⎥⎦.

Notice that ψ2
1 − 4ψ3

2 = μ2

σ 4
+ 1

2σ 6
> 0.
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Example 3.15. Let (X,Y ) have the bivariate normal distribution

N

(
0, σ 2

(
1 ρ

ρ 1

))
, 0 < σ 2 < ∞, −1 < ρ < 1. This is a two-parameter

exponential type family with

f (x, y) = 1

2π
exp{ψ1U1(x, y) + ψ2U2(x, y) − K (ψ1, ψ2)},

where U1(x, y) = x2 + y2, U2(x, y) = xy and

K (ψ1, ψ2) = −1

2
log(4ψ2

1 − ψ2
2 ).

The Hessian of K (ψ1, ψ2) is the FIM, with respect to the canonical parameters. We
obtain

I (ψ1, ψ2) = 1

(4ψ2
1 − ψ2

2 )2

[
4(4ψ2

1 + ψ2
2 ) −8ψ1ψ2

−8ψ1ψ2 4ψ2
1 + ψ2

2

]
.

Using the reparametrization formula, we get

I (σ 2, ρ) =

⎡⎢⎢⎢⎣
1

σ 4
− ρ

σ 2(1 − ρ2)

− ρ

σ 2(1 − ρ2)

1 + ρ2

(1 − ρ2)2

⎤⎥⎥⎥⎦.
Notice that in this example neither ψ1, ψ2 nor σ 2, ρ are orthogonal parameters.

Example 3.16. Let F = {E(λ), 0 < λ < ∞}. ρ2(λ1, λ2) = 2

(
1 − 2

√
λ1λ2

λ1 + λ2

)
.

Notice that
√
λ1, λ2 ≤ λ1 + λ2

2
for all 0 < λ1, λ2 < ∞. If λ1 = λ2 then ρ(λ1, λ2) =

0. On the other hand, 0 < ρ2(λ1, λ2) < 2 for all 0 < λ1, λ2 < ∞. However, for λ1

fixed

lim
λ2→∞

ρ2(λ1, λ2) = 2.

PART III: PROBLEMS

Section 3.2

3.2.1 Let X1, . . . , Xn be i.i.d. random variables having a common rectangular
distribution R(θ1, θ2), −∞ < θ1 < θ2 < ∞.

(i) Apply the Factorization Theorem to prove that X (1) = min{Xi } and
X (n) = max{Xi } are sufficient statistics.

(ii) Derive the conditional p.d.f. of X = (X1, . . . , Xn) given (X(1), X (n)).
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3.2.2 Let X1, X2, . . . , Xn be i.i.d. random variables having a two-parameter expo-
nential distribution, i.e., X ∼ μ + E(λ), −∞ < μ < ∞, 0 < λ < ∞. Let
X (1) ≤ · · · ≤ Xn be the order statistic.

(i) Apply the Factorization Theorem to prove that X (1) and S =
n∑

i=2

(X (i) −
X (1)) are sufficient statistics.

(ii) Derive the conditional p.d.f. of X given (X(1), S).

(iii) How would you generate an equivalent sample X′ (by simulation) when
the value of (X (1), S) are given?

3.2.3 Consider the linear regression model (Problem 3, Section 2.9). The unknown
parameters are (α, β, σ ). What is a sufficient statistic for F?

3.2.4 Let X1, . . . , Xn be i.i.d. random variables having a Laplace distribution with
p.d.f.

f (x ;μ, σ ) = 1

2σ
exp

{
−|x − μ|

σ

}
, −∞ < x < ∞; −∞ < μ < ∞;

0 < σ < ∞. What is a sufficient statistic for F
(i) when μ is known?

(ii) when μ is unknown?

Section 3.3

3.3.1 Let X1, . . . , Xn be i.i.d. random variables having a common Cauchy distri-
bution with p.d.f.

f (x ;μ, σ ) = 1

σπ
·
[

1 +
(

x − μ

σ

)2
]−1

, −∞ < x < ∞;

−∞ < μ < ∞, 0 < σ < ∞. What is an m.s.s. for F?

3.3.2 Let X1, . . . , Xn be i.i.d. random variables with a distribution belonging to a
family F of contaminated normal distributions, having p.d.f.s,

f (x ;α,μ, σ ) = (1 − α)
1

σ
√

2π
exp

{
− 1

2σ 2
(x − μ)2

}

+ α · 1

πσ

[
1 +

(
x − μ

σ

)2
]−1

, −∞ < x < ∞;

−∞ < μ < ∞; 0 < σ < ∞; 0 < α < 10−2. What is an m.s.s. for F?
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3.3.3 Let X1, . . . , Xn be i.i.d. having a common distribution belonging to the
family F of all location and scale parameter beta distributions, having the
p.d.f.s

f (x ;μ, σ, p, q) = 1

σ B(p, q)

(
x − μ

σ

)p−1 (
1 − x − μ

σ

)q−1

,

−μ ≤ x ≤ μ + σ ; −∞ < μ < ∞; 0 < σ < ∞; 0 < p, q < ∞.

(i) What is an m.s.s. when all the four parameters are unknown?

(ii) What is an m.s.s. when p, q are known?

(iii) What is an m.s.s. when μ, σ are known?

3.3.4 Let X1, . . . , Xn be i.i.d. random variables having a rectangular R(θ1, θ2),
−∞ < θ1 < θ2 < ∞. What is an m.s.s.?

3.3.5 F is a family of joint distributions of (X,Y ) with p.d.f.s

g(x, y; λ) = exp{−λx − y/λ}, 0 < λ < ∞.

Given a sample of n i.i.d. random vectors (Xi ,Yi ), i = 1, . . . , n, what is an
m.s.s. for F?

3.3.6 The following is a model in population genetics, called the Hardy–

Weinberg model. The frequencies N1, N2, N3,
3∑

i=1

Ni = n, of three geno-

types among n individuals have a distribution belonging to the family F of
trinomial distributions with parameters (n, p1(θ ), p2(θ ), p3(θ )), where

p1(θ ) = θ2, p2(θ ) = 2θ (1 − θ ), p3(θ ) = (1 − θ )2, (3.3.1)

0 < θ < 1. What is an m.s.s. for F?

Section 3.4

3.4.1 Let X1, . . . , Xn be i.i.d. random variables having a common distribution
with p.d.f.

f (x ;ψ) = I {ψ1 ≤ x ≤ ψ2}h(x) exp

{
k∑

i=3

ψiUi (x) − K (ψ)

}
,

−∞ < ψ1 < ψ2 < ∞. Prove that T (X) =
(

X (1), X (n),

n∑
i=1

U3(Xi ), . . . ,

n∑
i=1

Uk(Xi )

)
is an m.s.s.
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3.4.2 Let {(Xk,Yi ), i = 1, . . . , n} be i.i.d. random vectors having a common
bivariate normal distribution

N

([
ξ

η

]
,

[
σ 2

x ρσxσy

ρσxσy σ 2
y

])
,

where −∞ < ξ , η < ∞; 0 < σ 2
x , σ 2

y < ∞; −1 < ρ < 1.

(i) Write the p.d.f. in canonical form.

(ii) What is the m.s.s. for F?

3.4.3 In continuation of the previous problem, what is the m.s.s.

(i) when ξ = η = 0?

(ii) when σx = σy = 1?

(iii) when ξ = η = 0, σx = σy = 1?

Section 3.5

3.5.1 Let F = {Gα(λ, 1); 0 < α < ∞, 0 < λ < ∞} be the family of Weibull dis-
tributions. Is F complete?

3.5.2 Let F be the family of extreme-values distributions. Is F complete?

3.5.3 Let F = {R(θ1, θ2); −∞ < θ1 < θ2 < ∞}. Let X1, X2, . . . , Xn , n ≥ 2, be
a random sample from a distribution of F . Is the m.s.s. complete?

3.5.4 Is the family of trinomial distributions complete?

3.5.5 Show that for the Hardy–Weinberg model the m.s.s. is complete.

Section 3.6

3.6.1 Let {(Xi ,Yi ), i = 1, . . . , n} be i.i.d. random vectors distributed like

N

(
0,
(

1 ρ

ρ 1

))
, −1 < ρ < 1.

(i) Show that the random vectors X and Y are ancillary statistics.

(ii) What is an m.s.s. based on the conditional distribution of Y given
{X = x}?

3.6.2 Let X1, . . . , Xn be i.i.d. random variables having a normal distribution
N (μ, σ 2), where both μ and σ are unknown.

(i) Show that U (X) = Me − X̄

Q3 − Q1
is ancillary, where Me is the sample

median; X̄ is the sample mean; Q1 and Q3 are the sample first and
third quartiles.
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(ii) Prove that U (X) is independent of |X̄ |/S, where S is the sample standard
deviation.

Section 3.7

3.7.1 Consider the one-parameter exponential family with p.d.f.s

f (x ; θ ) = h(x) exp{U (x)ψ(θ ) − K (θ )}.

Show that the Fisher information function for θ is

I (θ ) = K ′′(θ ) − ψ ′′(θ )
K ′(θ )

ψ ′(θ )
.

Check this result specifically for the Binomial, Poisson, and Negative-
Binomial distributions.

3.7.2 Let (Xi ,Yi ), i = 1, . . . , n be i.i.d. vectors having the bivariate standard
normal distribution with unknown coefficient of correlation ρ, −1 ≤ ρ ≤ 1.
Derive the Fisher information function In(ρ).

3.7.3 Let φ(x) denote the p.d.f. of N (0, 1). Define the family of mixtures

f (x ;α) = αφ(x) + (1 − α)φ(x − 1), 0 ≤ α ≤ 1.

Derive the Fisher information function I (α).

3.7.4 Let F = { f (x ;ψ), −∞ < ψ < ∞} be a one-parameter exponential family,
where the canonical p.d.f. is

f (x ;ψ) = h(x) exp{ψU (x) − K (ψ)}.

(i) Show that the Fisher information function is

I (ψ) = K ′′(ψ).

(ii) Derive this Fisher information for the Binomial and Poisson distribu-
tions.

3.7.5 Let X1, . . . , Xn be i.i.d. N (0, σ 2), 0 < σ 2 < ∞.

(i) What is the m.s.s. T ?

(ii) Derive the Fisher information I (σ 2) from the distribution of T .

(iii) Derive the Fisher information I S2
(σ 2), where S2 = 1

n − 1

n∑
i=1

(Xi −

X̄ )2 is the sample variance. Show that I S2
(σ 2) < I (σ 2).
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3.7.6 Let (X,Y ) have the bivariate standard normal distribution N

(
0,
(

1 ρ

ρ 1

))
,

−1 < ρ < 1. X is an ancillary statistic. Derive the conditional Fisher infor-
mation I (ρ | X ) and then the Fisher information I (ρ).

3.7.7 Consider the model of Problem 6. What is the Kullback–Leibler information
function I (ρ1, ρ2) for discriminating between ρ1 and ρ2 where −1 ≤ ρ1 <

ρ2 ≤ 1.

3.7.8 Let X ∼ P(λ). Derive the Kullback–Leibler information I (λ1, λ2) for 0 <

λ1, λ2 < ∞.

3.7.9 Let X ∼ B(n, θ ). Derive the Kullback–Liebler information function
I (θ1, θ2), 0 < θ1, θ2 < 1.

3.7.10 Let X ∼ G(λ, ν), 0 < λ < ∞, ν known.

(i) Express the p.d.f. of X as a one-parameter canonical exponential type
density, g(x ;ψ).

(ii) Find ψ̂ for which g(x ;ψ) is maximal.

(iii) Find the Kullback–Leibler information function I (ψ̂, ψ) and show that
∂2

∂ψ2
I (ψ̂, ψ) = I (ψ) = ν

ψ2
.

Section 3.8

3.8.1 Consider the trinomial distribution M(n, p1, p2), 0 < p1, p2, p1 + p2 < 1.

(i) Show that the FIM is

I (p1, p2) = n

1 − p1 − p2

⎡⎢⎢⎣
1 − p2

p1
1

1
1 − p1

p2

⎤⎥⎥⎦.

(ii) For the Hardy–Weinberg model, p1(θ ) = θ2, p2(θ ) = 2θ (1 − θ ), derive
the Fisher information function

I (θ ) = 2n

θ (1 − θ )
.

3.8.2 Consider the bivariate normal distribution. Derive the FIM I (ξ, η, σ1, σ2, ρ).

3.8.3 Consider the gamma distribution G(λ, ν). Derive the FIM I (λ, ν).
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3.8.4 Consider the Weibull distribution W (λ, α) ∼ (G(λ, 1))1/2; 0 < α, λ < ∞.
Derive the Fisher informaton matrix I (λ, α).

Section 3.9

3.9.1 Find the Hellinger distance between two Poisson distributions with param-
eters λ1 and λ2.

3.9.2 Find the Hellinger distance between two Binomial distributions with param-
eters p1 
= p2 and the same parameter n.

3.9.3 Show that for the Poisson and the Binomial distributions Equation (3.9.4)
holds.

PART IV: SOLUTIONS TO SELECTED PROBLEMS

3.2.1 X1, . . . , Xn are i.i.d. ∼ R(θ1, θ2), 0 < θ1 < θ2 < ∞.

(i)

f (X1, . . . , Xn; θ ) = 1

(θ2 − θ1)n

n∏
i=1

I (θ1 < Xi < θ2)

= 1

(θ2 − θ1)n
I (θ1 < X (1) < X (n) < θ2).

Thus, f (X1, . . . , Xn; θ ) = A(x)g(T (x), θ ), where A(x) = 1 ∀ x and

g(T (x); θ ) = 1

(θ2 − θ1)n
I (θ1 < X (1) < X (n) < θ2).

T (X) = (X (1), X (n)) is a likelihood statistic and thus minimal sufficient.

(ii) The p.d.f. of (X (1), X (n)) is

h(x, y) = n(n − 1)
(y − x)n−2

(θ2 − θ1)n
I (θ1 < x < y < θ2).

Let (X (1), . . . , X (n)) be the order statistic. The p.d.f. of (X(1), . . . , X(n))
is

P(X1, . . . , Xn; θ ) = n!

(θ2 − θ1)n
I (θ1 < X1 < · · · < Xn < θ2).

The conditional p.d.f. of (X (1), . . . , X (n)) given (X(1), X (n)) is

p(X1, . . . , Xn; θ )

h(X1, Xn ; θ )
= (n − 2)!

(Xn − X1)n−2
I (X1 < X2 < · · · < Xn−1 < Xn).
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That is, (X (2), . . . , X (n−1)) given (X(1), X (n)) are distributed like the
(n − 2) order statistic of (n − 2) i.i.d. from R(X (1), X (n)).

3.3.6 The likelihood function of θ , 0 < θ < 1, is

L(θ ; n, N1, N2) = θ2N1+N2 (1 − θ )2N3+N2 .

Since N3 = n − N1 − N2, 2N3 + N2 = 2n − 2N1 − N2. Hence,

L(θ ; n, N1, N2) =
(

θ

1 − θ

)2N1+N2

(1 − θ )2n .

The sample size n is known. Thus, the m.s.s. is Tn = 2N1 + N2.

3.4.1

f (x ;ψ) = I {ψ1 ≤ x ≤ ψ2} exp

{
k∑

i=3

ψi Ui (x) − K (ψ)

}
.

The likelihood function of ψ is

L(ψ ; X) = I {ψ1 ≤ X(1) < X (n) ≤ ψ2}

· exp

⎧⎨⎩
k∑

i=3

ψi

n∑
j=1

Ui (X j ) − nK (ψ)

⎫⎬⎭ .

Thus

⎛⎝X (1), X (n),

n∑
j=1

U3(X j ), . . . ,
n∑

j=1

Uk(X j )

⎞⎠ is a likelihood statistic, i.e.,

minimal sufficient.

3.4.2 The joint p.d.f. of (Xi ,Yi ), i = 1, . . . , n is

f (X,Y; θ ) = 1

(2π )n/2σ n
1 σ

n
2 (1 − ρ2)n/2

· exp

{
− 1

2(1 − ρ2)

[
n∑

i=1

(
Xi − ξ

σX

)2

− 2ρ
n∑

i=1

Xi − ξ

σX
· Yi − η

σY

+
n∑

i=1

(
Yi − η

σY

)2
]}

.
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In canonical form, the joint density is

f (X,Y;ψ) = 1

(2π )n/2
exp

(
ψ1

n∑
i=−1

Xi + ψ2

n∑
i=1

Yi + ψ3

n∑
i=1

X2
i

+ψ4

n∑
i=1

Y 2
i + ψ5

n∑
i=1

Xi Yi − nK (ψ)

)
,

where

ψ1 = ξ

σ 2
X (1 − ρ2)

− ηρ

σXσY (1 − ρ2)

ψ2 = η

σ 2
Y (1 − ρ2)

− ξρ

σXσY (1 − ρ2)

ψ3 = − 1

2σ 2
X (1 − ρ2)

ψ4 = − 1

2σ 2
Y (1 − ρ2)

ψ5 = ρ

σXσY (1 − ρ2)

and

K (ψ) = ξ 2σ 2
Y + η2σ 2

X − 2σXσYρξη

2σ 2
Xσ

2
Y (1 − ρ2)

+ 1

2
log(σ 2

Xσ
2
Y (1 − ρ2)).

The m.s.s. for F is T (X,Y) = (�Xi , �Yi , �X2
i , �Y 2

i , �Xi Yi ).

3.5.5 We have seen that the likelihood of θ is L(θ ) ∝ θ T (N)(1 − θ )2n−T (N) where
T (N) = 2N1 + N2. This is the m.s.s. Thus, the distribution of T (N) is
B(2n, θ ). Finally F = B(2n, θ ), 0 < θ < 1} is complete.

3.6.2
(i)

Me ∼ μ + σ Me(Z )

X̄ ∼ μ + σ Z̄

Q3 ∼ μ + σ Q3(Z )

Q1 ∼ μ + σ Q1(Z )

U (X) = Me − X̄

Q3 − Q1
∼ Me(Z) − Z̄

Q3(Z) − Q1(Z)

independent of μ and σ .
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(ii) By Basu’s Theorem, U (X) is independent of (X̄ , S), which is a complete
sufficient statistic. Hence, U (X) is independent of |X̄ |/S.

3.7.1 The score function is

S(θ ; X ) = U (X )ψ ′(θ ) − K ′(θ ).

Hence, the Fisher information is

I (θ ) = Vθ {S(θ ; X )}
= (ψ ′(θ ))2Vθ {U (X )}.

Consider the equation

∫
h(x)eψ(θ)u(x)−K (θ)dx = 1.

Differentiating both sides of this equation with respect to θ , we obtain that

Eθ {U (X )} = K ′(θ )

ψ ′(θ )
.

Differentiating the above equations twice with respect to θ , yields

(ψ ′(θ ))2 Eθ {U 2(X )} = (K ′(θ ))2 − ψ ′′(θ )
K ′(θ )

ψ ′(θ )
+ K ′′(θ ).

Thus, we get

Vθ {U (X )} = K ′′(θ )

(ψ ′(θ ))2
− ψ ′′(θ )

K ′(θ )

(ψ ′(θ ))3
.

Therefore

I (θ ) = K ′′(θ ) − ψ ′′(θ )
K ′(θ )

ψ ′(θ )
.

In the Binomial case,

f (x ; θ ) =
(

n

x

)
ex log θ

1−θ
+n log(1−θ).
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Thus, ψ(θ ) = log
θ

1 − θ
, K (θ ) = −n log(1 − θ )

ψ ′(θ ) = 1

θ (1 − θ )
, ψ ′′(θ ) = 2θ − 1

θ2(1 − θ )2

K ′(θ ) = n

1 − θ
, K ′′(θ ) = n

(1 − θ )2
.

Hence, I (θ ) = n

θ (1 − θ )
.

In the Poisson case,

ψ(λ) = log(λ), K (λ) = λ

ψ ′(λ) = 1

λ
, ψ ′′(λ) = − 1

λ2
, K ′(λ) = 1, K ′′(λ) = 0

I (λ) = 1

λ
, In(λ) = n

λ
.

8 In the Negative-Binomial case, ν known,

ψ(p) = log(1 − p), K (p) = −ν log(p), I (p) = ν

p2(1 − p)
.

3.7.2 Let QY =
n∑

i=1

Y 2
i , PXY =

n∑
i=1

Xi Yi , Q X =
n∑

i=1

X2
i .

Let l(ρ) denote the log-likelihood function of ρ, −1 < ρ < 1. This is

l(ρ) = −n

2
log(1 − ρ2) − 1

2(1 − ρ2)
(QY − 2ρPXY + Q X ).

Furthermore,

l ′′(ρ) = n(1 − ρ4) − (QX + QY )(1 + 3ρ2) + 2PXYρ(3 + ρ2)

(1 − ρ2)3
.

Recall that I (ρ) = E{−l ′′(ρ)}. Moreover,

E(Q X + QY ) = 2n and E(PXY ) = nρ.

Thus,

I (ρ) = n(1 − ρ4)

(1 − ρ2)3
= n(1 + ρ2)

(1 − ρ2)2
.
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3.7.7

(X,Y ) ∼ N

(
0,
(

1 ρ

ρ 1

))
, −1 < ρ < 1

f (x, y; ρ) = 1

(2π )
exp

(
−1

2
x2

)
1

(1 − ρ2)1/2
exp

(
− 1

2(1 − ρ2)
(y − ρx)2

)
f (x, y; ρ1)

f (x, y; ρ2)
= (1 − ρ2

2 )1/2

(1 − ρ2
1 )1/2

exp

{
−1

2

(
(y − ρ1x)2

1 − ρ2
1

− (y − ρ2x)2

1 − ρ2
2

)}

log
f (x, y; ρ1)

f (x, y; ρ2)
= 1

2
log

(
1 − ρ2

2

1 − ρ2
1

)
− 1

2

(y − ρ1x)2

1 − ρ2
1

+ 1

2

(y − ρ2x)2

1 − ρ2
2

.

Thus, the Kullback–Leibler information is

I (ρ1, ρ2) = Eρ1

{
log

f (X,Y ; ρ1)

f (X,Y ); ρ2)

}
= 1

2
log

(
1 − ρ2

2

1 − ρ2
1

)
.

The formula is good also for ρ1 > ρ2.

3.7.10 The p.d.f. of G(λ, ν) is

f (x ; λ, ν) = λν

�(ν)
xν−1e−λx .

When ν is known, we can write the p.d.f. as g(x ;ψ) = h(x) exp(ψx +
ν log(−ψ)), where h(x) = xν−1

�(ν)
, ψ = −λ. The value of ψ maximizing

g(x, ψ) is ψ̂ = −ν

x
. The K–L information I (ψ1, ψ) is

I (ψ1, ψ) = (ψ1 − ψ)ν

ψ1
+ ν log

(
ψ1

ψ

)
.

Substituting ψ1 = ψ̂ , we have

I (ψ̂, ψ) = (ψ̂ − ψ)ν

ψ̂
+ ν log

(
ψ̂

ψ

)
.

Thus,

∂

∂ψ
I (ψ̂, ψ) = − ν

ψ̂
− ν

ψ

∂2

∂ψ2
I (ψ̂, ψ) = ν

ψ2
= I (ψ).
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3.8.2 The log-likelihood function is

l(ξ, η, σ1, σ2, ρ) = −1

2
log(1 − ρ2) − 1

2
log(σ 2

1 ) − 1

2
log(σ 2

2 )

− 1

2(1 − ρ2)

[(
x − ξ

σ1

)2

+
(

Y − η

σ2

)2

− 2ρ
x − ξ

σ1
· Y − η

σ2

]
.

The score coefficients are

S1 = ∂l

∂ξ
= X − ξ

σ 2
1 (1 − ρ2)

− ρ

1 − ρ2

Y − η

σ1σ2

S2 = ∂l

∂η
= Y − η

σ 2
2 (1 − ρ2)

− ρ

1 − ρ2

X − ξ

σ1σ2

S3 = ∂l

∂σ 2
1

= (X − ξ )2

2σ 4
1 (1 − ρ2)

− ρ

2(1 − ρ2)

X − ξ

σ 2
1

· Y − η

σ1σ2
− 1

2σ 2
1

S4 = ∂l

∂σ 2
2

= (Y − η)2

2σ 4
2 (1 − ρ2)

− ρ

2(1 − ρ2)

X − ξ

σ1σ2

Y − η

σ 2
2

− 1

2σ 2
2

S5 = ∂l

∂ρ
= ρ

1 − ρ2
− ρ

(1 − ρ2)2

[(
X − ξ

σ1

)2

+
(

Y − η

σ2

)2
]

+ 1 + ρ2

(1 − ρ2)2

X − ξ

σ1
· Y − η

σ2
.

The FIM

I = (Ii j ), i, j = 1, . . . , 5.

I11 = V (S1) = 1

σ 2
1 (1 − ρ2)

I22 = V (S2) = 1

σ 2
2 (1 − ρ2)

I12 = cov(S1, S2) = ρ

σ1σ2(1 − ρ2)

I33 = V (S3) = 2 − ρ2

4σ 4
1 (1 − ρ2)

I44 = V (S4) = 2 − ρ2

4σ 4
2 (1 − ρ2)
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I13 = I14 = I15 = 0

I23 = I24 = I25 = 0

I34 = cov(S3, S4) = − ρ2

4σ 2
1 σ

2
2 (1 − ρ2)

I35 = cov(S3, S5) = − ρ

2σ 2
1 (1 − ρ2)

I45 = cov(S4, S5) = − ρ

2σ2(1 − ρ2)

and

I55 = V (S5) = 1 + ρ2

(1 − ρ2)2
.

3.8.4 The FIM for the Weibull parameters. The likelihood function is

L(λ, α) = λαXαe−λXα

.

Thus,

l(λ, α) = log(λ) + log(α) + log(Xα) − λXα.

S1 = ∂l

∂λ
= 1

λ
− Xα

S2 = ∂l

∂α
= 1

α
+ log(X ) − λXα log(X )

= 1

α
+ 1

α
log(Xα) − λ

α
Xα log(Xα).

Recall that Xα ∼ E(λ). Thus, E{Xα} = 1

λ
and E{S1} = 0. Let ψ(1) denote

the di-gamma function at 1 (see Abramowitz and Stegun, 1965, pp. 259).
Then,

E{log(Xα)} = − log(λ) + ψ(1)

E{Xα log Xα} = 1

λ
− 1

λ
(log(λ) − ψ(1)).

Thus,

E{S2} = 1

α
− 1

α
(log(λ) − ψ(1))

− λ

α

(
1

λ
− 1

λ
(log(λ) − ψ(1))

)
= 0.
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I11 = V (S1) = V {Xα} = 1

λ2

I12 = cov(S1, S2)

= cov

(
−Xα,

1

α
log Xα − λ

α
Xα log Xα

)
= − 1

α
cov(Y, log Y ) + λ

α
cov(Y,Y log Y ),

where Y ∼ Xα ∼ E(λ).

E{log Y } = ψ(1) − log(λ)

E{(log Y )2} = ψ ′(1) + (ψ(1) − log λ)2

E{Y log Y } = 1

λ
(1 + ψ(1) − log λ)

E{Y (log Y )2} = 1

λ
(ψ ′(1) + 2(ψ(1) − log λ) + (ψ(1) − log λ)2)

E{Y 2 log Y } = 1

λ2
(1 + 2(1 + ψ(1) − log λ))

E{Y 2(log Y )2} = 2

λ2
(ψ ′(1) + (1 + ψ(1) − log λ)2 + ψ(1) − log λ).

Accordingly,

cov(Y, log Y ) = 1

λ
,

cov(Y,Y log Y ) = 2 + ψ(1) − log λ

λ2
,

and

I12 = 1

λα
(1 + ψ(1) − log λ).

Finally,

I22 = V (S2)

= V

(
1

α
log Y − λ

α
Y log Y

)
= 1

α2
V {log Y } + λ2

α2
V {Y log Y }

− 2
λ

α2
cov(log Y,Y log Y )

= 1

α2
(ψ ′(1) + 2(ψ ′(1) + ψ(1) − log λ)

+ (1 + ψ(1) − log λ)2 − 2(ψ ′(1) + ψ(1) − log λ)).
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Thus,

I22 = 1

α2
(ψ ′(1) + (1 + ψ(1) − log λ)2).

The Fisher Information Matix is

I (λ, α) =

⎡⎢⎢⎣
1

λ2

1

λα
(1 + ψ(1) − log λ)

• 1

α2
(ψ ′(1) + (1 + ψ(1) − log λ)2)

⎤⎥⎥⎦.



C H A P T E R 4

Testing Statistical Hypotheses

PART I: THEORY

4.1 THE GENERAL FRAMEWORK

Statistical hypotheses are statements about the unknown characteristics of the distri-
butions of observed random variables. The first step in testing statistical hypotheses
is to formulate a statistical model that can represent the empirical phenomenon being
studied and identify the subfamily of distributions corresponding to the hypothesis
under consideration. The statistical model specifies the family of distributions rele-
vant to the problem. Classical tests of significance, of the type that will be presented
in the following sections, test whether the deviations of observed sample statistics
from the values of the corresponding parameters, as specified by the hypotheses,
cannot be ascribed just to randomness. Significant deviations lead to weakening of
the hypotheses or to their rejection. This testing of the significance of deviations is
generally done by constructing a test statistic based on the sample values, deriving
the sampling distribution of the test statistic according to the model and the values
of the parameters specified by the hypothesis, and rejecting the hypothesis if the
observed value of the test statistic lies in an improbable region under the hypothesis.
For example, if deviations from the hypothesis lead to large values of a nonnegative
test statistic T (X), we compute the probability that future samples of the type drawn
will yield values of T (X) at least as large as the presently observed one. Thus, if we
observe the value t0 of T (X), we compute the tail probability

α(t0) = P0{T (X) ≥ t0}.

This value is called the observed significance level or the P-value of the test. A
small value of the observed significant level means either that an improbable event

Examples and Problems in Mathematical Statistics, First Edition. Shelemyahu Zacks.
© 2014 John Wiley & Sons, Inc. Published 2014 by John Wiley & Sons, Inc.
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has occurred or that the sample data are incompatible with the hypothesis being
tested. If α(t0) is very small, it is customary to reject the hypothesis.

One of the theoretical difficulties with this testing approach is that it does not
provide a framework for choosing the test statistic. Generally, our intuition and
knowledge of the problem will yield a reasonable test statistic. However, the for-
mulation of one hypothesis is insufficient for answering the question whether the
proposed test is a good one and how large should the sample be. In order to con-
struct an optimal test, in a sense that will be discussed later, we have to formulate an
alternative hypothesis, against the hypothesis under consideration. For distinguishing
between the hypothesis and its alternative (which is also a hypothesis), we call the
first one a null hypothesis (denoted by H0) and the other one an alternative hypoth-
esis H1. The alternative hypothesis can also be formulated in terms of a subfamily
of distributions according to the specified model. We denote this subfamily by F1. If
the family F0 or F1 contains only one element, the corresponding null or alternative
hypothesis is called simple, otherwise it is called composite. The null hypothesis
and the alternative one enable us to determine not only the optimal test, but also
the sample size required to obtain a test having a certain strength. We distinguish
between two kinds of errors. An error of Type I is the error due to rejection of the
null hypothesis when it is true. An error of Type II is the one committed when the
null hypothesis is not rejected when it is false. It is generally impossible to guarantee
that a test will never commit either one of the two kinds of errors. A trivial test
that always accepts the null hypothesis never commits an error of the first kind but
commits an error of the second kind whenever the alternative hypothesis is true. Such
a test is powerless. The theoretical framework developed here measures the risk in
these two kinds of errors by the probabilities that a certain test will commit these
errors. Ideally, the probabilities of the two kinds of errors should be kept low. This
can be done by choosing the proper test and by observing a sufficiently large sample.
In order to further develop these ideas we introduce now the notion of a test function.

Let X = (X1, . . . , Xn) be a vector of random variables observable for the purpose
of testing the hypothesis H0 against H1. A function φ(X) that assumes values in the
interval [0, 1] and is a sample statistic is called a test function. Using a test function
φ(X) and observing X = x, the null hypothesis H0 is rejected with probability φ(x).
This is actually a conditional probability of rejecting H0, given {X = x}. For a
given value of φ(x), we draw a value R from a table of random numbers, having
a rectangular distribution R(0, 1) and reject H0 if R ≤ φ(x). Such a procedure is
called a randomized test. If φ(x) is either 0 or 1, for all x, we call the procedure a
nonrandomized test. The set of x values in the sample space X for which φ(x) = 1
is called the rejection region corresponding to φ(x).

We distinguish between test functions according to their size and power. The
size of a test function φ(x) is the maximal probability of error of the first kind, over
all the distribution functions F in F0, i.e., α = sup{E{φ(X) | F} : F ∈ F0} where
E{φ(X) | F} denotes the expected value of φ(X) (the total probability of rejecting
H0) under the distribution F . We denote the size of the test by α. The power of
a test is the probability of rejecting H0 when the parent distribution F belongs to
F1. As we vary F over F1, we can consider the power of a test as a functional
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ψ(F ;φ) over F1. In parametric cases, where each F can be represented by a real
or vector valued parameter θ , we speak about a power function ψ(θ ;φ), θ ∈ �1,
where �1 is the set of all parameter points corresponding to F1. A test function
φ0(x) that maximizes the power, with respect to all test functions φ(x) having the
same size, at every point θ , is called uniformly most powerful (UMP) of size α.
Such a test function is optimal. As will be shown, uniformly most powerful tests
exist only in special situations. Generally we need to seek tests with some other
good properties. Notice that if the model specifies a family of distributions F that
admits a (nontrivial) sufficient statistic, T (X), then for any specified test function,
φ(X) say, the test function φ̂(T ) = E{φ(X) | T } is equivalent, in the sense that it has
the same size and the same power function. Thus, one can restrict attention only to
test functions that depend on minimal sufficient statistics.

The literature on testing statistical hypotheses is so rich that there is no point to
try and list here even the important papers. The exposition of the basic theory on
various levels of sophistication can be found in almost all the textbooks available on
Probability and Mathematical Statistics. For an introduction to the asymptotic (large
sample) theory of testing hypotheses, see Cox and Hinkley (1974). More sophisti-
cated discussion of the theory is given in Chapter III of Schmetterer (1974). In the
following sections we present an exposition of important techniques. A comprehen-
sive treatment of the theory of optimal tests is given in Lehmann (1997).

4.2 THE NEYMAN–PEARSON FUNDAMENTAL LEMMA

In this section we develop the most powerful test of two simple hypotheses. Thus,
let F = {F0, F1} be a family of two specified distribution functions. Let f0(x) and
f1(x) be the probability density functions (p.d.f.s) corresponding to the elements
of F . The null hypothesis H0 is that the parent distribution is F0. The alternative
hypothesis H1 is that the parent distribution is F1. We exclude the problem of testing
H0 at size α = 0 since this is obtained by the trivial test function that accepts H0 with
probability one (according to F0). The following lemma, which is the basic result of
the whole theory, was given by Neyman and Pearson (1933).

Theorem 4.2.1. (The Neyman–Pearson Lemma) For testing H0 against H1,
(a) Any test function of the form

φ0(X ) =

⎧⎪⎨⎪⎩
1, if f1(X ) > k f0(X )

γ, if f1(X ) = k f0(X )

0, otherwise

(4.2.1)

for some 0 ≤ k < ∞ and 0 ≤ γ ≤ 1 is most powerful relative to all tests of its size.
(b) (Existence) For testing H0 against H1, at a level of significance α there exist

constants kα , 0 ≤ kα < ∞ and γα , 0 ≤ γα ≤ 1 such that the corresponding test
function of the form (4.2.1) is most powerful of size α.
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(c) (Uniqueness) If a test φ′ is most powerful of size α, then it is of the form (4.2.1),
except perhaps on the set {x ; f1(x) = k f0(x)}, unless there exists a test of size smaller
than α and power 1.

Proof. (a) Let α be the size of the test function φ0(X ) given by (4.2.1). Let φ1(x) be
any other test function whose size does not exceed α, i.e.,

E0{φ1(X )} ≤ α. (4.2.2)

The expectation in (4.2.2) is with respect to the distribution F0. We show now that
the power of φ1(X ) cannot exceed that of φ0(X ). Define the sets

R− = {x ; f1(x) < k f0(x)}
R0 = {x ; f1(x) = k f0(x)}
R+ = {x ; f1(x) > k f0(x)}.

(4.2.3)

We notice that {R−, R0, R+} is a partition of χ . We prove now that∫ ∞

−∞
(φ1(x) − φ0(x)) f1(x)dμ(x) ≤ 0. (4.2.4)

Indeed,∫ ∞

−∞
(φ1(x) − φ0(x))( f1(x) − k f0(x))dμ(x)

=
(∫

R−
+
∫

R0
+
∫

R+

)
(φ1(x) − φ0(x))( f1(x) − k f0(x))dμ(x).

(4.2.5)

Moreover, since on R− the inequality f1(x) − k f0(x) < 0 is satisfied and φ0(x) = 0,
we have ∫

R−
(φ1(x) − φ0(x))( f1(x) − k f0(x))dμ(x) ≤ 0. (4.2.6)

Similarly, ∫
R0

(φ1(x) − φ0(x))( f1(x) − k f0(x))dμ(x) = 0 (4.2.7)

and since on R+ φ0(x) = 1,∫
R+

(φ1(x) − φ0(x))( f1(x) − k f0(x))dμ(x) ≤ 0. (4.2.8)
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Hence, from (4.2.6)–(4.2.8) we obtain∫ ∞

−∞
(φ1(x) − φ0(x)) f1(x)dμ(x) ≤ k

∫ ∞

−∞
(φ1(x) − φ0(x)) f0(x)dμ(x) ≤ 0. (4.2.9)

The inequality on the RHS of (4.2.9) follows from the assumption that the size of
φ0(x) is exactly α and that of φ1(x) does not exceed α. Hence, from (4.2.9),∫ ∞

−∞
φ1(x) f1(x)dμ(x) ≤

∫ ∞

−∞
φ0(x) f1(x)dμ(x). (4.2.10)

This proves (a).
(b) (Existence). Consider the distribution W (ξ ) of the random variable

f1(X )/ f0(X ), which is induced by the distribution F0, i.e.,

W (ξ ) = P0

{
f1(X )

f0(X )
≤ ξ

}
. (4.2.11)

We notice that P0{ f0(X ) = 0} = 0. Accordingly W (ξ ) is a c.d.f. The γ -quantile of
W (ξ ) is defined as

W −1(γ ) = inf{ξ ; W (ξ ) ≥ γ }. (4.2.12)

For a given value of α, 0 < α < 1, we should determine 0 ≤ kα < ∞ and 0 ≤ γα ≤ 1
so that, according to (4.2.1),

α = E0{φ0(X )} = 1 − W (kα) + γα[W (kα) − W (kα − 0)], (4.2.13)

where W (kα) − W (kα − 0) is the height of the jump of W (ξ ) at kα. Thus, let

kα = W −1(1 − α). (4.2.14)

Obviously, 0 < kα < ∞, since W (ξ ) is a c.d.f. of a nonnegative random variable.
Notice that, for a given 0 < α < 1, kα = 0 whenever

P0

{
f1(X)

f0(X)
= 0

}
≥ 1 − α.

If W (kα) − W (kα − 0) = 0 then define γα = 0. Otherwise, let γα be the unique
solution of (4.2.13), i.e.,

γα = W (kα) − (1 − α)

W (kα) − W (kα − 0)
. (4.2.15)

Obviously, 0 ≤ γα ≤ 1.
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(c) (Uniqueness). For a given α, let φ0(X ) be a test function of the form (4.2.1)
with kα and γα as in (4.2.14)–(4.2.15). Suppose that φ1(X ) is the most powerful test
function of size α. From (4.2.9), we have∫

(φ0(x) − φ1(x))( f1(x) − kα f0(x))dμ(x) ≥ 0. (4.2.16)

But, ∫
φ0(x) f0(x)dx =

∫
φ1(x) f0(x)dμ(x) (4.2.17)

and since φ0 is most powerful,∫
φ0(x) f1(x)dx =

∫
φ1(x) f1(x)dμ(x).

Hence, (4.2.16) equals to zero. Moreover, the integrand on the LHS of (4.2.16) is
nonnegative. Therefore, it must be zero for all x except perhaps on the union of R0 and
a set N of probability zero. It follows that on (R+ − N ) ∪ (R− − N ), φ0(x) = φ1(x).
On the other hand, if φ1(x) has size less than α and power 1, then the above argument
is invalid. QED

An extension of the Neyman–Pearson Fundamental Lemma to cases of testing m
hypotheses H1, . . . , Hm against an alternative Hm+1 was provided by Chernoff and
Scheffé (1952). This generalization provides a most powerful test of Hm+1 under the
constraint that the Type I error probabilities of H1, . . . , Hm do not exceed α1, . . . , αm ,
correspondingly where 0 < αi < 1, i = 1, . . . ,m. See also Dantzig and Wald (1951).

4.3 TESTING ONE-SIDED COMPOSITE HYPOTHESES
IN MLR MODELS

In this section we show that the most powerful tests, which are derived according to
the Neyman–Pearson Lemma, can be uniformly most powerful for testing composite
hypotheses in certain models. In the following example we illustrate such a case.

A family of distributions F = {F(x ; θ ), θ ∈ �}, where � is an interval on the
real line, is said to have the monotone likelihood ratio property (MLR) if, for every
θ1 < θ2 in �, the likelihood ratio

f (x ; θ2)/ f (x ; θ1)

is a nondecreasing function of x . We also say that F is an MLR family with respect
to X . For example, consider the one-parameter exponential type family with p.d.f.

f (x ; θ ) = h(x) exp{θU (x) − K (θ )}, −∞ < θ < ∞.

This family is MLR with respect to U (X ).
The following important lemma was proven by Karlin (1956).
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Theorem 4.3.1 (Karlin’s Lemma). Suppose that F = {F(x ; θ ); −∞ < θ < ∞}
is an MLR family w.r.t. x. If g(x) is a nondecreasing function of x, then Eθ {g(X )}
is a nondecreasing function of θ . Furthermore, for any θ < θ ′, F(x ; θ ) ≥ F(x ; θ ′)
for all x.

Proof. (i) Consider two points θ , θ ′ such that θ < θ ′. Define the sets

A = {x ; f (x ; θ ′) < f (x ; θ )}
B = {x ; f (x ; θ ′) > f (x ; θ )}

(4.3.1)

where f (x ; θ ) are the corresponding p.d.f.s. Since f (x ; θ ′)/ f (x ; θ ) is a nondecreasing
function of x , if x ∈ A and x ′ ∈ B then x < x ′. Therefore,

a = sup
x∈A

g(x) ≤ inf
x∈B

g(x) = b. (4.3.2)

We wish to show that Eθ ′ {g(X )} ≥ Eθ {g(X )}. Consider,

∫
g(x)[ f (x ; θ ′) − f (x ; θ )]dμ(x)

=
∫

A
g(x)[ f (x ; θ ′) − f (x ; θ )]dμ(x) +

∫
B

g(x)[ f (x ; θ ′) − f (x ; θ )]dμ(x).

(4.3.3)

Furthermore, since on the set A f (x ; θ ′) − f (x ; θ ) < 0, we have

∫
A

g(x)[ f (x ; θ ′) − f (x ; θ )]dμ(x) ≥ a
∫

A
[ f (x ; θ ′) − f (x ; θ )]dμ(x). (4.3.4)

Hence, ∫
g(x)[ f (x ; θ ′) − f (x ; θ )]dμ(x) ≥ a

∫
A
[ f (x ; θ ′) − f (x ; θ )]dμ(x)

+ b
∫

B
[ f (x ; θ ′) − f (x ; θ )]dμ(x).

(4.3.5)

Moreover, for each θ̂ ,∫
A

f (x ; θ̂ )dμ(x) +
∫

B
f (x ; θ̂ )dμ(x) = 1 − Pθ̂ [ f (x ; θ ′) = f (x ; θ )].
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In particular,

∫
A

f (x ; θ ′)dμ(x) = −
∫

B
f (x ; θ ′)dμ(x) + 1 − Pθ ′ { f (x ; θ ′) = f (x ; θ )},

−
∫

A
f (x ; θ )dμ(x) =

∫
B

f (x ; θ )dμ(x) − 1 + Pθ [ f (x ; θ ′) = f (x ; θ )].

(4.3.6)

This implies that

∫
A
[ f (x ; θ ′) − f (x ; θ )]dμ(x) = −

∫
B

[ f (x ; θ ′) − f (x ; θ )]dμ(x). (4.3.7)

Moreover, from (4.3.5) and (4.3.7), we obtain that

Eθ ′ {g(X )} − Eθ {g(X )} ≥ (b − a)
∫

B
[ f (x ; θ ′) − f (x ; θ )]dμ(x) ≥ 0. (4.3.8)

Indeed, from (4.3.2), (b − a) ≥ 0 and according to the definition of B,
∫

B
[ f (x ; θ ′) −

f (x ; θ )]dμ(x) ≥ 0. This completes the proof of part (i).
(ii) For any given x , define φx (y) = I {y; y > x}. φx (y) is a nondecreasing function

of y. According to part (i) if θ ′ > θ then Eθ {φx (Y )} ≤ Eθ ′ {φx (Y )}. We notice that
Eθ {φx (Y )} = Pθ {Y > x} = 1 − F(x ; θ ). Thus, if θ < θ ′ then F(x ; θ ) ≥ F(x ; θ ′) for
all x . QED

Theorem 4.3.2. If a one-parameter family F = {Fθ (x); −∞ < θ < ∞} admits a
sufficient statistic T (X) and if the corresponding family of distributions of T (X), F T ,
is MLR with respect to T (X), then the test function

φ0(T (X)) =
⎧⎨⎩1, if T (X) > kα

γα, if T (X) = kα

0, otherwise
(4.3.9)

has the following properties.

(i) It is UMP of its size for testing H0 : θ ≤ θ0 against H1 : θ > θ0, where −∞ <

θ0 < ∞, provided the size of the test is not zero.

(ii) For every α, 0 < α < 1, there exist constants kα, γα; −∞ < kα < ∞, 0 ≤
γα ≤ 1, for which the corresponding test function φ0(T (X )) is UMP of size α.

(iii) The power function of φ0(T (X )) is nondecreasing in θ .
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Proof. For simplicity of notation we let T (x) = x (real).
(i) From the Neyman–Pearson Lemma, a most powerful test of H∗

0 : θ = θ0 against
H ∗

1 : θ = θ1, θ1 > θ0 is of the form

φ0(X ) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, if

f (X ; θ1)

f (X ; θ0)
> k

γ, if
f (X ; θ1)

f (X ; θ0)
= k

0, otherwise

(4.3.10)

provided 0 ≤ k < ∞. Hence, since F is an MLR w.r.t. X , f (X ; θ1)/ f (X ; θ0) > k
implies that X > x0. x0 is determined from the equation f (x0; θ1)/ f (x0; θ0) = k.
Thus, (4.3.9) is also most powerful for testing H∗

0 against H∗
1 at the same size as

(4.3.10). The constants x0 and γ are determined so that (4.3.9) and (4.3.10) will have
the same size. Thus, if α is the size of (4.3.10) then x0 and γ should satisfy the
equation

Pθ0{X > x0} + γ Pθ0{X = x0} = α. (4.3.11)

Hence, x0 and γ may depend only on θ0, but are independent of θ1. Therefore,
the test function φ0(X ) given by (4.3.9) is uniformly most powerful for testing H ∗

0
against H0. Moreover, since φ0(X ) is a nondecreasing function of X , the size of the
test φ0 (for testing H0 against H1) is α. Indeed, from Karlin’s Lemma the power
function ψ(θ ;φ0) = Eθ {φ0(X )} is a nondecreasing function of θ (which proves (iii)).
Hence, sup

θ≤θ0

Eθ {φ0(X )} = α. Thus, φ0(X ) is uniformly most powerful for testing H0

against H1.
(ii) The proof of this part is simple. Given any α, 0 < α < 1, we set x0 = F−1(1 −

α; θ0) where F−1(γ, θ ) denotes the γ -quantile of F(x ; θ ). If F(x ; θ0) is continuous
at x0, we set γ = 0, otherwise

γ = F(x0; θ0) − (1 − α)

F(x0; θ0) − F(x0 − 0; θ0)
. (4.3.12)

QED

4.4 TESTING TWO-SIDED HYPOTHESES IN ONE-PARAMETER
EXPONENTIAL FAMILIES

Consider again the one-parameter exponential type family with p.d.f.s

f (x ; θ ) = h(x) exp{θU (x) − K (θ )}, −∞ < θ < ∞.

A two-sided simple hypothesis is H0 : θ = θ0, −∞ < θ0 < ∞. We consider H0

against a composite alternative H1 : θ 
= θ0.
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If X = (X1, . . . , Xn)′ is a vector of independent and identically distributed (i.i.d.)
random variables, then the test is based on the minimal sufficient statistic (m.s.s.)

T (X) =
n∑

i=1

U (Xi ). The distribution of T (X), for any θ , is also a one-parameter

exponential type. Hence, without loss of generality, we present the theory of this
section under the simplified notation T (X ) = X . We are seeking a test function
φ0(X ) that will have a power function, which is attaining its minimum at θ = θ0

and Eθ0{φ0(X )} = α, for some preassigned level of significance α, 0 < α < 1. We
consider the class of two-sided test functions

φ0(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1, if x > c(2)
α

γ2, if x = c(2)
α

0, if c(1)
α < x < c(2)

α

γ1, if x = c(1)
α

1, if x < c(1)
α ,

(4.4.1)

where c(1)
α < c(2)

α . Moreover, we determine the values of c(1)
α , γ1, c(2)

α , γ2 by considering
the requirement

(i) Eθ0{φ0(X )} = α,

(ii)
∂

∂θ
Eθ {φ0(X )}∣∣

θ=θ0
= 0.

(4.4.2)

Assume that γ1 = γ2 = 0. Then

∂

∂θ
Eθ {φ0(X )} = −K ′(θ )Eθ {φ0(X )} + Eθ {Xφ0(X )}. (4.4.3)

Moreover,

K ′(θ ) = Eθ {X}. (4.4.4)

Thus,

∂

∂θ
Eθ {φ0(X )}∣∣

θ=θ0
= −αEθ0{X} + Eθ0{Xφ0(X )}. (4.4.5)

It follows that condition (ii) of (4.4.2) is equivalent to

Eθ0{Xφ0(X )} = αEθ0{X}. (4.4.6)
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It is easy also to check that

∂2

∂θ2
Eθ {φ(X )}∣∣

θ=θ0
= αVθ0{X}. (4.4.7)

Since this is a positive quantity, the power function assumes its minimum value at
θ = θ0, provided φ0(X ) is determined so that (4.4.2) (i) and (4.4.6) are satisfied. As
will be discussed in the next section, the two-sided test functions developed in this
section are called unbiased.

When the family F is not of the one-parameter exponential type, UMP unbiased
tests may not exist. For examples of such cases, see Jogdio and Bohrer (1973).

4.5 TESTING COMPOSITE HYPOTHESES WITH NUISANCE
PARAMETERS—UNBIASED TESTS

In the previous section, we discussed the theory of testing composite hypotheses when
the distributions in the family under consideration depend on one real parameter. In
this section, we develop the theory of most powerful unbiased tests of composite
hypotheses. The distributions under consideration depend on several real parameters
and the hypotheses state certain conditions on some of the parameters. The theory
that is developed in this section is applicable only if the families of distributions under
consideration have certain structural properties that are connected with sufficiency.
The multiparameter exponential type families possess this property and, therefore,
the theory is quite useful. First development of the theory was attained by Neyman
and Pearson (1933, 1936a, 1936b). See also Lehmann and Scheffé (1950, 1955) and
Sverdrup (1953).

Definition 4.5.1. Consider a family of distributions, F = {F(x ; θ ); θ ∈ �}, where
θ is either real or vector valued. Suppose that the null hypothesis is H0 : θ ∈ �0 and
the alternative hypothesis is H1 : θ ∈ �1. A test function φ(X ) is called unbiased of
sizeα if

sup
θ∈�0

Eθ {φ(X )} = α

and

Eθ {φ(X )} ≥ α, for all θ ∈ �1. (4.5.1)

In other words, a test function of size α is unbiased if the power of the test is not
smaller than α whenever the parent distribution belongs to the family corresponding
to the alternative hypothesis. Obviously, the trivial test φ(X ) = α with probability
one is unbiased, since Eθ {φ(X )} = α for all θ ∈ �1. Thus, unbiasedness in itself
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is insufficient. However, under certain conditions we can determine uniformly most
powerful tests among the unbiased ones. Let �∗ be the common boundary of the
parametric sets �0 and �1 corresponding to H0 and H1 respectively. More formally,
if �̄0 is the closure of �0 (the union of the set with its limit points) and �̄1 is the
closure of �1, then �∗ = �̄0 ∩ �̄1. For example, if θ = (θ1, θ2), �0 = {θ ; θ1 ≤ 0}
and �1 = {θ ; θ1 > 0}, then �∗ = {θ ; θ1 = 0}. This is the θ2-axis. In testing two-sided
hypotheses, H0 : θ (1)

1 ≤ θ1 ≤ θ
(2)
1 (θ2 arbitrary) against H1 : θ1 < θ

(1)
1 or θ1 > θ

(2)
1 (θ2

arbitrary), the boundary consists of the two parallel lines �∗ = {θ : θ1 = θ
(1)
1 or

θ1 = θ
(2)
1 }.

Definition 4.5.2. For testing H0 : θ ∈ �0 against H1 : θ ∈ �1, a test φ(x) is called
α-similar if Eθ {θ (X )} = α for all θ ∈ �0. It is called α-similar on the boundary1 if
Eθ {φ(X )} = α for all θ ∈ �∗.

Let F∗ denote the subfamily of F , which consists of all the distributions F(x ; θ )
where θ belongs to the boundary �∗, between �0 and �1. Suppose that F∗ is such
that a nontrivial sufficient statistic T (X ) with respect to F∗ exists. In this case,
E{φ(X | T (X)} is independent of those θ that belong to the boundary �∗. That is,
this conditional expectation may depend on the boundary, but does not change its
value when θ changes over �∗. If a test φ(X) has the property that

E{φ(X) | T (X)} = α with probability 1 all θ ∈ �∗, (4.5.2)

then φ(X ) is a boundary α-similar test. If a test φ(X) satisfies (4.5.2), we say that
it has the Neyman structure. If the power function of an unbiased test function
φ(X) of size α is a continuous function of θ (θ may be vector valued), then φ(X)
is a boundary α-similar test function. Furthermore, if the family of distribution of
T (X) on the boundary is boundedly complete, then every boundary α-similar test
function has the Neyman structure. Indeed, since F∗

T is boundedly complete and
since every test function is bounded, Eθ {φ(X )} = α for all θ ∈ �∗ implies that
E{φ(X ) | T (X )} = α with probability 1 for all θ in �∗. It follows that if the power
function of every unbiased test is continuous in θ , then the class of all test functions
having the Neyman structure with some α, 0 < α < 1, contains all the unbiased tests
of size α. Thus, if we can find a UMP test among those having the Neyman structure
and if the test is unbiased, then it is UMP unbiased. This result can be applied
immediately in cases of the k-parameter exponential type families. Express the joint
p.d.f. of X in the form

f (x ; θ, ν) = h(x) exp

{
θU (x) +

k∑
i=1

νi Ti (x) − K (θ, ν)

}
, (4.5.3)

1We also call such a test a boundary α-similar test.
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where ν = (ν1, . . . , νk)′ is a vector of nuisance parameters and θ is real valued. We
consider the following composite hypotheses.

(i) One-sided hypotheses

H0 : θ ≤ θ0, ν arbitrary,

against

H1 : θ > θ0, ν arbitrary.

(ii) Two-sided hypotheses

H0 : θ1 ≤ θ ≤ θ2, ν arbitrary

against

H1 : θ < θ1 or θ > θ2, ν arbitrary.

For the one-sided hypotheses, the boundary is

�∗ = {(θ, ν); θ = θ0, ν arbitrary}.

For the two-sided hypotheses, the boundary is

�∗ = {(θ, ν); θ = θ1 or θ = θ2, ν arbitrary}.

In both cases, the sufficient statistic w.r.t. F∗ is

T (X) = (T1(X), . . . , Tk(X))′.

We can restrict attention to test functions φ(U, T ) since (U, T ) is a sufficient statistic
for F . The marginal p.d.f. of T is of the exponential type and is given by

g(t ; θ, ν) =
[∫ ∞

−∞
k(u, t) exp{θu}dλ(u)

]
·

exp

{
k∑

i=1

νi ti − K (θ, ν)

}
,

(4.5.4)
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where k(u, t) = ∫ I {x : U (x) = u, I (x) = t}h(x)dμ(x). Hence, the conditional p.d.f.
of U given T is a one-parameter exponential type of the form

h(u | t, θ ) = k(u, t) exp{θu}/
∫ ∞

−∞
k(u, t) exp{θu}dλ(u). (4.5.5)

According to the results of the previous section, we construct uniformly most
powerful test functions based on the family of conditional distributions, with p.d.f.s
(4.5.5). Accordingly, if the hypotheses are one-sided, we construct the conditional
test function

φ0(u | t) =
⎧⎨⎩1, if u > ξα(t)
γα(t), if u = ξα(t)
0, otherwise,

(4.5.6)

where ξα(t) and γα(t) are determined so that

Eθ0,ν{φ(U | t) | T (X) = t} = α (4.5.7)

for all t. We notice that since T (X) is sufficient for F∗, γα(t) and ξα(t) can be
determined independently of ν. Thus, the test function φ0(U | T ) has the Neyman
structure. It is a uniformly most powerful test among all tests having the Neyman
structure.

In the two-sided case, we construct the conditional test function

φ0(U | T ) =
⎧⎨⎩1, if U < ξ1(T ) or U > ξ2(T )
γi (T ), if U = ξi (T ), i = 1, 2
0, otherwise

(4.5.8)

where ξ1(T ), ξ2(T ), γ1(T ), and γ2(T ) are determined so that

Eθ {φ0(U | T ) | T (X)} = α

with probability one. As shown in the previous section, if in the two-sided case
θ1 = θ2 = θ0, then we determine γi (T ) and ξi (T ) (i = 1, 2) so that

(i) Eθ0{φ0(U | T ) | T } = α w.p.1,

(ii) Eθ0{Uφ0(U | T ) | T } = α Eθ0{U | T } w.p.1,
(4.5.9)

where w.p.1 means “with probability one.” The test functionsφ0(U | T ) are uniformly
most powerful unbiased ones.

The theory of optimal unbiased test functions is strongly reinforced with the
following results. Consider first the one-sided hypotheses H0 : θ < θ0, ν arbitrary;
against H1 : θ > θ0, ν arbitrary. We show that if there exists function W (U, T ) that
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is increasing in U for each T (U is real valued) and such that W (U, T ) and T are
independent under H0, then the test function

φ0(W ) =
⎧⎨⎩1, if W > Cα

γα, if W = Cα

0, otherwise
(4.5.10)

is uniformly most powerful unbiased, where Cα and γα are determined so that the
size of φ0(W ) is α. Indeed, the power of φ0(W ) at (θ0, ν) is α by construction. Thus,

Pθ0,ν{W (U, T ) > Cα} + γα Pθ0,ν{W (U, T ) = Cα} = α. (4.5.11)

Since W (U, T ) is independent of T at (θ0, ν), Cα and γα are independent of T .
Furthermore, since W (U, T ) is an increasing function of U for each T , the test
function φ0 is equivalent to the conditional test function (4.5.6). Similarly, for testing
the two-sided hypotheses H0 : θ1 ≤ θ ≤ θ2, ν arbitrary, we can employ the equivalent
test function

φ0(W ) =
⎧⎨⎩1, if W < C1 or W > C2

γi , if W = Ci , i = 1, 2
0, otherwise.

(4.5.12)

Here, we require that W (U, T ) is independent of T at all the points (θ1, ν) and (θ2, ν).
When θ1 = θ2 = θ0, we require that W (U, T ) = a(T )U + b(T ), where a(T ) > 0
with probability one. This linear function of U for each T implies that condition
(4.5.9) and the condition

Eθ0{φ0(W ) | T } = α

Eθ0{Wφ(W ) | T } = α Eθ0{W | T },
(4.5.13)

are equivalent.

4.6 LIKELIHOOD RATIO TESTS

As defined in Section 3.3, the likelihood function L(θ | x) is a nonnegative function
on the parameter space �, proportional to the joint p.d.f. f (x; θ ). We discuss here
tests of composite hypotheses analogous to the Neyman–Pearson likelihood ratio
tests. If H0 is a specified null hypothesis, corresponding to the parametric set �0 and
if � is the whole sample space, we define the likelihood ratio statistic as

�(Xn) =
sup
θ∈�0

L(θ | Xn)

sup
θ∈�

L(θ | Xn)
. (4.6.1)
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Obviously, 0 ≤ �(xn) ≤ 1. A likelihood ratio test is defined as

φ(Xn) =
{

1, if �(Xn) ≤ Cα

0, otherwise,
(4.6.2)

where Cα is determined so that

sup
θ∈�0

Pθ {�(Xn) ≤ Cα} ≤ α. (4.6.3)

Due to the nature of the statistic �(Xn), its distribution may be discontinuous at
� = 1 even if the distribution of Xn is continuous. For this reason, the test may not
exist for every α.

Generally, even if a generalized likelihood ratio test of size α exists, it is difficult
to determine the critical level Cα. In Example 4.14 we demonstrate such a case.
Generally, for parametric models, the sampling distribution of �(X), under H0, can be
approximated by simulation. In addition, under certain regularity conditions, if H0 is
a simple hypotheses and θ is a k-dimensional vector, then the asymptotic distribution
of −2 log�(Xn) as n → ∞ is like that of χ2[m], where m = dim(�) − dim(�0),
(Wilks, 1962, Chapter 13, Section 13.4). Thus, if the sample is not too small, the
(1 − α)-quantile of χ 2[m] can provide a good approximation to −2 log Cα. In cases
of a composite null hypothesis we have a similar result. However, the asymptotic
distribution may not be unique.

4.6.1 Testing in Normal Regression Theory

A normal regression model is one in which n random variables Y1, . . . ,Yn are
observed at n different experimental setups (treatment combinations). The vector
Yn = (Y1, . . . ,Yn)′ is assumed to have a multinormal distribution N (Xβ, σ 2 I ), where
X is an n × p matrix of constants with rank = p and β ′ = (β1, . . . , βp) is a vector
of unknown parameters, 1 ≤ p ≤ n. The parameter space is � = {(β1, . . . , βp, σ );
−∞ < βi < ∞ for all i = 1, . . . , p and 0 < σ < ∞}. Consider the null hypothesis

H0 : βr+1 = · · · = βp = 0, β1, . . . , βr , σ arbitrary,

where 1 ≤ r < p. Thus, �0 = {(β1, . . . , βr , 0, . . . , 0, σ ); −∞ < βi < ∞ for all i =
1, . . . , r ; 0 < σ < ∞}. This is the null hypothesis that tests the significance of the
(p − r ) β-values β j ( j = r + 1, . . . , p). The likelihood function is

L(β, σ | Y, X ) = 1

σ n
exp

{
− 1

2σ 2
(Y − Xβ)′(Y − Xβ)

}
.

We determine now the values of β and σ for which the likelihood function is maxi-
mized, for the given X and Y. Starting with β, we see that the likelihood function is
maximized when Q(β) = (Y − Xβ)′(Y − Xβ) is minimized irrespective of σ . The
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vector β that minimizes Q(β) is called the least-squares estimator of β. Differenti-
ation of Q(β) with respect to the vector β yields

�Q(β) = −2X ′(Y − Xβ). (4.6.4)

Equating this gradient vector to zero yields the vector

β̂ = (X ′ X )−1 X ′Y. (4.6.5)

We recall that X ′ X is nonsingular since X is assumed to be of full rank p. Substituting
Q(β̂) in the likelihood function, we obtain

L(β̂, σ ) = 1

σ n
exp

{
− 1

2σ 2
Q(β̂)

}
, (4.6.6)

where

Q(β̂) = Y′(I − X (X ′ X )−1 X ′)Y, (4.6.7)

and A = I − X (X ′ X )−1 X ′ is a symmetric idempotent matrix. Differentiating L(β̂, σ )
with respect to σ and equating to zero, we obtain that the value σ 2 that maximizes
the likelihood function is

σ̂ 2 = 1

n
Y′ AY = Q(β̂)/n. (4.6.8)

Thus, the denominator of (4.6.1) is

sup
σ

sup
β

L(β, σ | Y, X ) = 1

σ̂ n
exp
{
−n

2

}
. (4.6.9)

We determine now the numerator of (4.6.1). Let K = (0 : Ip−r ) be a (p − r ) × p
matrix, which is partitioned to a zero matrix of order (p − r ) × r and the identity
matrix of order (p − r ) × (p − r ). K is of full rank, and K K ′ = Ip−r . The null
hypothesis H0 imposes on the linear model the constraint that Kβ = 0. Let β∗

and σ̃ 2 denote the values of β and σ 2, which maximize the likelihood function
under the constraint Kβ = 0. To determine the value of β∗, we differentiate first the
Lagrangian

D(β, λ) = (Y − Xβ)′(Y − Xβ) + β ′Kλ, (4.6.10)
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where λ is a (p − r ) × 1 vector of constants. Differentiating with respect to β, we
obtain the simultaneous equations

(i) − 2X ′(Y − Xβ) + K ′λ = 0,

(ii) Kβ = 0.
(4.6.11)

From (i), we obtain that the constrained least-squares estimator β∗ is given by

β∗ = (X ′ X )−1

[
X ′Y − 1

2
K ′λ

]
= β̂ − 1

2
(X ′ X )−1 K ′λ. (4.6.12)

Substituting β∗ in (4.6.11) (ii), we obtain

K β̂ = 1

2
K (X ′ X )−1 K ′λ. (4.6.13)

Since K is of full rank p − r , K (X ′ X )−1 K ′ is nonsingular. Hence,

λ = 2[K (X ′ X )−1 K ′]−1 K β̂

and the constrained least-squares estimator is

β∗ = [I − (X ′ X )−1 K ′[K (X ′ X )−1 K ′]−1 K ]β̂. (4.6.14)

To obtain σ 2, we employ the derivation presented before and find that

σ̃ 2 = Q(β∗)/n

= 1

n
[Y − X β̂ + X (X ′ X )−1 K ′ B−1 K β̂]′

· [Y − Xβ + X (X ′ X )−1 K ′ B−1 K β̂],

(4.6.15)

where B = K (X ′ X )−1 K ′. Simple algebraic manipulations yield that

σ̃ 2 = σ̂ 2 + 1

n
β̂ ′K ′ B−1 K β̂. (4.6.16)

Hence, the numerator of (4.6.1) is

L(β∗, σ̃ | Y, X ) =
exp
{
−n

2

}
[
σ̂ 2 + 1

n
β̂K ′ B−1 K β̂

]n/2 . (4.6.17)
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The likelihood ratio is then

�(Yn) =
(

1 + 1

nσ̂ 2
β̂ ′K ′ B−1 K β̂

)−n/2

. (4.6.18)

This likelihood ratio is smaller than a constant Cα if

F = n − p

p − r
β̂ ′K ′ B−1 K β̂/Q(β̂) (4.6.19)

is greater than an appropriate constant kα . In this case, we can easily find the exact
distribution of the F-ratio (4.6.19). Indeed, according to the results of Section 2.10,
Q(β̂) = Y′ AY ∼ σ 2χ2[n − p] since A = I − X (X ′ X )−1 X ′ is an idempotent matrix
of rank n − p and since the parameter of noncentrality is

λ = 1

2σ 2
β ′ X ′(I − X (X ′ X )−1 X ′)Xβ = 0.

Furthermore,

β̂K ′ B−1 K β̂ = Y′ X (X ′ X )−1 K ′ B−1 K (X ′ X )−1 X ′Y. (4.6.20)

Let C = X (X ′ X )−1 K ′ B−1 K (X ′ X )−1 X ′. It is easy to verify that C is an idempotent
matrix of rank p − r . Hence,

β̂ ′K ′ B−1 K β̂ ∼ σ 2χ2[p − r ; λ∗], (4.6.21)

where

λ∗ = 1

2σ 2
β ′K ′ B−1 Kβ. (4.6.22)

We notice that Kβ = (βr+1, . . . , βp)′, which is equal to zero if the null hypothesis is
true. Thus, under H0, λ∗ = 0 and otherwise, λ∗ > 0. Finally,

C A = C − X (X ′ X )−1 K ′ B−1 K (X ′ X )−1 X ′ X (X ′ X )−1 X ′

= 0.
(4.6.23)

Hence, the two quadratic forms Y′ AY and Y′CY are independent. It follows that under
H0, the F ratio (4.6.19) is distributed like a central F[p − r, n − p] statistic, and the
critical level kα is the (1 − α)-quantile F1−α[p − r, n − p]. The power function of
the test is

ψ(λ∗) = P{F[p − r, n − p; λ∗] ≥ F1−α[p − r, n − p]}. (4.6.24)
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A special case of testing in normal regression theory is the analysis of variance
(ANOVA). We present this analysis in the following section.

4.6.2 Comparison of Normal Means: The Analysis of Variance

Consider an experiment in which r independent samples from normal distribu-
tions are observed. The basic assumption is that all the r variances are equal, i.e.,
σ 2

1 = · · · = σ 2
r = σ 2 (r ≥ 2). We test the hypothesis H0 : μ1 = · · · = μr , σ 2 arbi-

trary. The sample m.s.s. is (X̄1, . . . , X̄r , S2
p), where X̄i is the mean of the i th sample

and S2
p is the pooled “within” variance defined in the following manner. Let ni be

the size of the i th sample, νi = ni − 1; S2
i , the variance of the i th sample; and let

ν =
n∑

i=1

νi . Then

S2
p = 1

ν

r∑
i=1

νi S2
i . (4.6.25)

Since the sample means are independent of the sample variances in normal distribu-
tions, S2

p is independent of X̄1, . . . , X̄r . The variance “between” samples is

S2
b = 1

r − 1

r∑
i=1

ni (X̄i − ¯̄X )2, (4.6.26)

where ¯̄X =
r∑

i=1

ni X̄i/

r∑
i=1

ni . ¯̄X is the grand mean. Obviously S2
p and S2

b are inde-

pendent. Moreover, under H0, S2
p ∼ σ 2

ν
χ2[ν] and S2

b ∼ σ 2

r − 1
χ2[r − 1]. Hence, the

variance ratio

F = S2
b/S2

p (4.6.27)

is distributed, under H0, like a central F[r − 1, ν] statistic. The hypothesis H0 is
rejected if F ≥ F1−α[r − 1, ν]. If the null hypothesis H0 is not true, the distribu-

tion of S2
b is like that of

σ 2

r − 1
χ2[r − 1; λ], where the noncentrality parameter is

given by

λ = 1

2σ 2

r∑
i=1

ni (μi − μ)2 (4.6.28)
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and μ =
r∑

i=1

niμi/

r∑
i=1

ni is a weighted average of the true means. Accordingly, the

power of the test, as a function of λ, is

ψ(λ) = P{F[r − 1, ν; λ] ≥ F1−α[r − 1, ν]}. (4.6.29)

This power function can be expressed according to (2.12.22) as

ψ(λ) = e−λ

∞∑
j=0

λ j

j!
I1−R(ξ )

(
ν

2
,

r − 1

2
+ j

)
, (4.6.30)

where ξ = F1−α[r − 1, ν] and R(ξ ) = r − 1

ν
ξ/

(
1 + r − 1

ν
ξ

)
.

4.6.2.1 One-Way Layout Experiments
The F-test given by (4.6.27) is a basic test statistic in the analysis of statistical
experiments. The method of analysis is known as a one-way layout analysis of
variance (ANOVA). Consider an experiment in which N = n · r experimental units
are randomly assigned to r groups (blocks). Each group of n units is then subjected to
a different treatment. More specifically, one constructs a statistical model assuming
that the observed values in the various groups are samples of independent random
variables having normal distributions. Furthermore, it is assumed that all the r normal
distributions have the same variance σ 2 (unknown). The r means are represented by
the linear model

μi = μ + τi , i = 1, . . . , r (4.6.31)

where
r∑

i=1

τi = 0. The parameters τ1, . . . , τr represent the incremental effects of the

treatments. μ is the (grand) average yield associated with the experiment. Testing
whether the population means are the same is equivalent to testing whether all τi = 0,
i = 1, . . . , r . Thus, the hypotheses are

H0 :
r∑

i=1

τ 2
i = 0

against

H1 :
r∑

i=1

τ 2
i > 0.
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We perform the F-test (4.6.27). The parameter of noncentrality (4.6.28) assumes the
value

λ = n

2σ 2

r∑
i=1

τ 2
i . (4.6.32)

4.6.2.2 Two-Way Layout Experiments
If the experiment is designed to test the incremental effects of two factors (drug A and
drug B) and their interaction, and if factor A is observed at r1 levels and factor B at r2

levels, there should be s = r1 × r2 groups (blocks) of size n. It is assumed that these s
samples are mutually independent, and the observations within each sample represent
i.i.d. random variables having N (μi j , σ

2) distributions, i = 1, . . . , r1; j = 1, . . . , r2.
The variances are all the same. The linear model is expressed in the form

μi j = μ + τ A
i + τ B

j + τ AB
i j , i = 1, . . . , r1, j = 1, . . . , r2,

where
r1∑

i=1

τ A
i = 0,

r2∑
j=1

τ B
j = 0, and

r2∑
j=1

τ AB
i j = 0 for each i = 1, . . . , r1 and

r1∑
i=1

τ AB
i j =

0 for each j = 1, . . . , r2. The parameters τ A
i are called the main effects of factor A;

τ B
j are called the main effects of factors B; and τ AB

i j are the interaction parameters.
The hypotheses that one may wish to test are whether the main effects are significant
and whether the interaction is significant. Thus, we set up the null hypotheses:

H (1)
0 :

∑
i

∑
j

(τ AB
i j )2 = 0,

H (2)
0 :

∑
i

(τ A
i )2 = 0,

H (3)
0 :

∑
j

(τ B
j )2 = 0.

(4.6.33)

These hypotheses are tested by constructing F-tests in the following manner. Let
Xi jk , i = 1, . . . , r1; j = 1, . . . , r2; and k = 1, . . . , n designate the observed random
variable (yield) of the kth unit at the (i, j)th group. Let X̄i j denote the sample mean
of the (i, j)th group; X̄i ., the overall mean of the groups subject to level i of factor A;
X̄ · j , the overall mean of the groups subject to level j of factor B; and ¯̄X , the grand
mean; i.e.,

X̄i · = 1

r2

r2∑
j=1

X̄i j , i = 1, . . . , r1,

X̄ · j = 1

r1

r1∑
i=1

X̄i j , j = 1, . . . , r2,

(4.6.34)
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and

¯̄X = 1

r1r2

∑
i

∑
j

X̄i j .

The sum of squares of deviations around ¯̄X is partitioned into four components in the
following manner.

r1∑
i=1

r2∑
j=1

n∑
k=1

(Xi jk − ¯̄X )2 =
r1∑

i=1

r2∑
j=1

n∑
k=1

(Xi jk − X̄i j )
2

+ n
r1∑

i=1

r2∑
j=1

(X̄i j − X̄i · − X̄ · j + ¯̄X )2

+ nr2

r1∑
i=1

(X̄i · − ¯̄X )2 + nr1

r2∑
j=1

(X̄ · j − ¯̄X )2.

(4.6.35)

The four terms on the right-hand side of (4.6.35) are mutually independent quadratic
forms having distributions proportional to those of central or noncentral chi-squared
random variables. Let us denote by Qr the quadratic form on the left-hand side of
(4.6.35) and the terms on the right-hand side (moving from left to right) by QW ,
Q AB , Q A, and Q B , respectively. Then we can show that

QW ∼ σ 2χ2[νW ], where νW = N − s. (4.6.36)

Similarly,

Q AB ∼ σ 2χ2[νAB ; λAB], where νAB = (r1 − 1) × (r2 − 1) (4.6.37)

and the parameter of noncentrality is

λAB = n

2σ 2

r1∑
i=1

r2∑
j=1

(τ AB
i j )2. (4.6.38)

Let S2
W = QW/νW and S2

AB = Q AB/νAB . These are the pooled sample variance
within groups and the variance between groups due to interaction. If the null hypoth-
esis H (1)

0 of zero interaction is correct, then the F-ratio,

F = S2
AB/S2

W , (4.6.39)
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is distributed like a central F[νAB, νW ]. Otherwise, it has a noncentral F-distribution
as F[νAB, νW ; λAB ]. Notice also that

E{S2
W } = σ 2 (4.6.40)

and

E{S2
AB} = σ 2 + nσ 2

AB , (4.6.41)

where

σ 2
AB = 1

νAB

r1∑
i=1

r2∑
j=1

(τ AB
i j )2. (4.6.42)

Formula (4.6.42) can be easily derived from (4.6.38) by employing the mixing rela-
tionship (2.8.6), χ2[νAB ; λAB] ∼ χ2[νAB + 2J ], where J is a Poisson random vari-
able, P(λAB). To test the hypotheses H (2)

0 and H (3)
0 , concerning the main effects of A

and B, we construct the F-statistics

FA = S2
A

S2
W

,

FB = S2
A

S2
W

,

(4.6.43)

where S2
A = Q A/νA, νA = r1 − 1 and S2

B = Q B/νB , νB = r2 − 1. Under the null
hypotheses these statistics have central F[νA, νW ] and F[νB, νW ] distributions.
Indeed, for each i = 1, . . . , r1, X̄i · ∼ N (μ + τ A

i , σ 2/nr2). Hence,

Q A = nr2

r1∑
i=1

(X̄i − ¯̄X )2 ∼ σ 2χ2[νA; λA] (4.6.44)

with

λA = nr2

2σ 2

r1∑
i=1

(τ A
i )2. (4.6.45)

Similarly,

QB ∼ σ 2χ2[νB ; λB] (4.6.46)



270 TESTING STATISTICAL HYPOTHESES

Table 4.1 A Two-Way Scheme for Analysis of Variance

Source ν Sum of Squares MS F E{M S}

Factor A r1 − 1 Q A S2
A

S2
A

S2
W

σ 2 + nr2σ
2
A

Factor B r2 − 1 Q B S2
B

S2
B

S2
W

σ 2 + nr1σ
2
B

Interaction (r1 − 1)(r2 − 1) Q AB S2
AB

S2
AB

S2
W

σ 2 + nσ 2
AB

Between groups r1r2 − 1 Qr − QW – – –

Within groups N − r1r2 QW S2
W – σ 2

Total N − 1 Qr – – –

with

λB = nr1

2σ 2

r2∑
j=1

(τ B
j )2. (4.6.47)

Under the null hypotheses H (2)
0 and H (3)

0 both λA and λB are zero. Thus, the (1 − α)-
quantiles of the central F-distributions mentioned above provide critical values of
the test statistics FA and FB . We also remark that

E{S2
A} = σ 2 + nr2σ

2
A

E{S2
B} = σ 2 + nr1σ

2
B

(4.6.48)

where

σ 2
A = 1

νA

r1∑
i=1

(τ A
i )2,

σ 2
B = 1

νB

r2∑
j=1

(τ B
j )2.

(4.6.49)

These results are customarily summarized in the following table of ANOVA.
Finally, we would like to remark that the three tests of significance provided by

FAB , FA, and FB are not independent, since the within variance estimator S2
W is used

by all the three test statistics. Moreover, if we wish that the level of significance of
all the three tests simultaneously will not exceed α, we should reduce that of each
test to α/3. In other words, suppose that H (1)

0 , H (2)
0 , and H (3)

0 are true and we wish
not to reject either one of these. We accept simultaneously the three hypotheses in
the event of {FAB ≤ F1−α/3[νAB, νW ], FA ≤ F1−α/3[νA, νB], FB ≤ F1−α/3[νB, νW ]}.
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According to the Bonferroni inequality, if E1, E2, and E3 are any three
events

P{E1 ∩ E2 ∩ E3} = 1 − P{Ē1 ∪ Ē2 ∪ Ē3} ≥ 1 − P{Ē1} − P{Ē2} − P{Ē3},
(4.6.50)

where Ēi (i = 1, 2, 3) designates the complement of Ei . Thus, the probability that all
the three hypotheses will be simultaneously accepted, given that they are all true, is at
least 1 − α. Generally, a scientist will find the result of the analysis very frustrating if
all the null hypotheses are accepted. However, by choosing the overallα as sufficiently
small, the rejection of any of these hypotheses becomes very meaningful. For further
reading on testing in linear models, see Lehmann (1997, Chapter 7), Anderson (1958),
Graybill (1961, 1976), Searle (1971) and others.

4.7 THE ANALYSIS OF CONTINGENCY TABLES

4.7.1 The Structure of Multi-Way Contingency Tables and
the Statistical Model

There are several qualitative variables A1, . . . , Ak . The i th variable assumes mi levels

(categories). A sample of N statistical units are classified according to the M =
k∏

i=1

mi

combinations of the levels of the k variables. These level combinations will be called
cells. Let f (i1, . . . , ik ) denote the observed frequency in the (i1, . . . , ik) cell. We
distinguish between contingency tables having fixed or random marginal frequencies.
In this section we discuss only structures with random margins. The statistical
model assumes that the vector of M frequencies has a multinomial distribution with
parameters N and P , where P is the vector of cell probabilities P(i1, . . . , ik). We
discuss here some methods of testing the significance of the association (dependence)
among the categorical variables.

4.7.2 Testing the Significance of Association

We illustrate the test for association in a two-way table that is schematized below.

Table 4.2 A Scheme of a Two-Way Contingency Table

A1 Am1 �

B1 f (1, 1) . . . . . . f (1,m1) f (1, ·)
B2 f (2, 1) . . . . . . f (2,m1) f (2, ·)
...
Bm2 f (m2, 1) . . . . . . f (m2,m1) f (m2, ·)
� f (·, 1) . . . . . . f (·,m1) N
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f (i, j) is the observed frequency of the (i, j)th cell. We further denote the observed
marginal frequencies by

f (i, ·) =
m1∑
j=1

f (i, j), i = 1, . . . ,m2,

f (·, j) =
m2∑
i=1

f (i, j), j = 1, . . . ,m1.

(4.7.1)

Let

P(i, ·) =
m1∑
j=1

P(i, j),

P(·, j) =
m2∑
i=1

P(i, j),

(4.7.2)

denote the marginal probabilities.
The categorical variables A and B are independent if and only if P(i, j) =

P(i, ·)P(·, j) for all (i, j). Thus, if A and B are independent, the expected frequency
at (i, j) is

E(i, j) = N P(i, ·)P(·, j). (4.7.3)

Since P(i, ·) and P(·, j) are unknown, we estimate E(i, j) by

e(i, j) = N
f (i, ·)

N
· f (·, j)

N

= f (i, ·) f (·, j)/N .

(4.7.4)

The deviations of the observed frequencies from the expected are tested for random-
ness by

X2 =
m2∑
i=1

m1∑
j=1

( f (i, j) − e(i, j))2

e(i, j)
. (4.7.5)

Simple algebraic manipulations yield the statistic

X2 =
∑

i

∑
j

f 2(i, j)

e(i, j)
− N . (4.7.6)

We test the hypothesis of no association by comparing X2 to the (1 − α)th quantile of
χ2[ν] with ν = (m1 − 1)(m2 − 1) degrees of freedom. We say that the association is
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significant if X 2 ≥ χ 2
1−α[ν]. This is a large sample test. In small samples it may be

invalid. There are appropriate test procedures for small samples, especially for 2 × 2
tables. For further details, see Lancaster (1969, Chapters XI, XII).

4.7.3 The Analysis of 2 × 2 Tables

Consider the following 2 × 2 table of cell probabilities

S F P �

R

W P(1, 1) P(1, 2) P(1, ·)
N W P(2, 1) P(2, 2) P(2, ·)
� P(·, 1) P(·, 2) 1

S and R are two variables (success in a course and race, for example). The odds
ratio of F/P for W is defined as P(1, 1)/P(1, 2) and for N W it is P(2, 1)/P(2, 2).

These odds ratios are also called the relative risks. We say that there is no inter-
action between the two variables if the odds ratios are the same. Define the cross
product ratio

ρ = P(1, 1)

P(1, 2)

·
·

P(2, 1)

P(2, 2)
= P(1, 1)P(2, 2)

P(1, 2)P(2, 1)
. (4.7.7)

If ρ = 1 there is no interaction; otherwise, the interaction is negative or positive
according to whether ρ < 1 or ρ > 1, respectively. Alternatively, we can measure
the interaction by

ω = log ρ = log P(1, 1) − log P(1, 2) − log P(2, 1) + log P(2, 2). (4.7.8)

We develop now a test of the significance of the interaction, which is valid for any
sample size and is a uniformly most powerful test among the unbiased tests.

Consider first the conditional joint distribution of X = f (1, 1) and Y = f (2, 1)
given the marginal frequency T = f (1, 1) + f (1, 2). It is easy to prove that condi-
tional on T , X and Y are independent and have conditional binomial distributions
B(T, P(1, 1)/P(1, ·)) and B(N − T, P(2, 1)/P(2, ·)), respectively. We consider now
the conditional distribution of X given the marginal frequencies T = f (1, ·) and
S = f (1, 1) + f (2, 1) = f (·, 1). This conditional distribution has the p.d.f.

Pρ[X = x | T = t, S = s] =

(
t

x

)(
N − t

s − x

)
ρx

∑t∧s
j=0

(
t

j

)(
N − t

s − j

)
ρ j

, (4.7.9)
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where t ∧ s = min(t, s) and ρ is the interaction parameter given by (4.7.7). The
hypothesis of no interaction is equivalent to H0 : ρ = 1. Notice that for ρ = 1 the
p.d.f. (4.7.9) is reduced to that of the hypergeometric distribution H (N , T, S). We
compare the observed value of X to the α/2- and (1 − α/2)-quantiles of the hyper-
geometric distribution, as in the case of comparing two binomial experiments. For a
generalization to 2n contingency tables, see Zelen (1972).

4.7.4 Likelihood Ratio Tests for Categorical Data

Consider a two-way layout contingency table with m1 levels of factor A and m2

levels of factor B. The sample is of size N . The likelihood function of the vector P
of s = m1 × m2 cell probabilities, P(i, j), is

L(P; N , f) =
m1∏
i=1

m2∏
j=1

(P(i, j)) f (i, j), (4.7.10)

where f (i, j) are the cell frequencies. The hypothesis of no association, H0 imposes
the linear restrictions on the cell probabilities

P(i, j) = P(i, ·)P(·, j), for all (i, j). (4.7.11)

Thus, �0 is the parameter space restricted by (4.7.11), while � is the whole space of
P . Thus, the likelihood ratio statistic is

�(f, N ) =
sup
�0

m1∏
i=1

m2∏
j=1

[P(i, ·)P(·, j)] f (i, j)

sup
�

m1∏
i=1

m2∏
j=1

(P(i, j)) f (i, j)

. (4.7.12)

By taking the logarithm of the numerator and imposing the constraint that

m1∑
i=1

P(i, ·) = 1,

m2∑
j=1

P(·, j) = 1,

we obtain by the usual methods that the values that maximize it are

P(i, ·) = f (i, ·)/N , i = 1, . . . ,m1

P(·, j) = f (·, j)/N , j = 1, . . . ,m2.
(4.7.13)
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Similarly, the denominator is maximized by substituting for P(i, j) the sample esti-
mate

P(i, j) = f (i, j)/N , i = 1, . . . ,m1 j = 1, . . . ,m2. (4.7.14)

We thus obtain the likelihood ratio statistic

�(f; N ) =
m1∏
i=1

m2∏
j=1

(
f (i, ·) f (·, j)

N f (i, j)

) f (i, j)

. (4.7.15)

Equivalently, we can consider the test statistic − log�(f; N ), which is

�∗ =
m1∑
i=1

m2∑
j=1

f (i, j) log
N f (i, j)

f (i, ·) f (·, j)
. (4.7.16)

Notice that �∗ is the empirical Kullback–Leibler information number to discriminate
between the actual frequency distribution f (i, j)/N and the one corresponding to the
null hypothesis f (i, ·) f (·, j)/N 2. This information discrimination statistic is different
from the X2 statistic given in (4.7.6). In large samples, 2�∗ has the same asymptotic
χ2[ν] distribution with ν = (m1 − 1)(m2 − 1). In small samples, however, it performs
differently.

For further reading and extensive bibliography on the theory and methods of
contingency tables analysis, see Haberman (1974), Bishop, Fienberg, and Holland
(1975), Fienberg (1980), and Agresti (1990). For the analysis of contingency tables
from the point of view of information theory, see Kullback (1959, Chapter 8) and
Gokhale and Kullback (1978).

4.8 SEQUENTIAL TESTING OF HYPOTHESES

Testing of hypotheses may become more efficient if we can perform the sampling
in a sequential manner. After each observation (group of observations) we evaluate
the results obtained so far and decide whether to terminate sampling and accept (or
reject) the hypothesis H0, or whether to continue sampling and observe an addi-
tional (group of) observation(s). The main problem of sequential analysis then is
to determine the “best” stopping rule. After sampling terminates, the test function
applied is generally of the generalized likelihood ratio type, with critical levels asso-
ciated with the stopping rule, as will be described in the sequel. Early attempts to
derive sequential testing procedures can be found in the literature on statistical qual-
ity control (sampling inspection schemes) of the early 1930s. The formulation of
the general theory was given by Wald (1945). Wald’s book on sequential analysis
(1947) is the first important monograph on the subject. The method developed by
Wald is called the Wald Sequential Probability Ratio Test (SPRT). Many papers
have been written on the subject since Wald’s original work. The reader is referred to
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the book of Ghosh (1970) for discussion of the important issues and the significant
results, as well as notes on the historical development and important references. See
also Siegmund (1985). We provide in Section 4.8.1 a brief exposition of the basic
theory of the Wald SPRT for testing two simple hypotheses. Some remarks are given
about extension for testing composite hypotheses and about more recent develop-
ment in the literature. In Section 4.8.2, we discuss sequential tests that can achieve
power one.

4.8.1 The Wald Sequential Probability Ratio Test

Let X1, X2, . . . be a sequence of i.i.d. random variables. Consider two simple
hypotheses H0 and H1, according to which the p.d.f.s of these random variables
are f0(x) or f1(x), respectively. Let R(Xi ) = f1(Xi )/ f0(Xi ) i = 1, 2, . . . be the
likelihood ratio statistics. The SPRT is specified by two boundary points A, B,
−∞ < A < 0 < B < ∞ and the stopping rule, according to which sampling contin-

ues as long as the partial sums Sn =
n∑

i=1

log R(Xi ), n = 1, 2, . . ., lie between A and

B. As soon as Sn ≤ A or Sn ≥ B, sampling terminates. In the first case, H0 is accepted
and in the second case, H1 is accepted. The sample size N is a random variable that
depends on the past observations. More precisely, the event {N ≤ n} depends on
{X1, . . . , Xn} but is independent of {Xn+1, Xn+2, . . .} for all n = 1, 2, . . .. Such a
nonnegative integer random variable is called a stopping variable. Let Bn denote the
σ -field generated by the random variables Zi = log R(Xi ), i = 1, . . . , n. A stopping
variable N defined with respect to Z1, Z2, . . . is an integer valued random variable N ,
N ≥ 1, such that the event {N ≥ n} is determined by Z1, . . . , Zn−1 (n ≥ 2). In this
case, we say that {N ≥ n} ∈ Bn−1 and I {N ≥ n} is Bn−1 measurable. We will show
that for any pair (A, B), the stopping variable N is finite with probability one. Such
a stopping variable is called regular. We will see then how to choose the boundaries
(A, B) so that the error probability α and β will be under control. Finally, formulae
for the expected sample size will be derived and some optimal properties will be
discussed.

In order to prove that the stopping variable N is finite with probability one, we
have to prove that

lim
n→∞ Pθ {N > n} = 0, for θ = 0, 1. (4.8.1)

Equivalently, for a fixed integer r (as large as we wish)

lim
m→∞ Pθ {N > mr} = 0, for θ = 0, 1. (4.8.2)

For θ = 0 or 1, let

μ(θ ) = Eθ {log R(X )}, (4.8.3)
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and

D2(θ ) = Varθ {log R(X )}. (4.8.4)

Assume that

0 < D2(θ ) < ∞, for θ = 0, 1. (4.8.5)

If D2(θ ) for some θ , then (4.8.1) holds trivially at that θ .

Thus, for any value of θ , the distribution of Sn =
n∑

i=1

log R(Xi ) is asymptotically

normal. Moreover, for each m = 1, 2, . . . and a fixed integer r ,

Pθ [N > mr ] ≤ Pθ [A < Sr < B, |S2r − Sr | < C, . . . , |Smr − Sr (m−1)| < C],

(4.8.6)

where C = |B − A|.
The variables Sr , S2r − Sr , . . . , Smr − S(m−1)r are independent and identically dis-

tributed. Moreover, by the Central Limit Theorem, if r is sufficiently large,

Pθ {|Sr | > c} ≈ 2 − �

(
c√

r D(θ )
+ √

r
μ(θ )

D(θ )

)
− �

(
c√

r D(θ )
− √

r
μ(θ )

D(θ )

)
.

(4.8.7)

The RHS of (4.8.7) approaches 1 as r → ∞. Accordingly for any ρ, 0 < ρ < 1, if r
is sufficiently large, then Pθ [|Sr | < c] < ρ. Finally, since Sjr − S( j−1)r is distributed
like Sr for all j = 1, 2, . . . , r , if r is sufficiently large, then

Pθ [N > mr ] < Pθ [A < Sr < B]ρm−1. (4.8.8)

This shows that Pθ [N > n] converges to zero at an exponential rate. This property is
called the exponential boundedness of the stopping variables (Wijsman, 1971). We
prove now a very important result in sequential analysis, which is not restricted only
to SPRTs.

Theorem 4.8.1 (Wald Theorem). If N is a regular stopping variable with finite
expectation Eθ {N }, and if X1, X2, . . . is a sequence of i.i.d. random variables such
that Eθ {|X1| < ∞, then

Eθ

{
N∑

i=1

Xi

}
= ξ (θ )Eθ {N }, (4.8.9)
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where

ξ (θ ) = Eθ {Xi }.

Proof. Without loss of generality, assume that X1, X2, . . . is a sequence of i.i.d.
absolutely continuous random variables. Then,

Eθ

{
N∑

i=1

Xi

}
=

∞∑
n=1

∫
I {N = n}

n∑
j=1

x j f (xn; θ )dxn, (4.8.10)

where f (xn; θ ) is the joint p.d.f. of Xn = (X1, . . . , Xn). The integral in (4.8.10) is
actually an n-tuple integral. Since Eθ {|X1|} < ∞, we can interchange the order of
summation and integration and obtain

Eθ

{
N∑

i=1

Xi

}
=

∞∑
j=1

∫
x j

∞∑
n= j

I {N } f (xn; θ )dxn

=
∞∑
j=1

Eθ {X j I {N ≥ j}}.
(4.8.11)

However, the event {N ≥ j} is determined by (X1, . . . , X j−1) and is therefore inde-
pendent of X j , X j+1, . . .. Therefore, due to the independence of the Xs,

Eθ

{
N∑

i=1

Xi

}
=

∞∑
j=1

Eθ {Xi }Pθ {N ≥ j}

= ξ (θ )
∞∑
j=1

Pθ {N ≥ j}.
(4.8.12)

Finally, since N is a positive integer random variable with finite expectation,

Eθ {N } =
∞∑
j=1

Pθ {N ≥ j}. (4.8.13)

QED

From assumption (4.8.5) and the result (4.8.8), both μ(θ ) and Eθ {N } exist (finite).
Hence, for any SPRT, Eθ {SN } = μ(θ )Eθ {N }. Let π (θ ) denote the probability of
accepting H0. Thus, if μ(θ ) 
= 0,

Eθ {N } = 1

μ(θ )
[π (θ )Eθ {Sn | SN ≤ A} + (1 − π (θ ))Eθ {SN | SN ≥ B}]. (4.8.14)
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An approximation to Eθ {N } can then be obtained by substituting A for Eθ {SN |
SN ≤ A} and B for Eθ {SN | SN ≥ B}. This approximation neglects the excess over
the boundaries by SN . One obtains

Eθ {N } ≈ 1

μ(θ )
{π (θ )A + (1 − π (θ ))B}. (4.8.15)

Error formulae for (4.8.15) can be found in the literature (Ghosh, 1970).
Let α and β be the error probabilities associated with the boundaries A, B and let

A′ = log
β

1 − α
, B ′ = log

1 − β

α
. Let α′ and β ′ be the error probabilities associated

with the boundaries A′, B ′.

Theorem 4.8.2. If 0 < α + β < 1 then

(i) α′ + β ′ ≤ α + β

and

(i) A′ ≤ A, B ′ ≥ B.

Proof. For each n = 1, 2, . . . define the sets

An = {xn; A′ < S1 < B ′, . . . , A′ < Sn−1 < B ′, Sn ≤ A′},
Rn = {xn; A′ < S1 < B ′, . . . , A′ < Sn−1 < B ′, Sn ≥ B′},
Cn = {xn; A′ < S1 < B ′, . . . , A′ < Sn−1 < B ′, A′ < Sn < B ′}.

The error probability α′ satisfies the inequality

α′ =
∞∑

n=1

∫
Rn

n∏
j=1

f0(x j )dμ(x j )

≤ α

1 − β

∞∑
n=1

∫
Rn

n∏
j=1

f1(x j )dμ(x j ) = α

1 − β
(1 − β ′).

(4.8.16)

Similarly,

β ′ =
∞∑

n=1

∫
An

n∏
j=1

f1(x j )dμ(x j )

≤ β

1 − α

∑
n=1

∫
An

n∏
j=1

f0(x j )dμ(x j ) = β

1 − α
(1 − α′).

(4.8.17)
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Thus,

α′

1 − β ′ ≤ α

1 − β
,

β ′

1 − α′ ≤ β

1 − α
. (4.8.18)

From these inequalities we obtain the first statement of the theorem. To establish (ii)
notice that if R̃n = {x : A < Si < B, i = 1, . . . , n − 1, Sn > B}, then

1 − β =
∞∑

n=1

∫
R̃n

n∏
i=1

f1(x j )dμ(x j ) ≥ eB
∞∑

n=1

∫
R̃n

n∏
i=1

f0(x j )dμ(x j )

= αeB .

(4.8.19)

Hence, B ′ = log 1−β

α
≥ B. The other inequality is proven similarly. QED

It is generally difficult to determine the values of A and B to obtain the specified
error probabilities α and β. However, according to the theorem, if α and β are small
then, by considering the boundaries A′ and B ′, we obtain a procedure with error
probabilities α′ and β ′ close to the specified ones and total test size α′ + β ′ smaller
than α + β. For this reason A′ and B ′ are generally used in applications. We derive
now an approximation to the acceptance probability π (θ ). This approximation is
based on the following important identity.

Theorem 4.8.3 (Wald Fundamental Identity). Let N be a stopping variable asso-
ciated with the Wald SPRT and Mθ (t) be the moment generating function (m.g.f.) of
Z = log R(X ). Then

Eθ {et SN (Mθ (t))−N } = 1 (4.8.20)

for all t for which Mθ (t) exists.

Proof.

Eθ {et SN (Mθ (t))−N } =
∞∑

n=1

Eθ {I {N = n}et Sn (Mθ (t))−n}

= lim
m→∞

m∑
n=1

E{(I {N ≥ n} − I {N ≥ n + 1})et Sn (Mθ (t))−n}.
(4.8.21)

Notice that I {N ≥ n} is Bn−1 measurable and therefore, for n ≥ 2,

Eθ {I {N ≥ n}et Sn (Mθ (t))−n} = Eθ {I {N ≥ n}et Sn−1 (Mθ (t))−(n−1)} (4.8.22)
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and Eθ {I {N ≥ 1}et S1 (Mθ (t))−1} = 1. Substituting these in (4.8.21), we obtain

Eθ {et SN (M(t))−N } = 1 − lim
m→∞E{I {N ≥ m + 1}et Sm (M(t))−m}.

Notice that E{et Sm (M(t))−m} = 1 for all m = 1, 2, . . . and all t in the domain of
convergence of Mθ (t). Thus, {et Sm (Mθ (t))−m,m ≥ 1} is uniformly integrable. Finally,
since lim

m→∞P{N > m} = 0,

lim
m→∞ E{I {N ≥ m + 1}et Sm (M(t))−m} = 0.

QED

Choose ε > 0 so that,

P1 = Pθ {Z > ε} > 0 (4.8.23)

and

P2 = Pθ {Z < −ε} > 0.

Then for t > 0, Mθ (t) = Eθ {et Z } ≥ P1etε . Similarly, for t < 0, Mθ (t) ≥ P2e−tε . This
proves that lim

|t |→∞
Mθ (t) = ∞. Moreover, for all t for which M(t) exists,

d

dt
Mθ (t) = Eθ {Zet Z },

d2

dt2
Mθ (t) = Eθ {Z2et Z } > 0.

(4.8.24)

Thus, we deduce that the m.g.f. Mθ (t) is a strictly convex function of t . The expectation
μ(θ ) is M ′

θ (0). Hence, ifμ(θ ) > 0 then Mθ (t) attains its unique minimum at a negative
value t∗ and Mθ (t∗) < 1. Furthermore, there exists a value t0, −∞ < t0 < t∗ < 0,
at which Mθ (t0) = 1. Similarly, if μ(θ ) < 0, there exist positive values t∗ and t0,
0 < t∗ < t0 < ∞, such that Mθ (t∗) < 1 and Mθ (t0) = 1. In both cases t∗ and t0 are
unique.

The fundamental identity can be applied to obtain an approximation for the accep-
tance probability π (θ ) of the SPRT with boundaries A′ and B ′. According to the
fundamental identity

π (θ )Eθ {et0(θ)SN | SN ≤ A′} + (1 − π (θ ))Eθ {et0(θ)SN | Sn ≥ B ′} = 1, (4.8.25)
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where t0(θ ) 
= 0 is the point at which Mθ (t) = 1. The approximation for π (θ ) is
obtained by substituting in (4.8.25)

Eθ {et0(θ)SN | SN ≤ A′} ∼= et0(θ)A′ =
(

β

1 − α

)t0(θ)

,

and

Eθ {et0(θ)SN | SN ≥ B ′} ∼=
(

1 − β

α

)t0(θ)

.

This approximation yields the formula

π (θ ) ∼=

(
1 − β

α

)t0(θ)

− 1(
1 − β

α

)t0(θ)

−
(

β

1 − α

)t0(θ) , (4.8.26)

for all θ such that μ(θ ) 
= 0. If θ0 is such that μ(θ0) = 0, then

π (θ0) ∼=
log

1 − β

α

log
1 − β

α
− log

β

1 − α

. (4.8.27)

The approximation for Eθ {N } given by (4.8.15) is inapplicable at θ0. However, at θ0,
Wald’s Theorem yields the result

Eθ0{S2
N } = Eθ0{N }Eθ0{Z2}. (4.8.28)

From this, we obtain for θ0

Eθ0{N } ∼=
π (θ0)

(
log

β

1 − α

)2

+ (1 − π (θ0))

(
log

1 − β

α

)2

Eθ0{Z2} . (4.8.29)

In Example 4.17, we have illustrated the use of the Wald SPRT for testing two
composite hypotheses when the interval �0 corresponding to H0 is separated from
the interval �1 of H1. We obtained a test procedure with very desirable properties by
constructing the SPRT for two simple hypotheses, since the family F of distribution
functions under consideration is MLR. For such families we obtain a monotone π (θ )
function, with acceptance probability greater than 1 − α for all θ < θ0 and π (θ ) < β

for all θ > θ1 (Ghosh, 1970, pp. 100–103). The function π (θ ) is called the operating
characteristic function O.C. of the SPRT. The expected sample size function Eθ {N }
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increases to a maximum between θ0 and θ1 and then decreases to zero again. At
θ = θ0 and at θ = θ1 the function Eθ {N } assumes the smallest values corresponding
to all possible test procedures with error probabilities not exceeding α and β. This is
the optimality property of the Wald SPRT. We state this property more precisely in
the following theorem.

Theorem 4.8.4 (Wald and Wolfowitz). Consider any SPRT for testing the two
simple hypotheses H0 : θ = θ0 against H1 : θ = θ1 with boundary points (A, B) and
error probabilities α and β. Let Eθi {N }, i = 0, 1 be the expected sample size. If s
is any sampling procedure for testing H0 against H1 with error probabilities α(s)
and β(s) and finite expected sample size Eθi {N (s)} (i = 0, 1), then α(s) ≤ α and
β(s) ≤ β imply that Eθi {N } ≤ Eθi {N (s)}, for i = 0, 1.

For the proof of this important theorem, see Ghosh (1970, pp. 93–98), Siegmund
(1985, p. 19). See also Section 8.2.3.

Although the Wald SPRT is optimal at θ0 and at θ1 in the above sense, if the
actual θ is between θ0 and θ1, even in the MLR case, the expected sample size
may be quite large. Several papers were written on this subject and more general
sequential procedures were investigated, in order to obtain procedures with error
probabilities not exceeding α and β at θ0 and θ1 and expected sample size at θ0 <

θ < θ1 smaller than that of the SPRT. Kiefer and Weiss (1957) studied the problem
of determining a sequential test that, subject to the above constraint on the error
probabilities, minimizes the maximal expected sample size. They have shown that
such a test is a generalized version of an SPRT. The same problem was studied
recently by Lai (1973) for normally distributed random variables using the theory
of optimal stopping rules. Lai developed a method of determining the boundaries
{(An, Bn), n ≥ 1} of the sequential test that minimizes the maximal expected sample
size. The theory required for discussing this method is beyond the scope of this
chapter. We remark in conclusion that many of the results of this section can be
obtained in a more elegant fashion by using the general theory of optimal stopping
rules. The reader is referred in particular to the book of Chow, Robbins, and Siegmund
(1971). For a comparison of the asymptotic relative efficiency of sequential and
nonsequential tests of composite hypotheses, see Berk (1973, 1975). A comparison
of the asymptotic properties of various sequential tests (on the means of normal
distributions), which combines both the type I error probability and the expected
sample size, has been provided by Berk (1976).

PART II: EXAMPLES

Example 4.1. A new drug is being considered for adoption at a medical center. It is
desirable that the probability of success in curing the disease under consideration will
be at least θ0 = .75. A random sample of n = 30 patients is subjected to a treatment
with the new drug. We assume that all the patients in the sample respond to the
treatment independently of each other and have the same probability to be cured,
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θ . That is, we adopt a Binomial model B(30, θ ) for the number of successes in the
sample. The value θ0 = .75 is the boundary between undesirable and desirable cure
probabilities. We wish to test the hypothesis that θ ≥ .75.

If the number of successes is large the data support the hypothesis of large θ

value. The question is, how small could be the observed value of X , before we should
reject the hypothesis that θ ≥ .75. If X = 18 and we reject the hypothesis then
α(18) = B(18; 30, .75) = .05066. This level of significance is generally considered
sufficiently small and we reject the hypothesis if X ≤ 18.

Example 4.2. Let X1, X2, . . . , Xn be i.i.d. random variables having a common
rectangular distribution R(0, θ ), 0 < θ < ∞. We wish to test the hypothesis H0 :
θ ≤ θ0 against the alternative H1 : θ > θ0. An m.s.s. is the sample maximum X (n).
Hence, we construct a test function of size α, for some given α in (0, 1), which
depends on X(n). Obviously, if X(n) ≥ θ0 we should reject the null hypothesis. Thus,
it is reasonable to construct a test functionφ(X (n)) that rejects H0 whenever X (n) ≥ Cα.
Cα depends on α and θ0, i.e.,

φ(X(n)) =
{

1, if X (n) ≥ Cα

0, otherwise.

Cα is determined so that the size of the test will be α. At θ = θ0,

Pθ0{X(n) ≥ Cα} = n

θn
0

∫ θ0

Cα

tn−1dt = 1 −
(

Cα

θ0

)n

.

Hence, we set Cα = θ0(1 − α)1/n . The power function, for all θ > θ0, is

ψ(θ ) = Pθ {X (n) ≥ θ0(1 − α)1/n} = 1 − (1 − α)

(
θ0

θ

)n

.

We see that ψ(θ ) is greater than α for all θ > θ0. On the other hand, for θ ≤ θ0, the
probability of rejection is

Eθ {φ(X(n))} = 1 − min

{
1,

(
θ0

θ

)n

(1 − α)

}
.

Accordingly, the maximal probability of rejection, when H0 is true, is α and if θ < θ0,
the probability of rejection is smaller than α. Obviously, if θ ≤ θ0(1 − α)1/n , then the
probability of rejection is zero.

Example 4.3. Let X1, . . . , Xn be i.i.d. random variables having a normal distribution
N (μ, σ 2). According to the null hypothesis H0 : μ = μ1, σ = σ1. According to the
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alternative hypothesis H1 : μ = μ2, σ = σ2; σ2 > σ1. The likelihood ratio is

f1(x)

f0(x)
=
(
σ1

σ2

)n

exp

{
−1

2

n∑
i=1

[(
xi − μ2

σ2

)2

−
(

xi − μ1

σ1

)2
]}

=
(
σ1

σ2

)n

exp

{
−1

2
· σ

2
1 − σ 2

2

σ 2
1 σ

2
2

n∑
i=1

(
xi − σ1μ2 + σ2μ1

σ1 + σ2

)

·
(

xi + σ1μ2 − σ2μ1

σ2 − σ1

)}
.

We notice that the distribution function of f1(X)/ f0(X) is continuous and therefore
γα = 0. According to the Neyman–Pearson Lemma, a most powerful test of size
α is obtained by rejecting H0 whenever f1(X)/ f0(X) is greater than some positive
constant kα . But, since σ2 > σ1, this is equivalent to the test function that rejects H0

whenever

n∑
i=1

(
Xi − σ1μ2 + σ2μ1

σ1 + σ2

)(
Xi + σ1μ2 − σ2μ1

σ2 − σ1

)
≥ Cα,

where Cα is an appropriate constant. Simple algebraic manipulations yield that H0

should be rejected whenever

n∑
i=1

(Xi − ω)2 ≥ C∗
α,

where

ω = (σ 2
2 μ1 − σ 2

1 μ2)/(σ 2
2 − σ 2

1 ).

We find C∗
α in the following manner. According to H0,

Xi − ω ∼ N (δ, σ 2
1 )

with δ = σ 2
1 (μ2 − μ1)/(σ 2

2 − σ 2
1 ). It follows that

n∑
i=1

(Xi − ω)2 ∼ σ 2
1 χ

2[n; nδ2/2σ 2
1 ]

and thus,

C∗
α = σ 2

1 χ
2
1−α[n; nδ2/2σ 2

1 ],

where χ2
1−α[ν; λ] is the (1 − α)th quantile of the noncentral χ 2. We notice that if

μ1 = μ2 but σ1 
= σ2, the two hypotheses reduce to the hypotheses H ∗
0 : μ1 = μ,

σ 2 = σ 2
1 versus H ∗

1 : μ2 = μ, σ2 
= σ1. In this case, δ = 0 and C∗
α = σ 2

1 χ
2
1−α[n]. If

σ1 = σ2 but μ2 > μ1 (or μ2 < μ1), the test reduces to the t-test of Example 4.9.
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Example 4.4. In this example, we present a case of testing the shape parameter
of a Weibull distribution. This case is important in reliability life testing. We show
that even if the problem is phrased in terms of two simple hypotheses, it is not a
simple matter to determine the most powerful test function. This difficulty is due
to the fact that if the shape parameter is unknown, the minimal sufficient statistic
is the order statistic. Let X1, . . . , Xn be i.i.d. random variables having a common
Weibull distribution G1/ν(1, 1). We wish to test the null hypothesis H0 : ν = 1 against
the simple alternative H1 : ν = 1 + δ; δ is a specified positive number. Notice that
under H0, Xi ∼ E(1), i.e., exponentially distributed with mean 1. According to the
Neyman–Pearson Lemma, the most powerful test of size α rejects H0 whenever

(1 + δ)n

(
n∏

i=1

Xi

)δ

exp

{
−

n∑
i=1

(X1+δ
i − Xi )

}
≥ kα,

where kα is determined so that if H0 is correct, then the probability is exactly
α. Equivalently, we have to determine a constant cα so that, under H0, the
probability of

n∑
i=1

[
log Xi − 1

δ

(
X 1+δ

i − Xi
)] ≥ Cα

is exactly α. Let Wi (δ) = log Xi − 1
δ
(X1+δ

i − Xi ) and Sn(δ) =
n∑

i=1

Wi (δ). The prob-

lem is to determine the distribution of Sn(δ) under H0. If n is large, we can approximate
the distribution of Sn(δ) by a normal distribution. The expected value of W (δ) is

μ1(δ) = 1

δ
+ �′(1) − 1

δ
�(2 + δ),

where �′(1) is the derivative of �(x) at x = 1. The second moment of W (δ) is

μ2(δ) = 2

δ
+ �′′(1) + 2

δ
(�′(2) − �′(2 + δ))

+ 1

δ2
(�(3 + 2δ) − 2�(3 + δ)).

Thus, according to the Central Limit Theorem, if n is sufficiently large, then

lim
n→∞ P

{
1√
n

(Sn(δ) − nμ1(δ)) ≤ x[μ2(δ) − μ2
1(δ)]1/2

}
= �(x).

Accordingly, for large values of n, the critical level Cα is approximately

Cα
∼= nμ1(δ) + z1−α

√
n {μ2(δ) − μ2

1(δ)}1/2.
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For small values of n, we can determine Cα approximately by simulating many
replicas of Sn(δ) values when X1, . . . , Xn are E(1) and determining the (1 − α)th
quantile point of the empirical distribution of Sn(δ).

Example 4.5. Consider an experiment in which n Bernoulli trials are performed. Let
K denote the number of successes among these trials and let θ denote the probability
of success. Suppose that we wish to test the hypothesis

H0 : θ ≤ θ0 against H1 : θ > θ0,

at level of significance α. θ0 and α are specified numbers. The UMP (randomized)
test function is

φ(K ) =
⎧⎨⎩1, if K > ξα(θ0)
γα, if K = ξα(θ0)
0, otherwise

where ξα(θ0) is the (1 − α)-quantile of the binomial distribution B(n, θ0), i.e.,

ξα(θ0) = least nonnegative integer, k,

such that
k∑

j=0

b( j ; n, θ0) ≥ 1 − α.

Furthermore,

γα = B(ξα(θ0); n, θ0) − (1 − α)

b(ξα(θ0); n, θ0)
.

Accordingly, if the number of successes K is larger than the (1 − α)-quantile of
B(n, θ0), we reject H0. If K equals ξα(θ0), the null hypothesis H0 is rejected only
with probability γα. That is, a random number R having a R(0, 1) distribution is
picked from a table of random numbers. If K = ξα(θ0) and R ≤ γα , H0 is rejected;
if K = ξα(θ0) and R > γα, then H0 is accepted. If K < ξα(θ0), H0 is accepted. It is
easy to verify that if θ = θ0 then the probability of rejecting H0 is exactly α. If θ < θ0

this probability is smaller than α and, on the other hand, if θ > θ0 the probability
of rejection is greater than α. The test of this one-sided hypothesis H0 can be easily
performed with the aid of tables of the cumulative binomial distributions. The exact
power of the test can be determined according to the formula

ψ(θ ) = 1 − B(ξα(θ0); n, θ ) + γα · b(ξα(θ0); n, θ ),

where θ > θ0. If the hypotheses are one-sided but to the other direction, i.e., H0 :
θ ≥ θ0 against H1 : θ < θ0, the UMP test is similar.
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Example 4.6. Consider the familyF of Poisson distributionsP(θ ), 0 < θ < ∞. The
p.d.f.s are

f (x ; θ ) = e−θ θ x/x! = 1

x!
exp{x log θ − θ}, x = 0, 1, . . . .

Thus, if we make the reparametrization ω = log θ , then

f (x ;ω) = 1

x!
exp{xω − eω}, x = 0, 1, . . . ; −∞ < ω < ∞.

This is a one-parameter exponential type family. The hypotheses H0 : θ = θ0 against
H1 : θ 
= θ0 (0 < θ0 < ∞) are equivalent to the hypotheses H0 : ω = ω0 against
H1 : ω 
= ω0 where ω0 = log θ0. The two-sided test φ0(X ) of size α is obtained by
(4.4.1), where the constants are determined according to the conditions (4.4.2) and
(4.4.6). Since F is Poisson, Eθ0{X} = θ0. Moreover, the p.d.f. of P(θ ) satisfies the
relation

j p( j ; θ ) = θp( j − 1; θ ) for all j = 1, 2, . . . .

We thus obtain the equations, for x1 = c(1)
α and x2 = c(2)

α , γ1 and γ2:

(i) P(x1 − 1; θ0) + γ1 p(x1; θ0) + γ2 p(x2; θ0) + 1 − P(x2; θ0) = α,

(ii) P(x1 − 2; θ0) + γ1 p(x1 − 1; θ0) + γ2 p(x2 − 1; θ0) + 1 − P(x2 − 1; θ0) = α.

Here P( j ; θ ) is the Poisson c.d.f. The function is zero whenever the argument j is
negative. The determination of x1, γ1, x2, γ2 can be done numerically. We can start
with the initial solution x1, γ1 and x2, γ2 corresponding to the “equal-tail” test. These
initial values are determined from the equations

P(x1 − 1; θ0) + γ1 p(x1; θ0) = α/2,

γ2 p(x2; θ0) + 1 − P(x2; θ0) = α/2.

This initial solution can then be modified so that both equations (i) and (ii) will be
satisfied simultaneously.

Example 4.7. Suppose that X ∼ N (θ, 1). The null hypothesis is H0 : θ = 0. The
alternative is H1 : θ 
= 0. Thus, x1 and x2 should satisfy simultaneously the two
equations

(I) �(x1) + 1 − �(x2) = α

(II)
∫ x1

−∞
xφ(x)dx +

∫ ∞

x2

xφ(x)dx = 0.



PART II: EXAMPLES 289

Notice that xφ(x) = −φ′(x). Accordingly, equation (II) can be written as

(II) − φ(x1) + φ(x2) = 0.

If we set x1 = z1−α/2 and x2 = −x1 where zγ = �−1(γ ) then, due to the symmetry
of the N (0, 1) distribution around θ = 0, we obtain that these x1 and x2 satisfy
simultaneously the two equations. The “equal-tail” solution is the desired solution in
this case.

Example 4.8. A. Testing the Significance of the Mean in Normal Samples
The problem studied is that of testing hypotheses about the mean of a normal dis-

tribution. More specifically, we have a sample X1, . . . , Xn of i.i.d. random variables
from a normal distribution N (μ, σ 2). We test the hypothesis

H0 : μ = μ0, σ 2 arbitrary

against

H1 : μ 
= μ0, σ 2 arbitrary.

The m.s.s. is (X̄n, Qn), where X̄n = 1

n

n∑
i=1

Xi and Qn =
n∑

i=1

(Xi − X̄n)2. Consider the

t-statistic t = √
n(X̄n − μ)/Sn , where S2

n = Qn/(n − 1). The t-test of H0 against H1

is given by

φ(X̄n, Sn) =
{

1, if
√

n|X̄n − μ0|/Sn ≥ t1−α/2[n − 1]
0, otherwise.

t1−α/2[n − 1] is the (1 − α/2)-quantile of the t-distribution with n − 1 degrees of
freedom. It is easy to verify that this t-test has the size α. Its power function can be
determined in the following manner. If μ 
= μ0 then

Pμ,σ

{√
n
|X̄n − μ0|

Sn
≥ t1−α/2[n − 1]

}
= P{t[n − 1; δ

√
n] ≤ −t1−α/2[n − 1]}

+ P{t[n − 1; δ
√

n] ≥ t1−α/2[n − 1]},

where δ = (μ − μ0)/σ . According to (2.12.22), this power function can be computed
according to the formula

ψ(δ2) = 1 − e− n
2 δ

2
∞∑
j=0

( n
2 δ

2) j

j!
IR(c)

(
1

2
+ j,

ν

2

)
,
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where ν = n − 1, c = t1−α/2[n − 1] and R(c) = c2/(ν + c2). We notice that the
power function depends on δ2 and is therefore symmetric around δ0 = 0. We prove

now that the t-test is unbiased. Rewrite the power function as a function of λ = nδ2

2

and a mixture of Poisson P(λ) with I

(
1

2
+ J,

ν

2

)
, where J ∼ P(λ) and R(c) =

c2/(ν + c2). The family P(λ) is MLR in J . Moreover, IR(c)

(
1

2
+ j,

ν

2

)
is a decreas-

ing function of j . Hence, by Karlin’s Lemma, ψ(λ) = 1 − Eλ

{
IR(c)

(
1

2
+ J,

ν

2

)}
is

an increasing function of λ. Moreover, ψ(0) = α. This proves that the test is unbiased.

B. Testing the Significance of the Sample Correlation
(X1,Y1), . . . , (Xn,Yn) are i.i.d. random vectors having a bivariate normal dis-

tribution. Let r be the sample coefficient of correlation (formula 2.13.1). Consider
the problem of testing the hypothesis H0 : ρ ≤ 0, (μ1, μ2, σ1, σ2) arbitrary; against
H1 : ρ > 0, (μ1, μ2, σ1, σ2) arbitrary. Here we have four nuisance parameters. As
shown in Section 2.15, the distribution of r is independent of the nuisance param-
eters (μ1, μ2, σ1, σ2) and when ρ = 0 (on the boundary between �0 and �1), it is
independent of all the parameters. Moreover, according to (2.13.11), the following
test is boundary α-similar.

φ(r ) =
{

1, if
r√

1 − r 2

√
n − 2 ≥ t1−α[n − 2]

0, otherwise.

The power function depends only on the parameter ρ and is given by

ψ(ρ) = Pρ

⎧⎨⎩r ≥
(

t2
1−α[n − 2]

n − 2 + t2
1−α[n − 2]

)1/2
⎫⎬⎭ .

According to (2.13.12), this is equal to

ψ(ρ) = 2n−4

π (n − 3)!
(1 − ρ2)

n−1
2

·
∞∑
j=0

�

(
n + j − 1

2

)
�

(
j + 1

2

)
�
(n

2
− 1
) (2ρ) j

j!
IR(t)

(
j + 1

2
,

n

2
− 1

)
,

where R(t) = (n − 2)/(n − 2 + t2
1−α[n − 2]). To show that this power function is a

monotone nondecreasing function of ρ, one can prove that the family of densities of
r under ρ (2.13.12) is an MLR with respect to r . Therefore, according to Karlin’s
Lemma, Eρ{φ(r )} is a nondecreasing function of ρ. Thus, the test function φ(r ) is
not only boundary α-similar but also unbiased.
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Example 4.9. Let X and Y be independent r.v.s having Poisson distributions with
means λ1 and λ2, respectively. We wish to test the hypotheses H0 : λ1 = λ2 against
H1 : λ1 
= λ2. Let T = X + Y . The conditional distribution of X given T is the
binomial B(T, p) where p = λ1/(λ1 + λ2). The marginal distribution of T is P(ν)
where ν = λ1 + λ2. We can therefore write the joint p.d.f. of X and T in the form

p(x, T ; θ, τ ) =
(

T

x

)
1

T !
exp{θ X + τT − ν},

where θ = log(λ1/λ2) and τ = log λ2. Thus, the hypotheses under consideration are
equivalent to H0 : θ = 0, τ arbitrary; against H1 : θ 
= 0, τ arbitrary.

Accordingly, we consider the two-sided test functions

φ0(X | T ) =
⎧⎨⎩1, if X < ξ1(T ) or X > ξ2(T )
γi (T ), if X = ξi (T ), i = 1, 2
0, otherwise.

This test is uniformly most powerful unbiased of size α if the functions ξi (T ) and
γi (T ), i = 1, 2, are determined according to the conditional distribution of X given T ,
under H0. As mentioned earlier, this conditional distribution is the binomial B(T, 1

2 ).
This is a symmetric distribution around X0 = T/2. In other words, b(i ; T, 1

2 ) =
b(T − i ; T, 1

2 ), for all i = 0, . . . , T . Conditions (4.5.9) are equivalent to

(i)
ξ1−1∑
i=0

b

(
i ; T,

1

2

)
+ γ1b

(
ξ1; T,

1

2

)
+ γ2b

(
ξ2; T,

1

2

)
+

T∑
i=ξ2+1

b

(
i ; T,

1

2

)
= α,

(ii)
ξ1−1∑
i=0

ib

(
i ; T,

1

2

)
+ γ1ξ1b

(
ξ1; T,

1

2

)
+ γ2ξ2b

(
ξ2; T,

1

2

)
+

T∑
i=ξ2+1

ib

(
i ; T,

1

2

)
= α · T

2
.

It is easy to verify that, due to the symmetry of the Binomial B(T, 1
2 ), the functions

that satisfy (i) and (ii) are

ξ1(T ) = B−1

(
α

2
; T,

1

2

)
,

ξ2(T ) = T − ξ1(T ),

γ1(T ) =
α
2 − B(ξ1(T ) − 1; T, 1

2 )

b(ξ1(T ); T, 1
2 )

,

and γ2(T ) = γ1(T ).

Here B−1( α2 ; T, 1
2 ) is the α

2 -quantile of B(T, 1
2 ) and B( j ; T, 1

2 ) is the c.d.f. of B(T, 1
2 )

at X = j .
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Example 4.10. In a clinical trial we test the effect of a certain treatment, in compar-
ison to some standard treatment, at two different stations. The null hypothesis is that
the effect of the two treatments relative to the control is the same at the two stations.
For this objective, a balanced experiment is conducted in which 2n patients are tested
at each station, n patients with the new treatment and n with the standard one. The
observed random variables, Xi j (i = 1, 2; j = 1, 2) are the number of successes in
each sample of n. There are four independent binomial random variables. Let θi j

(i, j = 1, 2) denote the probability of success. i = 1, 2 denotes the station index and
j = 1, 2 denotes the treatment index ( j = 1 for the standard treatment and j = 2 for
the new treatment). Thus Xi j ∼ B(n, θi j ). Let Ti = Xi1 + Xi2 (i = 1, 2) and

ρi = θi1

θi2
· 1 − θi2

1 − θi1
, i = 1, 2.

Let Yi = Xi1 (i = 1, 2). The conditional p.d.f. of Yi given Ti is the confluent hyper-
geometric function

p(y | Ti = t) =

(
n

y

)(
n

t − y

)
ρ

y
i

t∑
k=0

(
n

k

)(
n

t − k

)
ρk

i

, y = 0, . . . , t,

where generally

(
a

b

)
= 0 if b > a. We notice that when ρi = 1 (i.e., θi1 = θi2), then

the p.d.f. is the hypergeometric p.d.f. h(y | 2n, n, t) as given by (2.3.6). Thus, since
Y1 and Y2 are independent, the joint conditional p.d.f. of (Y1,Y2) given T1 = t and
T2 = v under (ρ1, ρ2) is

p(y1, y2 | T1 = t, T2 = v) =

(
n

y1

)(
n

y2

)(
n

t − y1

)(
n

v − y2

)
ρ

y1
1 ρ

y2
2

t∑
k1=0

v∑
k2=0

(
n

k1

)(
n

k2

)(
n

t − k1

)(
n

v − k2

)
ρ

k1
1 ρ

k2
2

,

y1 = 0, . . . , t, y2 = 0, . . . , v .

We consider the problem of testing the hypotheses:

H0 : ρ1 = ρ2 against H1 : ρ1 
= ρ2.

Our hypothesis H0 means that there is no interaction between the effect of the
treatment and that of the station. We notice now that under H0, S = Y1 + Y2 is a
sufficient statistic for the family of joint conditional distributions given T1 and T2.
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Furthermore, the conditional p.d.f. of Y1 given T1, T2, and S is

p(y | T1 = t, T2 = v, S = k) =

(
n

y

)(
n

k − y

)(
n

t − y

)(
n

v − k + j

)
ωy

k∑
j=0

(
n

j

)(
n

k − j

)(
n

t − j

)(
n

v − k + j

)
ω j

,

y = 0, . . . , k

where ω = ρ1/ρ2. The family of all the conditional distributions of Y1 given
(T1, T2, S) is an MLR family w.r.t. Y1. The hypotheses H0 : ρ1 = ρ2 against H1 :
ρ1 
= ρ2 are equivalent to the hypotheses H0 : ω = 1 against H1 : ω 
= 1. Accord-
ingly, the conditional test function

φ(Y1 | T1, T2, S) =
⎧⎨⎩1, if Y1 < ξ1(T1, T2, S) or Y1 > ξ2(T1, T2, S)
γi , if Y1 = ξi (T1, T2, S), i = 1, 2
0, otherwise,

is uniformly most powerful unbiased of size α, if the functions ξi (T1, T2, S) and
γi (T1, T2, S) are determined to satisfy conditions (i) and (ii) of (4.5.9) simultaneously.
To prove it, we have to show that the family of conditional joint distributions of S given
(T1, T2) is complete and that the power function of every test function is continuous
in (θ11, θ12, θ21, θ22). This is left to the reader as an exercise. For the computation of
the power function and further investigation, see Zacks and Solomon (1976).

Example 4.11. A. In this example we show that the t-test, which was derived in
Example 4.9, is uniformly most powerful unbiased. An m.s.s. for the family of normal
distributionsF = {N (μ, σ 2); −∞ < μ < ∞, 0 < σ < ∞} is (�Xi , �X2

i ). Let U =
1

n
�Xi and T = �X2

i . We notice that T is an m.s.s. for F∗ (the family restricted to

the boundary, μ = 0). Consider the statistic W = √
n U/

(
1

n − 1
T − nU 2)

)1/2

.

We notice that if μ = 0, then W ∼ t[n − 1] independently of σ 2. On the other
hand, T ∼ σ 2χ2[n] when μ = 0. Therefore, according to Basu’s Theorem, W and
T are independent for each θ ∈ �∗ (the boundary) since the family FT is complete.
Furthermore, W is an increasing function of U for each T . Hence, the t-test is
uniformly most powerful unbiased.

B. Consider part (B) of Example 4.9. The m.s.s. is (�Xi , �X2
i , �Yi ,

�Y 2
i , �Xi Yi ). If we denote by F∗ the family of all bivariate normal distributions

with ρ = 0 (corresponding to the boundary), then T = (�Xi , �X 2
i , �Yi , �Y 2

i ) is an
m.s.s. for F∗. Let U = �Xi Yi . The sample correlation coefficient r is given by

r = W (U, T ) = [nU − (�Xi )(�Yi )]/[n�X2
i − (�Xi )

2]1/2 · [n�Y 2
i − (�Yi )

2]1/2.
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This function is increasing in U for each T . We notice that the distribution of r
is independent of ν = (μ1, μ2, σ1, σ2). Therefore, r is independent of T for each ν

whenever ρ = 0. The test function φ(r ) of Example 4.9 is uniformly most powerful
unbiased to test H0 : ρ ≤ 0, ν arbitrary, against H1 : ρ > 0, ν arbitrary.

Example 4.12. Consider again the components of variance Model II of Analysis of
Variance, which is discussed in Example 3.9. Here, we have a three-parameter family
of normal distributions with parameters μ, σ 2, and τ 2. We set ρ = τ 2/σ 2.

A. For testing the hypotheses

H0 : μ ≤ 0, ν = (σ 2, ρ) arbitrary,

against

H1 : μ > 0, ν = (σ 2, ρ) arbitrary,

the t-test

φ(W ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1, if

√
nr ¯̄X(

n

r − 1

r∑
i=1

(X̄i − ¯̄X )2

)1/2 ≥ t1−α[r − 1]

0, otherwise

is a uniformly most powerful unbiased one. Indeed, if we set U = T3(X) = ¯̄X , T =

(T1(X), T2(X )), then W (U, T ) = √
nr U/

[
n

r − 1

r∑
i=1

(X̄i − ¯̄X )2

]1/2

is distributed

when μ = 0, as t[r − 1] for all (σ 2, ρ). The exponential family is complete. Hence,
W (U, T ) and T are independent for each (σ 2, ρ) when μ = 0. Furthermore, W (U, T )
is an increasing function of U for each T .

B. For testing the hypotheses

H0 : ρ ≤ 1, (σ 2, μ) arbitrary

against

H1 : ρ > 1, (σ 2, μ) arbitrary

the test function

φ(W ) =
{

1, if W ≥ F1−α[r − 1, r (n − 1)]

0, otherwise
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is uniformly most powerful unbiased. Here

W = nr (n − 1)
r∑

i=1

(X̄i − ¯̄X )2/(r − 1)
r∑

i=1

n∑
j=1

(Xi j − X̄i )
2,

and F1−α[r − 1, r (n − 1)] is the (1 − α)-quantile of the central F-distribution with
(r − 1) and r (n − 1) degrees of freedom.

Example 4.13. Let X ∼ N (θ, 1). We consider the two simple hypotheses H0 : θ = 0
versus H1 : θ = 1. The statistic �(X ) is

�(X ) = f (X ; 0)

max{ f (X ; 0), f (X ; 1)} = 1/max(1, eX−1/2).

Obviously, �(X ) = 1 if and only if X ≤ 1
2 . It follows that, under θ = 0, P0[�(X ) =

1] = �( 1
2 ) = .691. Therefore, in this example, the generalized likelihood ratio test

can be performed only for α ≤ 1 − .691 = .309 or for α = 1. This is a restriction on
the generalized likelihood ratio test. However, generally we are interested in small
values of α, for which the test exists.

Example 4.14. Let X1, . . . , Xn be i.i.d. random variables having a common Laplace
distribution with p.d.f.

f (x ; θ ) = 1

2
exp{−|x − θ |}, −∞ < x < ∞,

where the parameter space is � = {−∞ < θ < ∞}. We wish to test

H0 : θ = 0

against

H1 : θ 
= 0.

The sample statistic θ̂ , which minimizes
n∑

i=1

|xi − θ |, is the sample median

Me =
⎧⎨⎩X (m+1), if n = 2m + 1

1

2
(X(m) + X (m+1)), if n = 2m.
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Thus, the generalized likelihood statistic is

λ(Xn) = exp

{
−
(

n∑
i=1

|xi | −
n∑

i=1

|xi − Me|
)}

.

λ(Xn) is sufficiently small if

T (Xn) =
n∑

i=1

|Xi | −
n∑

i=1

|Xi − Me|

is sufficiently large. To obtain a size α test, we need the (1 − α)-quantile of the
sampling distribution of T (Xn) under θ = 0. M = 1000 simulation runs, using
S-PLUS, gave the following estimates of the .95th quantile of T (Xn).

Notice that −2 log�(Xn) = 2 · T (Xn) and that χ2
.95[1] = 3.8415. Also 2T̂.95,n

∼=
χ 2
.95[1].

n 20 50 100
T̂.95,n 1.9815 2.0013 1.9502

Example 4.15. Fleiss (1973, p. 131) gave the following 2 × 2 table of G-6-P D
deficiency (A) and type of schizophrenia (B) among N = 177 patients.

B Catatonic Paranoid �

A

Deficient 15 6 21
Non-deficient 57 99 156
� 72 105 177

We test whether the association between the two variables is significant. The
X2 statistic for this table is equal to 9.34. This is greater than χ2

.95[1] = 3.84 and
therefore significant at the α = .05 level. To perform the conditional test we compute
the hypergeometric distribution H (N , T, S) with N = 177, T = 21, and S = 72. In
Table 4.3, we present the p.d.f. h(x ; N , T, S) and the c.d.f. H (x ; N , T, S) of this
distribution.

According to this conditional distribution, with α = .05, we reject H0 whenever
X ≤ 4 or X ≥ 14. If X = 5 we reject H0 only with probability γ1 = .006. If X = 13
we reject H0 with probability γ2 = .699. In this example, X = 15 and therefore we
conclude that the association is significant.
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Table 4.3 The Hypergeometric Distribution H(177, 21, 72)

x h(x ; N , T, S) H (x ; N , T, S)

0 0.000007 0.000007
1 0.000124 0.000131
2 0.001022 0.001153
3 0.005208 0.006361
4 0.018376 0.024736
5 0.047735 0.072471
6 0.094763 0.167234
7 0.147277 0.314511
8 0.182095 0.496607
9 0.181006 0.677614

10 0.145576 0.823190
11 0.095008 0.918198
12 0.050308 0.968506
13 0.021543 0.990049

Example 4.16. Let X1, X2, . . . be a sequence of i.i.d. random variables having
a common normal distribution N (θ, 1), −∞ < θ < ∞. Suppose that for testing
the hypothesis H0 : θ ≤ 0 against H1 : θ ≥ 1, we construct the Wald SPRT of the
two simply hypotheses H ∗

0 : θ = 0 against H∗
1 : θ = 1 with boundaries A′ and B ′

corresponding to α = .05 and β = .05.
Notice that

Z = log
f1(X )

f0(X )
= −1

2
[(X − 1)2 − X2] = X − 1/2.

Accordingly,

μ(θ ) = Eθ

{
X − 1

2

}
= θ − 1

2
.

The m.g.f. of Z at θ is

Mθ (t) = Eθ {et(X− 1
2 )} = exp

{
t2

2
+
(
θ − 1

2

)
t

}
.

Thus, t0(θ ) = 1 − 2θ , and from (4.8.26)–(4.8.27), the acceptance probabilities are

π (θ ) ∼=
⎧⎨⎩ 191−2θ − 1

191−2θ − 192θ−1
, θ 
= .5

.5 θ = .5.
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In the following table we present some of the π (θ ) and Eθ {N } values, determined
according to the approximations (4.8.15) and (4.8.26).

θ −1 −.5 0. .25 .50 .75 1 1.5 2.0
π (θ ) .99985 .99724 .95000 .81339 .50000 .18601 .05000 .00276 .00015
Eθ {N } 2.0 2.9 5.3 7.4 8.7 7.4 5.3 2.9 2.0

The number of observations required in a fixed sample design for testing H∗
0 :

θ = 0 against H ∗
1 : θ = 1 with α = β = .05 is n = 16. According to the above table,

the expected sample size in a SPRT when θ = 0 or θ = 1 is only one third of that
required in a fixed sample testing.

PART III: PROBLEMS

Section 4.1

4.1.1 Consider Example 4.1. It was suggested to apply the test statistic φ(X ) =
I {X ≤ 18}. What is the power of the test if (i) θ = .6; (ii) θ = .5; (iii)
θ = .4? [Hint: Compute the power exactly by applying the proper binomial
distributions.]

4.1.2 Consider the testing problem of Example 4.1 but assume that the number of
trials is n = 100.

(i) Apply the normal approximation to the binomial to develop a large
sample test of the hypothesis H0 : θ ≥ .75 against the alternative H1 :
θ < .75.

(ii) Apply the normal approximation to determine the power of the large
sample test when θ = .5.

(iii) Determine the sample size n according to the large sample formulae so
that the power of the test, when θ = .6, will not be smaller than 0.9,
while the size of the test will not exceed α = .05.

4.1.3 Suppose that X has a Poisson distribution with mean λ. Consider the hypothe-
ses H0 : λ = 20 against H1 : λ 
= 20.

(i) Apply the normal approximation to the Poisson to develop a test of H0

against H1 at level of significance α = .05.

(ii) Approximate the power function and determine its value when λ = 25.

Section 4.2

4.2.1 Let X1, . . . , Xn be i.i.d. random variables having a common negative-
binomial distribution N B(ψ, ν), where ν is known.

(i) Apply the Neyman–Pearson Lemma to derive the MP test of size α of
H0 : ψ ≤ ψ0 against H1 : ψ > ψ1, where 0 < ψ0 < ψ1 < 1.
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(ii) What is the power function of the test?

(iii) What should be the sample size n so that, when ψ0 = .05 and α = .10,
the power at ψ = .15 will be 1 − β = .80?

4.2.2 Let X1, X2, . . . , Xn be i.i.d. random variables having a common dis-
tribution Fθ belonging to a regular family. Consider the two sim-
ple hypotheses H0 : θ = θ0 against H1 : θ = θ1; θ0 
= θ1. Let σ 2

i =
varθi {log( f (X1; θ1)/ f (X1; θ0))}, i = 0, 1, and assume that 0 < σ 2

i < ∞,
i = 0, 1. Apply the Central Limit Theorem to approximate the MP test and its
power in terms of the Kullback–Leibler information functions I (θ0, θ1) and
I (θ1, θ0), when the sample size n is sufficiently large.

4.2.3 Consider the one-parameter exponential type family with p.d.f. f (x ;ψ) =
h(x) exp{ψx1 − K (ψ)}, where K (ψ) is strictly convex having second deriva-
tives at all ψ ∈ �, i.e., K ′′(ψ) > 0 for all ψ ∈ �, where � is an open interval
on the real line. For applying the asymptotic results of the previous problem
to test H0 : ψ ≤ ψ0 against H1 : ψ ≥ ψ1, where ψ0 < ψ1, show

(i) Eψi {log( f (X ;ψ1)/ f (X ;ψ0))} = K ′(ψi ) · (ψ1 − ψ0) − (K (ψ1) −
K (ψ0)); i = 0, 1.

(ii) Varψi (log( f (X ;ψ1)/ f (X ;ψ0))} = (ψ1 − ψ0)2 K ′′(ψi ); i = 0, 1.

(iii) If Z j = log( f (X j ;ψ1)/ f (X j ;ψ0)); j = 1, 2, . . . where X1, X2, . . . , Xn

are i.i.d. and Z̄n = 1

n

n∑
j=1

Z j , then the MP test of size α for H∗
0 : ψ = ψ0

against H ∗
1 : ψ = ψ1 is asymptotically of the form φ(Z̄n) = I {Z̄n ≥

lα}, where lα = K ′(ψ0)(ψ1 − ψ0) − (K (ψ1) − K (ψ0)) + z1−α√
n

(ψ1 −
ψ0)(K ′′(ψ0))1/2 and z1−α = �−1(1 − α).

(iv) The power of the asymptotic test at ψ1 is approximately

�

(
√

n
1

(K ′′(ψ1))1/2
(K ′(ψ1) − K ′(ψ0)) − z1−α

(
K ′′(ψ0)

K ′′(ψ1)

)1/2
)
.

(v) Show that the power function given in (iv) is monotonically increasing
in ψ1.

4.2.4 Let X1, X2, . . . , Xn be i.i.d. random variables having a common negative-
binomial distribution N B(p, ν), ν fixed. Apply the results of the previous
problem to derive a large sample test of size α of H0 : p ≤ p0 against H1 :
p ≥ p1, 0 < p0 < p1 < 1.

4.2.5 Let X1, X2, . . . , Xn be i.i.d. random variables having a common distribution
with p.d.f. f (x ;μ, θ) = (1 − θ )φ(x) + θφ(x − μ), −∞ < x < ∞, where μ

is known, μ > 0; 0 ≤ θ ≤ 1; and φ(x) is the standard normal p.d.f.
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(i) Construct the MP test of size α of H0 : θ = 0 against H1 : θ = θ1,
0 < θ1 < 1.

(ii) What is the critical level and the power of the test?

4.2.6 Let X1, . . . , Xn be i.i.d. random variables having a common continuous dis-
tribution with p.d.f. f (x ; θ ). Consider the problem of testing the two simple
hypotheses H0 : θ = θ0 against H1 : θ = θ1, θ0 
= θ1. The MP test is of the

form φ(x) = I {Sn ≥ c}, where Sn =
n∑

i=1

log( f (Xi ; θ1)/ f (Xi ; θ0)). The two

types of error associated with φc are

ε0(c) = P0{Sn ≥ c} and ε1(c) = P1{Sn < c}.

A test φc∗ is called minimax if it minimizes max(ε0(c), ε1(c)). Show that φc∗

is minimax if there exists a c∗ such that ε0(c∗) = ε1(c∗).

Section 4.3

4.3.1 Consider the one-parameter exponential type family with p.d.f.s

f (x ; θ ) = h(x) exp{Q(θ )U (x) + C(θ )}, θ ∈ �,

where Q ′(θ ) > 0 for all θ ∈ �; Q(θ ) and C(θ ) have second order derivatives
at all θ ∈ �.

(i) Show that the family F is MLR in U (X ).

(ii) Suppose that X1, . . . , Xn are i.i.d. random variables having such a dis-

tribution. What is the distribution of the m.s.s. T (X) =
n∑

j=1

U (X j )?

(iii) Construct the UMP test of size α of H0 : θ ≤ θ0 against H1 : θ > θ0.

(iv) Show that the power function is differentiable and monotone increasing
in θ .

4.3.2 Let X1, . . . , Xn be i.i.d. random variables having a scale and location param-
eter exponential distribution with p.d.f.

f (x ;μ, σ ) = 1

σ
exp

{
− 1

σ
(x − μ)

}
I {x ≥ μ};

0 < σ < ∞; −∞ < μ < ∞.

(i) Develop the α-level UMP test of H0 : μ ≤ μ0, against μ > μ0 when σ

is known.

(ii) Consider the hypotheses H0 : μ = μ0, σ = σ0 against H1 : μ < μ0,
σ < σ0. Show that there exists a UMP test of size α and provide its
power function.
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4.3.3 Consider n identical systems that operate independently. It is assumed that the

time till failure of a system has a G

(
1

θ
, 1

)
distribution. Let Y1,Y2, . . . ,Yr

be the failure times until the r th failure.

(i) Show that the total life Tn,r =
r∑

i=1

Yi + (n − r )Yr is distributed like

θ

2
χ 2[2r ].

(ii) Construct the α-level UMP test of H0 : θ ≤ θ0 against H1 : θ > θ0 based
on Tn,r .

(iii) What is the power function of the UMP test?

4.3.4 Consider the linear regression model prescribed in Problem 3, Section 2.9.
Assume that α and σ are known.

(i) What is the least-squares estimator of β?

(ii) Show that there exists a UMP test of size α for H0 : β ≤ β0 against
β > β0.

(iii) Write the power function of the UMP test.

Section 4.4

4.4.1 Let X1, . . . , Xn be i.i.d. random variables having an N (0, σ 2) distribution.
Determine the UMP unbiased test of size α of H0 : σ 2 = σ 2

0 against H1 :
σ 2 
= σ 2

0 , where 0 < σ 2
0 < ∞.

4.4.2 Let X ∼ B(20, θ ), 0 < θ < 1. Construct the UMP unbiased test of size α =
.05 of H0 : θ = .15 against H1 : θ 
= .15. What is the power of the test when
θ = .05, .15, .20, .25

4.4.3 Let X1, . . . , Xn be i.i.d. having a common exponential distribution G( 1
θ
, 1),

0 < θ < ∞. Consider the reliability function ρ = exp{−t/θ}, where t is
known. Construct the UMP unbiased test of size α for H0 : ρ = ρ0 against
H1 : ρ 
= ρ0, for some 0 < ρ0 < 1.

Section 4.5

4.5.1 Let X1, . . . , Xn be i.i.d. random variables where X1 ∼ ξ + G(
1

σ
, 1), −∞ <

ξ < ∞, 0 < σ < ∞. Construct the UMPU tests of size α and their power
function for the hypotheses:

(i) H0 : ξ ≤ ξ0, σ arbitrary; H1 : ξ > ξ0, σ arbitrary.

(ii) H0 : σ = σ0, ξ arbitrary; H1 : σ 
= σ0, ξ arbitrary.

4.5.2 Let X1, . . . , Xm be i.i.d. random variables distributed like N (μ1, σ
2) and let

Y1, . . . ,Yn be i.i.d. random variables distributed like N (μ2, σ
2); −∞ < μ1,
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μ2 < ∞; 0 < σ 2 < ∞. Furthermore, the X -sample is independent of the
Y -sample. Construct the UMPU test of size α for

(i) H0 : μ1 = μ2, σ arbitrary; H1 : μ1 
= μ2, σ arbitrary.

(ii) What is the power function of the test?

4.5.3 Let X1, . . . , Xn be i.i.d. random variables having N (μ, σ 2) distribution. Con-
struct a test of size α for H0 : μ + 2σ ≥ 0 against μ + 2σ < 0. What is the
power function of the test?

4.5.4 In continuation of Problem 3, construct a test of size α for

H0 : μ1 + 5μ2 ≤ 10, σ arbitrary;

H1 : μ1 + 5μ2 > 10, σ arbitrary.

4.5.5 Let (X1, X2) have a trinomial distribution with parameters (n, θ1, θ2), where
0 < θ1, θ2 < 1, and θ1 + θ2 ≤ 1. Construct the UMPU test of size α of the
hypotheses H0 : θ1 = θ2; H1 : θ1 
= θ2.

4.5.6 Let X1, X2, X3 be independent Poisson random variables with means λ1, λ2,
λ3, respectively, 0 < λi < ∞ (i = 1, 2, 3). Construct the UMPU test of size
α of H0 : λ1 = λ2 = λ3; H1 : λ1 > λ2 > λ3.

Section 4.6

4.6.1 Consider the normal regression model of Problem 3, Section 2.9. Develop the
likelihood ratio test, of size ε, of

(i) H0 : α = 0, β, σ arbitrary; H1 : α 
= 0; β, σ arbitrary.

(ii) H0 : β = 0, α, σ arbitrary; H1 : β 
= 0; α, σ arbitrary.

(iii) σ ≥ σ0, α, β arbitrary; H1 : σ < σ0; α, β arbitrary.

4.6.2 Let (X̄1, S2
1 ), . . . , (X̄k, S2

k ) be the sample mean and variance of k independent
random samples of size n1, . . . , nk , respectively, from normal distributions
N (μi , σ

2
i ), i = 1, . . . , k. Develop the likelihood ratio test for testing H0 :

σ1 = · · · = σk ; μ1, . . . , μk arbitrary against the general alternative H1 :
σ1, . . . ,

σk and μ1, . . . , μk arbitrary. [The test that rejects H0 when
k∑

i=1

ni log
S2

p

S2
i

≥

χ 2
1−α[k − 1], where S2

p = 1

N − k

k∑
i=1

(ni − 1)S2
i and N =

k∑
i=1

ni , is known

as the Bartlett test for the equality of variances (Hald, 1952, p. 290).]
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4.6.3 Let (X1, . . . , Xk ) have a multinomial distribution MN(n, θ ), where θ =
(θ1, . . . , θk), 0 < θi < 1,

k∑
i=1

θi = 1. Develop the likelihood ratio test of

H0 : θ1 = · · · = θk = 1
k against H1 : θ arbitrary. Provide a large sample

approximation for the critical value.

4.6.4 Let (Xi ,Yi ), i = 1, . . . , n, be i.i.d. random vectors having a bivariate normal

distribution with zero means and covariance matrix �| = σ 2

(
1 ρ

ρ 1

)
, 0 <

σ 2 < ∞, −1 < ρ < 1. Develop the likelihood ratio test of H0 : ρ = 0, σ

arbitrary against H1 : ρ 
= 0, σ arbitrary.

4.6.5 Let (x11,Y11), . . . , (X1n,Y1n) and (x21,Y21), . . . , (x2n,Y2n) be two sets of
independent normal regression points, i.e., Yi j ∼ N (α1 + β1x j , σ

2), j =
1, . . . , n and Y2 j ∼ N (α2 + β2x j ; σ 2), where x(1) = (x11, . . . , x1n)′ and x(2) =
(x21, . . . , x2n)′ are known constants.

(i) Construct the likelihood ratio test of H0 : α1 = α2, β1, β2, σ arbitrary;
against H1 : α1 
= α2; β1, β2, σ arbitrary.

(ii) H0 : β1 = β2, α1, α2 arbitrary; against H1 : β1 
= β2; α1, α2, σ arbitrary.

4.6.6 The one-way analysis of variance (ANOVA) developed in Section 4.6 corre-
sponds to model (4.6.31), which is labelled Model I. In this model, the incre-
mental effects are fixed. Consider now the random effects model of Example
3.9, which is labelled Model II. The analysis of variance tests H0 : τ 2 = 0,
σ 2 arbitrary; against H1 : τ 2 > 0, σ 2 arbitrary; where τ 2 is the variance of the
random effects a1, . . . , ar . Assume that all the samples are of equal size, i.e.,
n1 = · · · = nr = n.

(i) Show that S2
p = 1

r

r∑
i=1

S2
i and S2

b = n
r−1

r∑
i=1

(X̄i − ¯̄X )2 are independent.

(ii) Show that S2
b ∼ (σ 2 + nτ 2)χ2[r − 1]/(r − 1).

(iii) Show that the F-ratio (4.6.27) is distributed like (1 + n τ 2

σ 2 ) F[r − 1,
r (n − 1)].

(iv) What is the ANOVA test of H0 against H1?

(v) What is the power function of the ANOVA test? [Express this function
in terms of the incomplete beta function and compare the result with
(4.6.29)–(4.6.30).]

4.6.7 Consider the two-way layout model of ANOVA (4.6.33) in which the incre-
mental effects of A, τ A

1 , . . . , τ A
r1

, are considered fixed, but those of B,
τ B

1 , . . . , τ B
r2

, are considered i.i.d. random variables having a N (0, σ 2
B) distribu-

tion. The interaction components τ AB
i j are also considered i.i.d. (independent
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of τ B
j ) having a N (0, σ 2

AB) distribution. The model is then called a mixed
effect model. Develop the ANOVA tests of the null hypotheses

H (1)
0 : σ 2

AB = 0,

H (2)
0 :

r1∑
i=1

(τ A
i )2 = 0,

H (3)
0 : σ 2

B = 0.

What are the power functions of the various F-tests (see Scheffé, 1959,
Chapter 8)?

Section 4.7

4.7.1 Apply the X2-test to test the significance of the association between the
attributes A, B in the following contingency table

A1 A2 A3 Sum

B1 150 270 500 920
B2 550 1750 300 2600
Sum 700 2020 800 3520

At what level of significance, α, would you reject the hypothesis of no
association?

4.7.2 The X2-test statistic (4.7.5) can be applied in large sample to test the equal-
ity of the success probabilities of k Bernoulli trials. More specifically, let
f1, . . . , fk be independent random variables having binomial distributions
B(ni , θi ), i = 1, . . . , k. The hypothesis to test is H0 : θ1 = · · · = θk = θ , θ
arbitrary against H1 : the θs are not all equal. Notice that if H0 is correct, then

T =
k∑

i=1

fi ∼ B(N , θ ) where N =
k∑

i=1

ni . Construct the 2 × k contingency

table

E1 · · · Ek Total

S f1 · · · fk T
F n1 − f1 · · · nk − fk N − T
Total n1 nk N

This is an example of a contingency table in which one margin is fixed
(n1, . . . , nk) and the cell frequencies do not follow a multinomial distribution.
The hypothesis H0 is equivalent to the hypothesis that there is no association
between the trial number and the result (success or failure).
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(i) Show that the X 2 statistic is equal in the present case to

X 2 =
k∑

i=1

ni

(
fi

ni
− T

N

)2

T

N

(
1 − T

N

) .

(ii) Show that if ni → ∞ for all i = 1, . . . , k so that ni
N → λi , 0 < λi < 1

for all i = 1, . . . , k, then, under H0, X 2 is asymptotically distributed like
χ2[k − 1].

4.7.3 The test statistic X2, as given by (4.7.5) can be applied to test also whether a
certain distribution F0(x) fits the frequency distribution of a certain random
variable. More specifically, let Y be a random variable having a distribution
over (a, b), where a could assume the value −∞ and/or b could assume
the value +∞. Let η0 < η1 < · · · < ηk with η0 = a and ηk = b, be a given
partition of (a, b). Let fi (i = 1, . . . , k) be the observed frequency of Y over

(ηi−1, ηi ) among N i.i.d. observations on Y1, . . . ,Yn , i.e., fi =
n∑

j=1

I {ηi−1 <

Y j ≤ ηi }, i = 1, . . . , k. We wish to test the hypothesis H0 : FY (y) ≡ F0(y),
where FY (y) denotes the c.d.f. of Y . We notice that if H0 is true, then the
expected frequency of Y at [ηi−1, ηi ] is ei = N {F0(ηi ) − F0(ηi−1)}. Accord-
ingly, the test statistic X2 assumes the form

X2 =
k∑

i=1

f 2
i /N [F0(ηi ) − F0(ηi−1)] − N .

The hypothesis H0 is rejected, in large samples, at level of significance α if
X2 ≥ χ2

1−α[k − 1]. This is a large sample test of goodness of fit, proposed in
1900 by Karl Pearson (see Lancaster, 1969, Chapter VIII; Bickel and Dok-
sum, 1977, Chapter 8, for derivations and proofs concerning the asymptotic
distribution of X2 under H0).

The following 50 numbers are so-called “random numbers” generated by
a desk calculator: 0.9315, 0.2695, 0.3878, 0.9745, 0.9924, 0.7457, 0.8475,
0.6628, 0.8187, 0.8893, 0.8349, 0.7307, 0.0561, 0.2743, 0.0894, 0.8752,
0.6811, 0.2633, 0.2017, 0.9175, 0.9216, 0.6255, 0.4706, 0.6466, 0.1435,
0.3346, 0.8364, 0.3615, 0.1722, 0.2976, 0.7496, 0.2839, 0.4761, 0.9145,
0.2593, 0.6382, 0.2503, 0.3774, 0.2375, 0.8477, 0.8377, 0.5630, 0.2949,
0.6426, 0.9733, 0.4877, 0.4357, 0.6582, 0.6353, 0.2173. Partition the interval
(0, 1) to k = 7 equal length subintervals and apply the X2 test statistic to test
whether the rectangular distribution R(0, 1) fits the frequency distribution of
the above sample. [If any of the seven frequencies is smaller than six, combine
two adjacent subintervals until all frequencies are not smaller than six.]
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4.7.4 In continuation of the previous problem, if the hypothesis H0 specifies a
distribution F(x ; θ ) that depends on a parameter θ = (θ1, . . . , θr ), i ≤ r , but
the value of the parameter is unknown, the large sample test of goodness of fit
compares

X2 =
k∑

i=1

f 2
i /N [F(ηi ; θ̂ ) − F(ηi−1; θ̂ )] − N

with χ2
1−α[k − 1 − r ] (Lancaster, 1969, p. 148), where θ̂ are estimates of θ

obtained by maximizing

Q =
k∑

i=1

fi log[F(ηi ; θ ) − F(ηi−1; θ )].

(i) Suppose that η0 = 0 < η1 < · · · < ηk = ∞ and F(x ; σ ) = 1 −
exp{−x/σ }, 0 < σ < ∞. Given η1, . . . , ηk−1 and f1, . . . , fk , N , how
would you estimate σ?

(ii) What is the likelihood ratio statistic for testing H0 against the alternative
that the distribution F is arbitrary?

(iii) Under what conditions would the likelihood ratio statistic be asymptot-
ically equivalent, as N → ∞, to X 2 (see Bickel and Doksum, 1977, p.
394)?

4.7.5 Consider Problem 3 of Section 2.9. Let (X1i , X2i ), i = 1, . . . , n be a sample
of n i.i.d. such vectors. Construct a test of H0 : ρ = 0 against H1 : ρ 
= 0, at
level of significance α.

Section 4.8

4.8.1 Let X1, X2, . . . be a sequence of i.i.d. random variables having a common
binomial distribution B(1, θ ), 0 < θ < 1.

(i) Construct the Wald SPRT for testing H0 : θ = θ0 against H1 : θ = θ1,
0 < θ0 < θ1 < 1, aiming at error probabilities α and β, by applying the
approximation A′ = logβ(1 − α) and B ′ = log(1 − β)/α.

(ii) Compute and graph the OC curve for the case of θ0 = .01, θ1 = .10,
α = .05, β = .05, using approximations (4.8.26)–(4.8.29).

(iii) What is Eθ {N } for θ = .08?

4.8.2 Let X1, X2, . . . be a sequence of i.i.d. random variables having a N (0, σ 2)
distribution. Construct the Wald SPRT to test H0 : σ 2 = 1 against H1 : σ 2 = 2
with error probabilitiesα = .01 andβ = .07. What isπ (σ 2) and Eσ 2{N } when
σ 2 = 1.5?
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4.1.2 The sample size is n = 100.

(i) The large sample test is based on the normal approximation

φ(X ) = I {X ≤ 100 × 0.75 − Z1−α

√
100 × 0.75 × 0.25}

= I {X ≤ 75 − Z1−α4.33}.

(ii) The power of the test when θ = 0.50 is

ψ(0.5) = P0.5(X ≤ 75 − Z1−α4.33)

.= �

(
75 − 4.33Z1−α − 50√

100 × .5 × .5

)
= �

(
5 − 4.33

5
Z1−α

)
.

(iii) We have to satisfy two equations:

(i) �
(

C − n × 0.75√
n × 0.75 × 0.25

)
≤ 0.05

(ii) �
(

C − n × 0.6√
n × 0.6 × 0.4

)
≥ 0.9.

The solution of these 2 equations is n
.= 82, C

.= 55. For these values
n and C we have α = 0.066 and ψ(0.6) = 0.924.

4.2.1 Assume that ν = 2. The m.s.s. is T =
n∑

i=1

Xi ∼ N B(ψ, 2n).

(i) This is an MLR family. Hence, the MP test is

φ0(T ) =
⎧⎨⎩1, if T > N B−1(1 − α;ψ0, 2n)
γα, T = N B−1(1 − α;ψ0, 2n)
0, T < N B−1(1 − α;ψ0, 2n).

Let T1−α(ψ0) = N B−1(1 − α; 2n, ψ0). Then

γα = 1 − α − P{T ≤ T1−α(ψ0) − 1}
P{T = T1−α(ψ0)} .

(ii) The power function is

Power(ψ) = Pψ{T > T1−α(ψ0)} + γα Pψ{T = T1−α(ψ0)}.
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We can compute these functions with the formula

Pψ{T ≤ t} = I1−ψ (2n, t + 1).

(iii) We can start with the large sample normal approximation

Pψ (T ≤ t) ∼= �

(
t − 2nψ/(1 − ψ)√

2nψ/(1 − ψ)2

)

= �

(
(1 − ψ)t − 2nψ√

2nψ

)
.

For ψ0 = 0.05, α = 0.10, ψ1 = 0.15, 1 − β = 0.8, we get the
equations

(i) 0.95t − 2n × 0.05 = 1.2816
√

2n × 0.05.

(ii) 0.85t − 2n × 0.15 = −0.8416
√

2n × 0.15.

The solution of these equations is n = 15.303 and t = 3.39. Since
n and t are integers we take n = 16 and t = 3. Indeed, P0.05(T ≤ 3) =
I.95(32, 4) = 0.904. Thus,

φ0(T ) =
⎧⎨⎩1, if T > 3

0.972, if T = 3
0, if T < 3.

The power at ψ = 0.15 is

Power(0.15) = P0.15{T > 3} + 0.972P0.15{T = 3}
= 0.8994.

4.2.3 f (X ;ψ) = h(x) exp(ψX − K (ψ)).
For ψ1 > ψ0,

f (X ;ψ1)

f (X ;ψ0)
= exp{(ψ1 − ψ0)X − (K (ψ1) − K (ψ0))}.

(i)
Ei

{
log

f (X ;ψ1)

f (X ;ψ0)

}
= Ei {(ψ1 − ψ0)X} − (K (ψ1) − K (ψ0)}

= (ψ1 − ψ0)K ′(ψi ) − (K (ψ1) − K (ψ0)).
Since Ei {X} = K ′(ψi ), i = 0, 1.

(ii)
Vi

{
log

f1(X )

f0(X )

}
= (ψ1 − ψ0)2Vi {X}

= (ψ1 − ψ0)2 K ′′(ψi ), i = 0, 1.
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(iii) The MP test of H∗
0 versus H ∗

1 is asymptotically (large n)

φ(Z̄n) = I {Z̄n ≥ (ψ1 − ψ0)K ′(ψ0) − (K (ψ1) − K (ψ0))

+ Z1−α

1√
n

(ψ1 − ψ0)(K ′′(ψ0))1/2}.

(iv)

Power(ψ1) = Pψ1 Z̄n ≥ lα}

= 1 − �

(
(ψ1 − ψ0)(K ′(ψ0) − K ′(ψ1)) + Z1−α

1√
n
(ψ1 − ψ0)

√
K ′′(ψ0)

1√
n (ψ1 − ψ0)

√
K ′′(ψ1)

)

= �

(
√

n
K ′(ψ1) − K ′(ψ0)√

K ′′(ψ1)
− Z1−α

√
K ′′(ψ0)

K ′′(ψ1)

)
.

4.3.1 Since Q ′(θ ) > 0, if θ1 < θ2 then Q(θ2) > Q(θ1)

f (X ; θ2)

f (X ; θ1)
= exp{(Q(θ2) − Q(θ1))U (X ) + C(θ2) − C(θ1)}.

(i) F = { f (X ; θ ), θ ∈ �} is MLR in U (X ) since exp{(Q(θ2) −
Q(θ1))U (X )} ↗ U (X ).

(ii)

T (X) =
n∑

j=1

U (X j )

f (X; θ ) =
n∏

j=1

h(X j ) · exp

⎧⎨⎩Q(θ )
n∑

j=1

U (X j ) + nC(θ )

⎫⎬⎭ .

Thus, the p.d.f. of T (X) is

f (t ; θ ) = exp(Q(θ )t + nC(θ ))A(t ; θ )

= exp(Q(θ )t)∫
exp(Q(θ )t)dλ(t)

= exp(Q(θ )t − K (θ )),

where

K (θ ) = log

(∫
exp{Q(θ )t}dλ(t)

)
.

This is a one-parameter exponential type density.
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(iii) The UMP test of H0 : θ ≤ θ0 versus H1 : θ > θ0 is

φ0(T ) =
⎧⎨⎩1, if T > Cα(θ0)
γα, if T = Cα(θ0)
0, if T < Cα(θ0),

where Cα(θ0) is the (1 − α) quantile of T under θ0. If T is discrete then

γα = 1 − α − Pθ0{T ≤ Cα(θ0) − 0}
Pθ0{T = Cα(θ0)} .

(iv)

Power(θ ) = Eθ {φ0(T )}

=
∫ ∞

Cα(θ0)+
exp{Q(θ )t − K (θ )}dλ(t) + γ0 Pθ {T = Cα(θ0)}.

By Karlin’s Lemma, this function is increasing in θ . It is differentiable
w.r.t. θ .

4.3.3 (i) T1, T2, . . . , Tn are i.i.d. θG(1, 1) ∼ θ

2
χ2[2]. Define the variables

Y1, . . . ,Yr , where for T(1) < · · · < T(r )

Yi ∼ T(i), i = 1, . . . , n

Y1 ∼ θ

n
G(1, 1)

(Y2 − Y1) ∼ θ

n − 1
G(1, 1)

...

(Yr − Yr−1) ∼ θ

n − r + 1
G(1, 1)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
independent

increments.

Accordingly,

nY1 + (n − 1)(Y2 − Y1) + · · · + (n − r + 1)(Yr − Yr−1) ∼ θ

2
χ2[2r ].

The left-hand side is equal to
r∑

i=1

Yi + (n − r )Yr . Thus Tn,r ∼ θ

2
χ2[2r ].

(ii) Since the distribution of Tn,r is MLR in Tn,r , the UMP test of size α is

φ0(Tn,r ) = I

{
Tn,r ≥ θ0

2
χ2

1−α[2r ]

}
.
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(iii) The power function is

ψ(θ ) = P

{
θ

2
χ2[2r ] ≥ θ0

2
χ2

1−α[2r ]

}
= P

{
χ2[2r ] ≥ θ0

θ
χ 2

1−α[2r ]

}
.

4.4.2 X ∼ B(20, θ ). H0 : θ = .15, H1 : θ 
= .15, α = .05. The UMPU test is

φ0(X ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1, X > C2(θ0)
γ2, X = C2(θ0)
0, C1(θ ) < X < C2(θ0)
γ1, X = C1(θ0)
1, X < C1(θ0).

The test should satisfy the conditions

(i) E.15{φ0(X )} = α = 0.05.

(ii) E.15{Xφ0(X )} = αE.15{X} = .15.

X

(
20

X

)
θ X

0 (1 − θ0)X = 20!

(X − 1)!(20 − X )!
θ X

0 (1 − θ0)20−X

= 20θ0

(
19

X − 1

)
θ X−1

0 (1 − θ0)20−X

= 3b(X − 1; 19, θ0).

Thus, we find C1, γ1, C2, γ2 from the equations

(i)
∑
j<X1

b( j ; 20, .15) + C1b(C1; 20, .15)

+ γ2b(C2; 20, .15) +
∑
j>X2

b( j ; 20, .15) = .05.

(ii)
∑
j<X1

b( j ; 19, .15) + γ1b(C1; 19, .15)

+ γ2b(C2; 19, .15) +
∑
j>X2

b( j ; 19, .15) = 0.15.
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We start with C1 = B−1(.025; 20, .15) = 0, C2 = B−1(.975;
20, .15) = 6

B(0; 20, .15) = 0.3875, γ1 = .025

0.03875
= .6452

B(6; 20, .15) = .9781, γ1 = .975 − .9327

.9781 − .9327

B(5; 20, .15) = .9327, γ1 = .932.

These satisfy (i). We check now (ii).

γ1 B(0; 19, .15) + γ2b(6; 19, .15) + (1 − B(6; 19, .15)) = 0.080576.

We keep C1, γ1, and C2 and change γ2 to satisfy (ii); we get

γ ′
2 = 0.1137138.

We go back to 1, with γ ′
2 and recompute γ ′

1. We obtain γ ′
1 = .59096.

With these values of γ ′
1 and γ ′

2, Equation (i) yields 0.049996 and
Equation (ii) yields 0.0475. This is close enough. The UMPU test is

φ0(X ) =

⎧⎪⎪⎨⎪⎪⎩
1, if X > 6
0.1137, if X = 6
0, if 0 < X < 6
0.5909, if X = 0.

4.5.1 X1, . . . , Xn are i.i.d. ∼ μ + σG(1, 1), −∞ < μ < ∞, 0 < σ < ∞. The
m.s.s. is (nX (1),U ), where

U =
n∑

i=2

(X (i) − X(1)) ∼ σG(1, n − 1)

nX (1) ∼ nμ + σG(1, 1)

X (1) is independent of U.

(i) Find the UMPU test of size α of

H0 : μ ≤ μ0, σ arbitrary

against

H1 : μ > μ0, σ arbitrary.
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The m.s.s. for F∗ is T =
n∑

i=1

Xi = U + nX (1). The conditional distribu-

tion of nX(1) given T is found in the following way.

(ii) T ∼ μ + σG(1, n). That is,

fT (t) = 1

σ�(n)

(
t − μ

σ

)n−1

exp

(
− t − μ

σ

)
, t ≥ μ.

The joint p.d.f. of nX(1) and U is

fnX (1),U (y, u) = 1

σ
exp

(
− y − μ

σ

)
· 1

σ n−1�(n − 1)
· un−2e−u/σ I (y ≥ μ)

= 1

σ n�(n − 1)
exp

(
− y − μ

σ
− u

σ

)
· I (y ≥ μ).

We make the transformation

y = y y = y
t = y + u u = t − y

J =
∣∣∣∣ 1 0
−1 1

∣∣∣∣ = 1.

The joint density of (nX (1), T ) is

gnX (1),T (y, t) = 1

σ n�(n − 1)
(t − y)n−2eexp(−(t−μ)/σ ) · I (t ≥ μ).

Thus, the conditional density of nX (1), given T , is

hnX (1)|T (y | t) = gnX (1),T (y, t)

fT (t)

= (n − 1)(t − y)n−2

(t − μ)n−1
I (t ≥ μ)I (y ≥ μ)

= n − 1

(t − μ)

(t − μ − (y − μ))n−2

(t − μ)n−2
I (t > y > μ)

= n − 1

(t − μ)

(
1 − y − μ

t − μ

)n−2

, μ < y < t.

The c.d.f. of nX (1) | T , at μ = μ0 is

H0(y | t) =
(

1 − y − μ0

t − μ0

)n−1

, μ0 < y < t.
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The (1 − α)-quantile of H0(y | t) is the solution y of(
1 − y − μ0

t − μ0

)n−1

= 1 − α, which is Cα(μ0, t) = μ0 + (t − μ0)(1 −
(1 − α)1/(n−1)). The UMPU test of size α is

φ0(nX (1) | T ) =
{

1, if nX (1) ≥ Cα(μ0, T )
0, otherwise.

The power function of this test is

ψ(μ) = Pμ{nX (1) ≥ Cα(μ0, T )}

= 1 − Eμ

{(
1 − Cα(μ0, T ) − μ

T − μ

)n−1
}
.

T − μ ∼ σG(1, n). Hence, for ξ = 1 − (1 − α)1/(n−1),

ψ(μ) = 1 − 1

�(n)

∫ ∞

0

(
1 − ξ + μ − μ0

σ
· 1 − ξ

y

)n−1

· yn−1e−ydy

= 1 − (1 − α)eδ P(n − 1; δ),

where δ = (μ − μ0)/σ ). This is a continuous increasing function of μ.

(iii) Testing

H0 : σ = σ0, μ arbitrary

H1 : σ 
= σ0, μ arbitrary.

The m.s.s. for F∗ is X(1). Since U is independent of X(1), the conditional
test is based on U only. That is,

φ0(U ) =
⎧⎨⎩1, U ≥ C2(σ0)

0, C1 < U < C2

1, U ≤ C1(σ0).

We can start with C1(σ0) = σ0

2
χ2

α
2
[2n − 2] and C2(α) = σ0

2
χ2

1− α
2

[2n − 2].



PART IV: SOLUTIONS TO SELECTED PROBLEMS 315

4.5.4 (i) X1, . . . , Xn are i.i.d. N (μ, σ 2), −∞ < μ < ∞, 0 < σ < ∞. The m.s.s.

is (X̄ , Q), where X̄ = 1

n

∑
Xi and Q =

n∑
i=1

(Xi − X̄ )2. X̄ and Q are

independent. We have to construct a test of

H0 : μ + 2σ ≥ 0

against

H1 : μ + 2σ < 0.

Obviously, if μ ≥ 0 then H0 is true. A test of H ∗
0 : μ ≥ 0 versus H∗

1 :
μ < 0 is

φ(X̄ , Q) =
⎧⎨⎩1, if

√
n X̄

S
≤ −t1−α[1, n − 1]

0, otherwise.

where S2 = Q/(n − 1) is the sample variance. We should have a more

stringent test. Consider the statistic
n X̄2

S2
∼ F[1, n − 1; λ] where λ =

μ2n

2σ 2
. Notice that for F∗, μ2 = 4σ 2 or λ0 = 2n. Let θ = (μ, σ ). If

θ ∈ �1, then λ > 2n and if θ ∈ �0, λ ≤ 2n. Thus, the suggested test is

φ(X̄ , S) =
⎧⎨⎩1, if

n X̄2

S2
≥ F1−α[1, n − 1; 2n]

0, otherwise.

(ii) The power function is

ψ(λ) = P{F[1, n − 1; λ] ≥ F1−α[1, n − 1; 2n]}.
The distribution of a noncentral F[1, n − 1; λ] is like that of (1 +
2J )F[1 + 2J, n − 1], where J ∼ Pois(λ) (see Section 2.8). Thus, the
power function is

�(λ) = Eλ{P{(1 + 2J )F[1 + 2J, n − 1] ≥ F1−α[1, n − 1; 2n] | J }}.
The conditional probability is an increasing function of J . Thus, by
Karlin’s Lemma, �(λ) is an increasing function of λ. Notice that

P{F[1, n − 1; λ] ≤ x} = e−λ

∞∑
j=0

λ j

j!
P{(1 + 2 j)F[1 + 2 j, n − 1] ≤ x}.

Thus, F1−α[1, n − 1; λ] ↗ λ.
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4.6.2 The GLR statistic is

�(X) =
sup

0<σ 2<∞,μ1,...,μk

L(μ1, . . . , μk, σ
2)

sup
σ 2,μ

L(μ1, . . . , μk, σ
2
1 , . . . , σ

2
k )

=

k∏
i=1

(
Qi

ni

)ni /2

⎛⎝∑Qi

N

⎞⎠N/2 ,

where N =
k∑

i=1

ni , Qi = (ni − 1)S2
i . S2

p =
k∑

i=1

Qi/(N − k).

−2 log�(X) = N log

(
(N − k)S2

p

N

)
−

k∑
i=1

ni log

(
(ni − 1)S2

i

ni

)

=
k∑

i=1

ni log
S2

p

S2
i

+
k∑

i=1

ni log

(
1 − k

N

1 − 1
ni

)
.

Notice that if n1 = · · · = nk = n, then
k∑

i=1

n log
1 − k

N

1 − 1
n

= 0. Thus ,for

large samples, as n → ∞, the Bartlett test is: reject H0 if
k∑

i=1

ni log
S2

p

S2
i

≥

χ 2
1−α[k − 1]. We have k − 1 degrees of freedom since σ 2 is unknown.

4.6.4
(

X

Y

)
∼ N

(
0, σ 2

(
1 ρ

ρ 1

))
.

Let Q =
n∑

i=1

(X2
i + Y 2

i ) and P =
n∑

i=1

Xi Yi . H0 : ρ = 0, σ 2 arbitrary; H1 :

ρ 
= 0, σ 2 arbitrary. The MLE of σ 2 under H0 is σ̂ 2 = Q

2n
. The likelihood

of (ρ, σ 2) is

L(ρ, σ 2) = 1

(1 − ρ2)n/2(σ 2)n
exp

{
− 1

2(1 − ρ2)

[
Q

σ 2
− 2ρ

P

σ 2

]}
.
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Thus, sup
0<σ 2<∞

L(0, σ 2) = 1

(Q/2n)n
exp(−n). We find now σ̂ 2 and ρ̂ that

maximize L(ρ, σ 2). Let l(ρ, σ 2) = log L(ρ, σ 2)

∂l

∂σ 2
= − n

σ 2
+ 1

2σ 4(1 − ρ2)
(Q − 2ρP)

∂l

∂ρ
= nρ

1 − ρ2
− ρ(Q − 2ρP) − P(1 − ρ2)

(1 − ρ2)2σ 2
.

Equating these partial derivatives to zero, we get the two equations

(I)
Q − 2ρP

σ 2(1 − ρ2)
= 2n

(II) nρ + P

σ 2
= ρ

(1 − ρ2)σ 2
(Q − 2ρP).

Solution of these equations gives the roots σ̂ 2 = Q

2n
and ρ̂ = 2P

Q
. Thus,

sup
ρ,σ

L(ρ, σ ) = 1( Q
2n

)n (
1 −

(
2P
Q

)2
)n/2 e−n.

It follows that

�(X,Y) = 1(
1 −

(
2P
Q

)2
)n/2 .

�(X,Y) is small if

(
2P

Q

)2

is small or P is close to zero.

4.6.6 Model II of ANOVA is

Xi j = μ + ai + ei j , i = 1, . . . , r j = 1, . . . , n

where ei j
i.i.d.∼ N (0, σ 2), ai

i.i.d.∼ N (0, τ 2), {ei j } independent of {ai }.

S2
i =

n∑
j=1

(Xi j − X̄i )
2/(n − 1).
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Notice that Xi j | ai ∼ N (μ + ai , σ
2). Hence, Xi j ∼ N (μ, σ 2 + τ 2). More-

over,

S2
i | ai ∼ σ 2χ2[n − 1]/(n − 1), i = 1, . . . , r

and

S2
p = 1

r

r∑
i=1

S2
i ∼ σ 2χ2[r (n − 1)]/r (n − 1).

(i) S2
b = n

r − 1

r∑
i=1

(X̄i − ¯̄X )2, where ¯̄X = 1

r

r∑
i=1

X̄i . Given ai , X̄i and S2
i

are conditionally independent. Since the distribution of S2
i does not

depend on ai , X̄i and S2
i are independent for all i = 1, . . . , r . Hence

S2
p is independent of S2

b .

(ii) X̄i ∼ N

(
μ,

σ 2

n
+ τ 2

)
for all i = 1, . . . , r . Hence,

r∑
i=1

(X̄i − ¯̄X )2 ∼
(
σ 2

n
+ τ 2

)
χ2[r − 1].

Thus,

S2
b = n

r − 1

r∑
i=1

(X̄i − ¯̄X )2 ∼ (σ 2 + nτ 2)χ2[r − 1]/(r − 1).

(iii) F = S2
b

S2
p

∼ σ 2 + nτ 2

σ 2
· χ2[r − 1]/(r − 1)

χ2[r (n − 1)]/r (n − 1)

∼
(

1 + n
τ 2

σ 2

)
F[r − 1, r (n − 1)].

(iv) The ANOVA test of H0 : τ 2 = 0, σ arbitrary against H1 : τ 2 > 0, σ
arbitrary is the F test

φ(F) = I {F ≥ F1−α[r − 1, r (n − 1)]}.

(v) The power function is

ψ

(
τ 2

σ 2

)
= P

{(
1 + n

( τ
σ

)2
)

F[r − 1, r (n − 1)] ≥ F1−α[r − 1, r (n − 1)]

}

= P

{
F[r − 1, r (n − 1)] ≥ 1

1 + n
(
τ

σ

)2 F1−α[r − 1, r (n − 1)]

}
.
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Let

ξα

(( τ
σ

)2
)

= 1

1 + n
(
τ
σ

)2 F1−α[r − 1, r (n − 1)].

Thus,

ψ

(( τ
σ

)2
)

= 1 − P

{
F[r − 1, r (n − 1)] ≤ ξα

(( τ
σ

)2
)}

.

F[r − 1, r (n − 1)] ∼ r (n − 1)

r − 1
· χ2

2 [r − 1]

χ2
1 [r (n − 1)]

∼ r (n − 1)

r − 1
· G2

(
1, r−1

2

)
G1
(
1, r (n−1)

2

) ,
where G2

(
1,

r − 1

2

)
and G1

(
1,

r (n − 1)

2

)
are independent.

G2
(
1, r−1

2

)
G2
(
1, r−1

2

)+ G1
(
1, r (n−1)

2

) ∼ Beta

(
r − 1

2
,

r (n − 1)

2

)
.

Hence,

G2
(
1, r−1

2

)
/G1

(
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(
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.
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Let ξ = r − 1

r (n − 1)
ξα

(( τ
σ

)2
)
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ψ
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= 1 − I ξ

1+ξ

(
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2
,

r (n − 1)

2

)
= I 1

1+ξ

(
r (n − 1)

2
,

r − 1

2

)
.



C H A P T E R 5

Statistical Estimation

PART I: THEORY

5.1 GENERAL DISCUSSION

Point estimators are sample statistics that are designed to yield numerical estimates of
certain characteristics of interest of the parent distribution. While in testing hypotheses
we are generally interested in drawing general conclusions about the characteristics
of the distribution, for example, whether its expected value (mean) is positive or
negative, in problems of estimation we are concerned with the actual value of the
characteristic. Generally, we can formulate, as in testing of hypotheses, a statisti-
cal model that expresses the available information concerning the type of distribu-
tion under consideration. In this connection, we distinguish between parametric and
nonparametric (or distribution free) models. Parametric models specify parametric
families of distributions. It is assumed in these cases that the observations in the
sample are generated from a parent distribution that belongs to the prescribed family.
The estimators that are applied in parametric models depend in their structure and
properties on the specific parametric family under consideration. On the other hand,
if we do not wish, for various reasons, to subject the estimation procedure to strong
assumptions concerning the family to which the parent distribution belongs, a distri-
bution free procedure may be more reasonable. In Example 5.1, we illustrate some
of these ideas.

This chapter is devoted to the theory and applications of these types of estimators:
unbiased, maximum likelihood, equivariant, moment equations, pretest, and robust
estimators.

Examples and Problems in Mathematical Statistics, First Edition. Shelemyahu Zacks.
© 2014 John Wiley & Sons, Inc. Published 2014 by John Wiley & Sons, Inc.
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5.2 UNBIASED ESTIMATORS

5.2.1 General Definition and Example

Unbiased estimators of a characteristic θ (F) of F in F is an estimator θ̂ (X)
satisfying

EF {θ̂(X)} = θ (F), for all F ∈ F , (5.2.1)

where X is a random vector representing the sample random variables. For example,
if θ (F) = EF {X}, assuming that EF {|X |} < ∞ for all F ∈ F , then the sample mean

X̄n = 1

n

∑
Xi is an unbiased estimator of θ (F). Moreover, if VF {X} < ∞ for all

F ∈ F , then the sample variance S2
n = 1

n − 1

∑
(Xi − X̄n)2 is an unbiased estimator

of VF {X}. We note that all the examples of unbiased estimators given here are
distribution free. They are valid for any distribution for which the expectation or the
variance exist. For parametric models one can do better by using unbiased estimators
which are functions of the minimal sufficient statistics. The comparison of unbiased
estimators is in terms of their variances. Of two unbiased estimators, the one having
a smaller variance is considered better, or more efficient. One reason for preferring
the unbiased estimator with the smaller variance is in the connection between the
variance of the estimator and the probability that it belongs to a fixed-width interval
centered at the unknown characteristic. In Example 5.2, we illustrate a case in which
the distribution-free estimator of the expectation is inefficient.

5.2.2 Minimum Variance Unbiased Estimators

In Example 5.2, one can see a case where an unbiased estimator, which is not a
function of the minimal sufficient statistic (m.s.s.), has a larger variance than the one
based on the m.s.s. The question is whether this result holds generally. The main
theorem of this section establishes that if a family of distribution functions admits a
complete sufficient statistic then the minimum variance unbiased estimator (MVUE)
is unique, with probability one, and is a function of that statistic. The following is
the fundamental theorem of the theory of unbiased estimation. It was proven by Rao
(1945, 1947, 1949), Blackwell (1947), and Lehmann and Scheffé (1950).

Theorem 5.2.1 (The Rao–Blackwell–Lehmann–Scheffé Theorem). Let F =
{F(x; θ ); θ ∈ �} be a parametric family of distributions of a random vector X =
(X1, . . . , Xn). Suppose that ω = g(θ ) has an unbiased estimator ĝ(X). If F admits a
(minimal) sufficient statistic T (X) then

ω̂ = E{ĝ(X) | T (X)} (5.2.2)

is an unbiased estimator of ω and

Varθ {ω̂} ≤ Varθ {ĝ(X)}, (5.2.3)
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for all θ ∈ �. Furthermore, if T (X) is a complete sufficient statistic then ω̂ is essen-
tially the unique minimum variance, unbiased (MVU) estimator, for each θ in �.

Proof. (i) Since T (X) is a sufficient statistic, the conditional expectation
E{ĝ(X) | T (X)} does not depend on θ and is therefore a statistic. Moreover, according
to the law of the iterated expectations and since ĝ(X) is unbiased, we obtain

g(θ ) = Eθ {ĝ(X)}
= Eθ {E{ĝ(X) | T (X)}}
= Eθ {ω̂}, for all θ ∈ �.

(5.2.4)

Hence, ω̂ is an unbiased estimator of g(θ ). By the law of the total variance,

Varθ {ĝ(X)} = Eθ {Var{ĝ(X) | T (X)}} + Varθ {E{ĝ(X) | T (X)}}. (5.2.5)

The second term on the RHS of (5.2.5) is the variance of ω̂. Moreover, Var{ĝ(X) |
T (X)} ≥ 0 with probability one for each θ in �. Hence, the first term on the RHS of
(5.2.5) is nonnegative. This establishes (5.2.3).

(ii) Let T (X) be a complete sufficient statistic and assume that ω̂ = φ1(T (X)).
Let ω̃(X) be any unbiased estimator of ω = g(θ ), which depends on T (X), i.e.,
ω̃(X) = φ2(T (X)). Then, Eθ {ω̂} = Eθ {ω̃(X)} for all θ . Or, equivalently

Eθ {φ1(T ) − φ2(T )} = 0, all θ ∈ �. (5.2.6)

Hence, from the completeness of T (X), φ1(T ) = φ2(T ) with probability one for each
θ ∈ �. This proves that ω̂ = φ1(T ) is essentially unique and implies also that ω̂ has
the minimal variance at each θ . QED

Part (i) of the above theorem provides also a method of constructing MVUEs.
One starts with any unbiased estimator, as simple as possible, and then determines
its conditional expectation, given T (X). This procedure of deriving MVUEs is called
in the literature “Rao–Blackwellization.” Example 5.3 illustrates this method.

In the following section, we prove and illustrate an information lower bound for
variances of unbiased estimators. This lower bound plays an important role in the
theory of statistical inference.

5.2.3 The Cramér–Rao Lower Bound for the One-Parameter Case

The following theorem was first proven by Fréchet (1943) and then by Rao (1945)
and Cramér (1946). Although conditions (i)–(iii), (v) of the following theorem coin-
cide with conditions (3.7.8) we restate them. Conditions (i)–(iv) will be labeled the
Cramér–Rao (CR) regularity conditions.
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Theorem 5.2.2. LetF be a one-parameter family of distributions of a random vector
X = (X1, . . . , Xn), having probability density functions (p.d.f.s) f (x; θ ), θ ∈ �. Let
ω(θ ) be a differentiable function of θ and ω̂(X) an unbiased estimator ofω(θ ). Assume
that the following regularity conditions hold:

(i) � is an open interval on the real line.

(ii) ∂
∂θ

f (x; θ ) exists (finite) for every x and every θ in �, and {x : f (x ; θ ) > 0}
does not depend on θ .

(iii) For each θ in �, there exists a δ > 0 and a positive integrable function G(x; θ )
such that for all φ ∈ (θ − δ, θ + δ)∣∣∣∣ f (x;φ) − f (x; θ )

φ − θ

∣∣∣∣ ≤ G(x; θ ).

(iv) For each θ in �, there exists a δ′ > 0 and a positive integrable function H (x; θ )
such that, for all φ ∈ (θ − δ′; θ + δ′)∣∣∣∣ω̂(x)

f (x;φ) − f (x; θ )

φ − θ

∣∣∣∣ ≤ H (x; θ ).

(v) 0 < In(θ ) = Eθ

{[
∂

∂θ
log f (X; θ )

]2
}

< ∞ for each θ ∈ �.

Then,

Varθ {ω̂(X)} ≥ (ω′(θ ))2

In(θ )
, for all θ ∈ �. (5.2.7)

Proof. Consider the covariance, for a given θ value, between
∂

∂θ
log f (X; θ )

and ω̂(X). We have shown in (3.7.3) that under the above regularity conditions

Eθ

{
∂

∂θ
log f (X; θ )

}
= 0. Hence,

cov

(
∂

∂θ
log f (X; θ ), ω̂(X)

)
= Eθ

{
∂

∂θ
log f (X; θ ) · ω̂(X)

}
=
∫ ∞

−∞

∂

∂θ
log f (x ; θ ) · ω̂(x) f (x; θ )dx

= ∂

∂θ

∫ ∞

−∞
ω̂(x) f (x; θ )dx = ω′(θ ).

(5.2.8)
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The interchange of differentiation and integration is justified by condition (iv). On
the other hand, by the Schwarz inequality(

cov

(
∂

∂θ
log f (X; θ ), ω̂(X)

))2

≤ Var{ω̂(X )} · In(θ ), (5.2.9)

since the variance of
∂

∂θ
log f (X; θ ) is equal to the Fisher information function In(θ ),

and the square of the coefficient of correlation between ω̂(X) and
∂

∂θ
log f (X; θ )

cannot exceed 1. From (5.2.8) and (5.2.9), we obtain the Cramér–Rao inequality
(5.2.7). QED

We show that if an unbiased estimator θ̂ (X) has a distribution of the one-parameter
exponential type, then the variance of θ̂(X) attains the Cramér–Rao lower bound.
Indeed, let

f (θ̂ ; θ ) = h(θ̂) exp{θ̂ψ(θ ) − K (θ )}, (5.2.10)

where ψ(θ ) and K (θ ) are differentiable, and ψ ′(θ ) 
= 0 for all θ then

Eθ {θ̂} = + K ′(θ )

ψ ′(θ )
(5.2.11)

and

Vθ {θ̂} = −ψ ′′(θ )K ′(θ ) + ψ ′(θ )K ′′(θ )

(ψ ′(θ ))3
. (5.2.12)

Since θ̂ (X) is a sufficient statistic, In(θ ) is equal to

In(θ ) = (ψ ′(θ ))2Vθ {θ̂(X)}. (5.2.13)

Moreover, θ̂ (X) is an unbiased estimator of g(θ ) = +K ′(θ )/ψ ′(θ ). Hence, we readily
obtain that

Vθ {θ̂(X)} = [ψ ′′(θ )K ′(θ ) − ψ ′(θ )K ′′(θ )]2

(ψ ′(θ ))6Vθ {θ̂(X)} = (g′(θ ))2/In(θ ). (5.2.14)

We ask now the question: if the variance of an unbiased estimator θ̂ (X) attains the
Cramér–Rao lower bound, can we infer that its distribution is of the one-parameter
exponential type? Joshi (1976) provided a counter example. However, under the right
regularity conditions the above implication can be made. These conditions were given
first by Wijsman (1973) and then generalized by Joshi (1976).

Bhattacharyya (1946) generalized the Cramér–Rao lower bound to (regular) cases
where ω(θ ) is k-times differentiable at all θ . This generalization shows that, under
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further regularity conditions, if ω(i)(θ ) is the i th derivative of ω(θ ) and V is a k × k
positive definite matrix, for all θ , with elements

Vij = Eθ

{
1

f (X; θ )

∂ i

∂θ i
f (X; θ ) · 1

f (X; θ )

∂ j

∂θ j
f (X; θ )

}
,

then

Varθ {ω̂(X)} ≥ (ω(1)(θ ), . . . , ω(k)(θ ))V −1(ω(1)(θ ), . . . , ω(k)(θ ))′. (5.2.15)

Fend (1959) has proven that if the distribution of X belongs to the one-parameter
exponential family, and if the variance of an unbiased estimator of ω(θ ), ω̂(X ),
attains the kth order Bhattacharyya lower bound (BLB) for all θ , but does not attain
the (k − 1)st lower bound, then ω̂(X ) is a polynomial of degree k in U (X ).

5.2.4 Extension of the Cramér–Rao Inequality to Multiparameter Cases

The Cramér–Rao inequality can be generalized to estimation problems in k-parameter
models in the following manner. Suppose that F is a family of distribution functions
having density functions (or probability functions) f (x ; θ ) where θ = (θ1, . . . , θk)′

is a k-dimensional vector. Let I (θ) denote a k × k Fisher information matrix, with
elements

Iij(θ) = Eθ

{
∂

∂θi
log f (X ; θ ) · ∂

∂θ j
log f (X ; θ )

}

i, j = 1, . . . , k. We obviously assume that for each θ in the parameter space �,
Iij(θ ) is finite. It is easy to show that the matrix I (θ ) is nonnegative definite. We will
assume, however, that the Fisher information matrix is positive definite. Furthermore,
let g1(θ ), . . . , gr (θ ) be r parametric functions r = 1, 2, . . . , k. Define the matrix of
partial derivatives

D(θ) = {Dij(θ); i = 1, . . . , r ; j = 1, . . . , k}, (5.2.16)

where Dij(θ ) = ∂

∂θ j
gi (θ). Let ĝ(X ) be an r -dimensional vector of unbiased estimators

of g1(θ), . . . , gr (θ), i.e., ĝ(X ) = (ĝ1(X ), . . . , ĝr (X )). Let �| (ĝ) denote the variance–
covariance matrix of ĝ(X ). The Cramér–Rao inequality can then be generalized,
under regularity conditions similar to those of the theorem, to yield the inequality

�| (ĝ) ≥ D(θ)(I (θ))−1 D′(θ), (5.2.17)
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in the sense that �| (ĝ) − D(θ)(I (θ))−1 D′(θ) is a nonnegative definite matrix. In the
special case of one parameter function g(θ), if ĝ(X ) is an unbiased estimator of g(θ)
then

Varθ {ĝ(X )} ≥ (�g(θ))′(I (θ))−1 � g(θ), (5.2.18)

where �g(θ) =
(

∂

∂θ1
g(θ), . . . ,

∂

∂θk
g(θ)

)′
.

5.2.5 General Inequalities of the Cramér–Rao Type

The Cramér–Rao inequality is based on four stringent assumptions concerning the
family of distributions under consideration. These assumptions may not be fulfilled
in cases of practical interest. In order to overcome this difficulty, several studies
were performed and various different general inequalities were suggested. Blyth and
Roberts (1972) provided a general theoretical framework for these generalizations.
We present here the essential results.

Let X1, . . . , Xn be independent and identically distributed (i.i.d.) random variables
having a common distribution F that belongs to a one-parameter family F , having
p.d.f. f (x ; θ ), θ ∈ �. Suppose that g(θ ) is a parametric function considered for esti-
mation. Let T (X) be a sufficient statistic for F and let ĝ(T ) be an unbiased estimator
of g(θ ). Let W (T ; θ ) be a real-valued random variable such that Varθ {W (T ; θ )} > 0
and finite for every θ . We also assume that 0 < Varθ {ĝ(T )} < ∞ for each θ in �.
Then, from the Schwarz inequality, we obtain

Varθ {ĝ(T )} ≥ (covθ (ĝ(T ), W (T, θ ))2

Varθ {W (T, θ )} , (5.2.19)

for every θ ∈ �. We recall that for the Cramér–Rao inequality, we have used

W (T ; θ ) = ∂

∂θ
log f (X ; θ ) = ∂

∂θ
log h(T ; θ ), (5.2.20)

where h(t ; θ ) is the p.d.f. of T at θ .
Chapman and Robbins (1951) and Kiefer (1952) considered a family of random

variables Wφ(T ; θ ), where φ ranges over � and is given by the likelihood ratio

Wφ(T ; θ ) = h(T ;φ)

h(T ; θ )
. The inequality (5.2.19) then becomes

Varθ {ĝ(T )} ≥ (g(φ) − g(θ ))2

Varθ {W (T, θ )} . (5.2.21)
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One obtains then that (5.2.21) holds for eachφ in�. Hence, considering the supremum
of the RHS of (5.2.21) over all values of φ, we obtain

Varθ {ĝ(T )} ≥ sup
φ∈�

(g(θ ) − g(φ))2

A(φ, θ )
, (5.2.22)

where A(θ, φ) = Varθ {Wφ(T ; θ )}. Indeed,

cov(ĝ(T ), Wφ(T, θ )) = Eφ{ĝ(T )} − Eθ {ĝ(T )} · Eθ {Wφ(T ; θ )}
= g(φ) − g(θ ).

(5.2.23)

This inequality requires that all the p.d.f.s of T , i.e., h(t ; θ ), θ ∈ �, will be positive
on the same set, which is independent of any unknown parameter. Such a condition
restricts the application of the Chapman–Robbins inequality. We cannot consider it,
for example, in the case of a life-testing model in which the familyF is that of location-
parameter exponential distributions, i.e., f (x ; θ ) = I {x ≥ θ} exp{−(x − θ )}, with
0 < θ < ∞. However, one can consider the variable Wφ(T ; θ ) for all φ values such
that h(t ;φ) = 0 on the set Nθ = {t : h(t ; θ ) = 0}. In the above location-parameter
example, we can restrict attention to the set of φ values that are greater than �. If we
denote this set by C(θ ) then we have the Chapman–Robbins inequality as follow:

Varθ {ĝ(T )} ≥ sup
φ∈C(θ)

(g(θ ) − g(φ))2

A(θ, φ)
. (5.2.24)

The Chapman–Robbins inequality is applicable, as we have seen in the previous
example, in cases where the Cramér–Rao inequality is inapplicable. On the other hand,
we can apply the Chapman–Robbins inequality also in cases satisfying the Cramér–
Rao regularity conditions. The question is then, what is the relationship between
the Chapman–Robbins lower bound and Cramér–Rao lower bound. Chapman and
Robbins (1951) have shown that their lower bound is greater than or equal to the
Cramér–Rao lower bound for all θ .

5.3 THE EFFICIENCY OF UNBIASED ESTIMATORS
IN REGULAR CASES

Let ĝ1(X) and ĝ2(X) be two unbiased estimators of g(θ ). Assume that the den-
sity functions and the estimators satisfy the Cramér–Rao regularity conditions. The
relative efficiency of ĝ1(X) to ĝ2(X) is defined as the ratio of their variances,

Eθ (ĝ1, ĝ2) = σ 2
ĝ2

(θ )

σ 2
ĝ1

(θ )
, (5.3.1)
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where σ 2
ĝi

(θ ) (i = 1, 2) is the variance of ĝi (X) at θ . In order to compare all the
unbiased estimators of g(θ ) on the same basis, we replace σ 2

ĝ2
(θ ) by the Cramér–Rao

lower bound (5.2.7). In this manner, we obtain the efficiency function

Eθ (ĝ) = (g′(θ ))2

In(θ )σ 2
ĝ (θ )

, (5.3.2)

for all θ ∈ �. This function assumes values between zero and one. It is equal to one,
for all θ , if and only if σ 2

ĝ (θ ) attains the Cramér–Rao lower bound, or equivalently, if
the distribution of ĝ(X) is of the exponential type.

Consider the covariance between ĝ(X) and the score function S(X; θ ) =
∂

∂θ
log f (x; θ ). As we have shown in the proof of the Cramér–Rao inequality that

(g′(θ ))2 = ρ2
θ (ĝ, S)In(θ )σ 2

ĝ (θ ), (5.3.3)

where ρθ (ĝ, S) is the coefficient of correlation between the estimator ĝ and the score
function, S(X; θ ), at θ . Hence, the efficiency function is

Eθ (ĝ) = ρ2
θ (ĝ, S). (5.3.4)

Moreover, the relative efficiency of two unbiased estimators ĝ1 and ĝ2 is given by

Eθ (ĝ1, ĝ2) = ρ2
θ (ĝ1, S)/ρ2

θ (ĝ2, S). (5.3.5)

This relative efficiency can be expressed also in terms of the ratio of the Fisher
information functions obtained from the corresponding distributions of the estimators.
That is, if h(ĝi ; θ ), i = 1, 2, is the p.d.f. of ĝi and I ĝi (θ ) = Eθ {[ ∂

∂θ
log h(ĝi ; θ )]2} then

Eθ (ĝ1, ĝ2) = I ĝ1 (θ )

I ĝ2 (θ )
, θ ∈ �. (5.3.6)

It is a straightforward matter to show that for every unbiased estimator ĝ of g(θ ) and
under the Cramér–Rao regularity conditions

I ĝ(θ ) = (g′(θ ))2/σ 2
ĝ (θ ), for all θ ∈ �. (5.3.7)

Thus, the relative efficiency function (5.3.6) can be written, for cases satisfying the
Cramér–Rao regularity condition, in the form

Eθ (ĝ1, ĝ2) = (g′
1(θ ))2

(g′
2(θ ))2

· σ
2
ĝ2

(θ )

σ 2
ĝ1

(θ )
, (5.3.8)
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where ĝ1(X) and ĝ2(X) are unbiased estimators of g1(θ ) and g2(θ ), respectively. If
the two estimators are unbiased estimators of the same function g(θ ) then (5.3.8)
is reduced to (5.3.1). The relative efficiency function (5.3.8) is known as the Pit-
man relative efficiency. It relates both the variances and the derivatives of the bias
functions of the two estimators (see Pitman, 1948).

The information function of an estimator can be generalized to the multiparameter
regular case (see Bhapkar, 1972). Let θ = (θ1, . . . , θk) be a vector of k-parameters
and I (θ) be the Fisher information matrix (corresponding to one observation). If
g1(θ), . . . , gr (θ), 1 ≤ r ≤ k, are functions satisfying the required differentiability
conditions and ĝ1(X), . . . , ĝr (X) are the corresponding unbiased estimators then,
from (5.2.18),

|�θ (ĝ)| ≥ 1

n
|D(θ)I −1(θ )D′(θ)|, (5.3.9)

where n is the sample size. Note that if r = k then D(θ) is nonsingular (the parametric
functions g1(θ), . . . , gk(θ) are linearly independent), and we can express the above
inequality in the form

|I (θ )| ≥ |D(θ)|2
n|�θ (ĝ)| , for all θ ∈ �. (5.3.10)

Accordingly, and in analogy to (5.3.7), we define the amount of information in the
vector estimator ĝ as

Ig(θ ) = |D(θ)|2
|�θ (ĝ)| . (5.3.11)

If 1 ≤ r < k but D(θ) is of full rank r , then

Ig(θ) = |D(θ)D′(θ )|
|�θ (ĝ)| . (5.3.12)

The efficiency function of a multiparameter estimator is thus defined by DeGroot and
Raghavachari (1970) as

Eθ (ĝn) = Ig(θ )

In(θ )
. (5.3.13)

In Example 5.9, we illustrate the computation needed to determine this efficiency
function.
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5.4 BEST LINEAR UNBIASED AND LEAST-SQUARES ESTIMATORS

Best linear unbiased estimators (BLUEs) are linear combinations of the observations
that yield unbiased estimates of the unknown parameters with minimal variance. As
we have seen in Section 5.3, the uniformly minimum variance unbiased (UMVU)
estimators (if they exist) are in many cases nonlinear functions of the observations.
Accordingly, if we confine attention to linear estimators, the variance of the BLUE
will not be smaller than that of the UMVU. On the other hand, BLUEs may exist
when UMVU estimators do not exist. For example, if X1, . . . , Xn and i.i.d. random
variables having a Weibull distribution G1/β (λ, 1) and both λ and β are unknown
0 < λ, β < ∞, the m.s.s. is the order statistic (X(1), . . . , X (n)). Suppose that we wish

to estimate the parametric functions μ = 1

β
log λ and σ = 1

β
. There are no UMVU

estimators of μ and σ . However, there are BLUEs of these parameters.

5.4.1 BLUEs of the Mean

We start with the case where the n random variables have the same unknown mean, μ
and the covariance matrix is known. Thus, let X = (X1, . . . , Xn)′ be a random vector;
E{X} = μ1, 1′ = (1, 1, . . . , 1); μ is unknown (real). The covariance of X is �| . We
assume that �| is finite and nonsingular. A linear estimator of μ is a linear function
μ̂ = λ′X, where λ is a vector of known constants. The expected value of μ̂ is μ if,
and only if, λ′1 = 1. We thus consider the class of all such unbiased estimators and
look for the one with the smallest variance. Such an estimator is called best linear
unbiased (BLUE). The variance of μ̂ is V {λ′X} = λ′�| λ. We, therefore, determine
λ0 that minimizes this variance and satisfies the condition of unbiasedness. Thus, we
have to minimize the Lagrangian

L(λ, τ ) = λ′�| λ + τ (1 − λ′1). (5.4.1)

It is simple to show that the minimizing vector is unique and is given by

λ0 = �| −11
1′�| −11

. (5.4.2)

Correspondingly, the BLUE is

μ̂ = 1′�| −1X/1′�| −11. (5.4.3)

Note that this BLUE can be obtained also by minimizing the quadratic form

Q(μ) = (X − μ1)′�| −1(X − μ1). (5.4.4)

In Example 5.12, we illustrate a BLUE of the form (5.4.3).



332 STATISTICAL ESTIMATION

5.4.2 Least-Squares and BLUEs in Linear Models

Consider the problem of estimating a vector of parameters in cases where the means
of the observations are linear combinations of the unknown parameters. Such models
are called linear models. The literature on estimating parameters in linear mod-
els is so vast that it would be impractical to try listing here all the major studies.
We mention, however, the books of Rao (1973), Graybill (1961, 1976), Anderson
(1958), Searle (1971), Seber (1977), Draper and Smith (1966), and Sen and Srivastava
(1990). We provide here a short exposition of the least-squares theory for cases of
full linear rank.

Linear models of full rank. Suppose that the random vector X has expectation

E{X} = Aβ, (5.4.5)

where X is an n × 1 vector, A is an n × p matrix of known constants, and β a p × 1
vector of unknown parameters. We furthermore assume that 1 ≤ p ≤ n and A is a
matrix of full rank, p. The covariance matrix of X is �| = σ 2 I , where σ 2 is unknown,
0 < σ 2 < ∞. An estimator of β that minimizes the quadratic form

Q(β) = (X − Aβ)′(X − Aβ) (5.4.6)

is called the least-squares estimator (LSE). This estimator was discussed in Exam-
ple 2.13 and in Section 4.6 in connection with testing in normal regression models.
The notation here is different from that of Section 4.6 in order to keep it in agree-
ment with the previous notation of the present section. As given by (4.6.5), the LSE
of β is

β̂ = (A′ A)−1 A′X. (5.4.7)

Note that β̂ is an unbiased estimator of β. To verify it, substitute Aβ in (5.3.7)
instead of X. Furthermore, if BX is an arbitrary unbiased estimator of β (B a
p × n matrix of specified constants) then B should satisfy the condition BA = I .
Moreover, the covariance matrix of BX can be expressed in the following manner.
Write B = B − S−1 A′ + S−1 A′, where S = A′ A. Accordingly, the covariance matrix
of B X is

�| (BX) = �| (CX) + �| (β̂) + 2�| (CX, β̂), (5.4.8)

where C = B − S−1 A′, β̂ is the LSE and �| (CX, β̂) is the covariance matrix of CX
and β̂. This covariance matrix is

�| (CX, β̂) = σ 2(B − S−1 A′)AS−1

= σ 2(BAS−1 − S−1) = 0,
(5.4.9)
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since BA = I . Thus, the covariance matrix of an arbitrary unbiased estimator of β

can be expressed as the sum of two covariance matrices, one of the LSE, β̂, and one
of CX. �| (CX) is a nonnegative definite matrix. Obviously, when B = S−1 A′ the
covariance matrix of CX is 0. Otherwise, all the components of β̂ have variances
which are smaller than or equal to that of BX. Moreover, any linear combination of
the components of β̂ has a variance not exceeding that of BX. It means that the LSE,
β̂, is also BLUE. We have thus proven the celebrated following theorem.

Gauss–Markov Theorem. If X = Aβ + ε, where A is a matrix of full rank, E{ε} =
0 and �| (ε) = σ 2 I , then the BLUE of any linear combination λ′β is λ′β̂, where λ is
a vector of constants and β̂ is the LSE of β. Moreover,

Var{λ′β̂} = σ 2λ′S−1λ, (5.4.10)

where S = A′ A.

Note that an unbiased estimator of σ 2 is

σ̂ 2 = 1

n − p
X′(I − AS−1 A′)X. (5.4.11)

If the covariance of X is σ 2V , where V is a known symmetric positive definite
matrix then, after making the factorization V = DD′ and the transformation Y =
D−1X the problem is reduced to the one with covariance matrix proportional to I .
Substituting D−1X for X and D−1 A for A in (5.3.7), we obtain the general formula

β̂ = (A′V −1 A)−1 A′V −1X. (5.4.12)

The estimator (5.4.12) is the BLUE of β and can be considered as the multidimen-
sional generalization of (5.4.3).

As is illustrated in Example 5.10, when V is an arbitrary positive definite matrix,
the BLUE (5.3.12) is not necessarily equivalent to the LSE (5.3.7). The conditions
under which the two estimators are equivalent were studied by Watson (1967) and
Zyskind (1967). The main result is that the BLUE and the LSE coincide when the
rank of A is p, 1 ≤ p ≤ n, if and only if there exist p eigenvectors of V which form
a basis in the linear space spanned by the columns of A. Haberman (1974) proved

the following interesting inequality. Let θ =
p∑

i=1

ciβi , where (c1, . . . , cp) are given

constants. Let θ̂ and θ∗ be, correspondingly, the BLUE and LSE of θ . If τ is the ratio
of the largest to the smallest eigenvalues of V then

1 ≥ Var{θ̂}
Var{θ∗} ≥ 4τ

(1 + τ )2
. (5.4.13)
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5.4.3 Best Linear Combinations of Order Statistics

Best linear combinations of order statistics are particularly attractive estimates when
the family of distributions under consideration depends on location and scale parame-
ters and the sample is relatively small. More specifically, suppose that F is a location-
and scale-parameter family, with p.d.f.s

f (x ;μ, σ ) = 1

σ
φ

(
x − μ

σ

)
,

where −∞ < μ < ∞ and 0 < σ < ∞. Let U = (X − μ)/σ be the standardized
random variable corresponding to X . Suppose that X1, . . . , Xn are i.i.d. and let
X∗ = (X (1), . . . , X (n))′ be the corresponding order statistic. Note that

X (i) ∼ μ + σU(i), i = 1, . . . , n,

where U1, . . . ,Un are i.i.d. standard variables and (U(1), . . . ,U(n)) the corresponding
order statistic. The p.d.f. of U is φ(u). If the covariance matrix, V , of the order statistic
(U(1), . . . ,U(n)) exists, and if α = (α1, . . . , αn)′ denotes the vector of expectations of
this order statistic, i.e., αi = E{U(i)}, i = 1, . . . , n, then we have the linear model

X∗ = [1,α]

(
μ

σ

)
+ ε∗, (5.4.14)

where E{ε∗} = 0 and �|(ε∗) = V . This covariance matrix is known. Hence, according
to (5.3.12), the BLUE of (μ, σ ) is

(
μ̂

σ̂

)
=
(

1′V −11 1′V −1α

1′V −1α α′V −1α

)−1(
1′V −1X∗

α′V −1X∗

)
. (5.4.15)

Let

λ = (1′V −11)(α′V −1α) − (1′V −1α)2

and

C = V −1(1α′ − α1′)V −1/λ,

then the BLUE can be written as

μ̂ = −α′CX∗,

σ̂ = 1′CX∗.
(5.4.16)
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The variances and covariances of these BLUEs are

V {μ̂} = σ 2

λ
(α′C−1α),

V {σ̂ } = σ 2

λ
(1′C−11),

(5.4.17)

and

cov(μ̂, σ̂ ) = −σ 2

λ
(1′V −1α).

As will be illustrated in the following example the proposed BLUE, based on all the
n order statistics, becomes impractical in certain situations.

Example 5.11 illustrates an estimation problem for which the BLUE based on
all the n order statistics can be determined only numerically, provided the sample is
not too large. Various methods have been developed to approximate the BLUEs by
linear combinations of a small number of selected order statistics. Asymptotic (large
sample) theory has been applied in the theory leading to the optimal choice of selected
set of k, k < n, order statistics. This choice of order statistics is also called spacing.
For the theories and methods used for the determination of the optimal spacing see
the book of Sarhan and Greenberg (1962).

5.5 STABILIZING THE LSE: RIDGE REGRESSIONS

The method of ridge regression was introduced by Hoerl (1962) and by Hoerl
and Kennard (1970). A considerable number of papers have been written on the
subject since then. In particular see the papers of Marquardt (1970), Stone and
Conniffe (1973), and others. The main objective of the ridge regression method is
to overcome a phenomenon of possible instability of least-squares estimates, when
the matrix of coefficients S = A′ A has a large spread of the eigenvalues. To be more
specific, consider again the linear model of full rank: X = Aβ + ε, where E{ε} = 0
and �| (ε) = σ 2 I . We have seen that the LSE of β, β̂ = S−1 A′X, minimizes the
squared distance between the observed random vector X and the estimate of its
expectation Aβ, i.e., ||X − AB||2. ||a|| denotes the Euclidean length of the vector a,

i.e., ||a|| =
(

n∑
i=1

a2
i

)1/2

. As we have shown in Section 5.3.2, the LSE in the present

model is BLUE of β. However, if A is ill-conditioned, in the sense that the positive
definite matrix S = A′ A has large spread of the eigenvalues, with some being close
to zero, then the LSE β̂ may be with high probability very far from β. Indeed, if
L2 = ||β̂ − β||2 then

E{L2} = σ 2tr.{S−1}. (5.5.1)
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Let P be an orthogonal matrix that diagonalizes S, i.e., P S P ′ = �, where � is
a diagonal matrix consisting of the eigenvalues (λ1, . . . , λp) of S (all positive).
Accordingly

E{L2} = σ 2
p∑

i=1

1

λi
. (5.5.2)

We see that E{L2} ≥ σ 2 1
λmin

, where λmin is the smallest eigenvalue. A very large
value of E{L2} means that at least one of the components of β has a large variance.
This implies that the corresponding value of βi may with high probability be far from
the true value. The matrix A in experimental situations often represents the levels
of certain factors and is generally under control of the experimenter. A good design
will set the levels of the factors so that the columns of A will be orthogonal. In this
case S = I , λ1 = . . . = λp = 1 and E{L2} attains the minimum possible value pσ 2

for the LSE. In many practical cases, however, X is observed with an ill-conditioned
coefficient matrix A. In this case, all the unbiased estimators of β are expected to
have large values of L2. The way to overcome this deficiency is to consider biased
estimators of β which are not affected strongly by small eigenvalues. Hoerl (1962)
suggested the class of biased estimators

β̂∗(k) = [A′ A + k I ]−1 A′X (5.5.3)

with k ≥ 0, called the ridge regression estimators. It can be shown for every k > 0,
β̂∗(k) has smaller length than the LSE β̂, i.e., ||β̂∗(k)|| < ||β̂||. The ridge estimator is
compared to the LSE. If we graph the values of β∗

i (k) as functions of k we often see
that the estimates are very sensitive to changes in the values of k close to zero, while
eventually as k grows the estimates stabilize. The graphs of β∗

i (k) for i = 1, . . . , k
are called the ridge trace. It is recommended by Hoerl and Kennard (1970) to choose
the value of k at which the estimates start to stabilize.

Among all (biased) estimators B of β that lie at a fixed distance from the origin the
ridge estimator β∗(k), for a proper choice of k, minimizes the residual sum of squares
||X − AB||2. For proofs of these geometrical properties, see Hoerl and Kennard
(1970). The sum of mean-squared errors (MSEs) of the components of β̂∗(k) is

E{L2(k)} = E{||β̂∗(k) − β||2} = σ 2
p∑

i=1

λi

(λi + k)2
+ k2

p∑
i=1

γ 2
i

(λi + k)2
, (5.5.4)

where γ = Hβ and H is the orthogonal matrix diagonalizing A′ A. E{L2(k)}
is a differentiable function of k, having a unique minimum k(0)(γ ). Moreover,
E{L2(k0(β))} < E{L2(0)}, where E{L2(0)} is the sum of variances of the LSE com-
ponents, as in (5.4.2). The problem is that the value of k0(γ ) depends on γ and if k is
chosen too far from k0(γ ), E{L2(k)} may be greater than E{L2(0)}. Thus, a crucial
problem in applying the ridge-regression method is the choice of a flattening factor
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k. Hoerl, Kennard, and Baldwin (1975) studied the characteristics of the estimator
obtained by substituting in (5.4.3) an estimate of the optimal k0(γ ). They considered
the estimator

k̂ = pσ̂ 2

||β̂||2 , (5.5.5)

where β̂ is the LSE and σ̂ 2 is the estimate of the variance around the regression line,
as in (5.4.11). The estimator β̂∗(k̂) is not linear in X , since k is a nonlinear function
of X. Most of the results proven for a fixed value of k do not necessarily hold when
k is random, as in (5.5.5). For this reason Hoerl, Kennard, and Baldwin performed
extensive simulation experiments to obtain estimates of the important characteristics
of β̂∗(k̂). They found that with probability greater than 0.5 the ridge-type estimator
˜̂

β∗(k̂) is closer (has smaller distance norm) to the true β than the LSE. Moreover,
this probability increases as the dimension p of the factor space increases and as the
spread of the eigenvalues of S increases. The ridge type estimator β̂∗(k̂) are similar to
other types of nonlinear estimators (James–Stein, Bayes, and other types) designed
to reduce the MSE. These are discussed in Chapter 8.

A more general class of ridge-type estimators called the generalized ridge regres-
sion estimators is given by

β̂ = (A′ A + C)−1 A′X, (5.5.6)

where C is a positive definite matrix chosen so that A′ A + C is nonsingular. [The
class is actually defined also for A′ A + C singular with a Moore–Penrose generalized
inverse replacing (A′ A + C)−1; see Marquardt (1970).]

5.6 MAXIMUM LIKELIHOOD ESTIMATORS

5.6.1 Definition and Examples

In Section 3.3, we introduced the notion of the likelihood function, L(θ ; x) defined
over a parameter space �, and studied some of its properties. We develop here an
estimation theory based on the likelihood function.

The maximum likelihood estimator (MLE) of θ is a value of θ at which the
likelihood function L(θ ; x) attains its supremum (or maximum). We remark that if
the familyF admits a nontrivial sufficient statistic T (X) then the MLE is a function of
T (X). This is implied immediately from the Neyman–Fisher Factorization Theorem.
Indeed, in this case,

f (x; θ ) = h(x)g(T (x); θ ),

where h(x) > 0 with probability one. Hence, the kernel of the likelihood function
can be written as L∗(θ ; x) = g(T (x); θ ). Accordingly, the value θ that maximizes it
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depends on T (x). We also notice that although the MLE is a function of the sufficient
statistic, the converse is not always true. An MLE is not necessarily a sufficient
statistic.

5.6.2 MLEs in Exponential Type Families

Let X1, . . . , Xn be i.i.d. random variables having a k-parameter exponential type
family, with a p.d.f. of the form (2.16.2). The likelihood function of the natural
parameters is

L(ψ ; X) = exp

{
k∑

i=1

ψi Ti (X) − nK (ψ)

}
, (5.6.1)

where

Ti (X) =
n∑

j=1

Ui (X j ), i = 1, . . . , k.

The MLEs of ψ1, . . . , ψk are obtained by solving the system of k equations

∂

∂ψ1
K (ψ) = 1

n

n∑
j=1

U1(X j ),

...
∂

∂ψk
K (ψ) = 1

n

n∑
j=1

Uk(X j ).

(5.6.2)

Note that whenever the expectations exist, Eψ {Ui (X )} = ∂K (ψ)/∂ψi for each

i = 1, . . . , k. Hence, if X1, . . . , Xn are i.i.d. Eψ

{
∂

∂ψi
K (ψ̂)

}
= ∂K (ψ)/∂ψi , for

each i = 1, . . . , k, where ψ̂ is the vector of MLEs. For all points ψ in the interior of

the parameter space n, the matrix

(
− ∂2

∂ψi∂ψ j
K (ψ); i, j = 1, . . . , k

)
exists and is

positive definite for all ψ since K (ψ) is convex. Thus, the root ψ̂ of (5.6.2) is unique
and is a m.s.s.

5.6.3 The Invariance Principle

If the vector θ = (θ1, . . . , θk ) is reparametrized by a one-to-one transformation ψ1 =
g1(θ), . . . , ψk = gk(θ) then the MLEs of ψi are obtained by substituting in the g-
functions the MLEs of θ . This is obviously true when the transformation θ → ψ

is one-to-one. Indeed, if θ1 = g−1
1 (ψ), . . . , θk = g−1

k (ψ) then the likelihood function
L(θ ; x) can be expressed as a function of ψ , L(g−1

1 (ψ), . . . , g−1
k (ψ); x). If (θ̂1, . . . , θ̂k)
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is a point at which L(θ, x) attains its supremum, and if ψ̂ = (g1(θ̂), . . . , gk(θ̂ )) then,
since the transformation is one-to-one,

sup
θ

L(θ ; x) = L(θ̂ ; x) = L(g−1
1 (ψ̂), . . . , g−1

k (ψ̂); x) = L∗(ψ̂) = sup
ψ

L∗(ψ ; x),

(5.6.3)

where L∗(ψ ; x) is the likelihood, as a function of ψ . This result can be extended to
general transformations, not necessarily one-to-one, by a proper redefinition of the
concept of MLE over the space of the ψ-values. Let ψ = g(θ) be a vector valued
function of θ ; i.e., ψ = g(θ) = (g1(θ), . . . , gk(θ)) where the dimension of g(θ), r ,
does not exceed that of θ , k.

Following Zehna (1966), we introduce the notion of the profile likelihood function
of ψ = (ψ1, . . . , ψr ). Define the cosets of θ -values

G(ψ) = {θ ; g(θ) = ψ}, (5.6.4)

and let L(θ ; x) be the likelihood function of θ given x. The profile likelihood of ψ

given x is defined as

L∗(ψ ; x) = sup
θ∈G(ψ)

L(θ ; x). (5.6.5)

Obviously, in the one-to-one case L∗(θ ; x) = L(g−1
1 (θ), . . . , g−1

k (θ ); xn). Generally,
we define the MLE of ψ to be the value at which L∗(ψ ; x) attains its supremum. It is
easy then to prove that if θ̂ is an MLE of θ and ψ̂ = g(θ̂), then ψ̂ is an MLE of ψ ,
i.e.,

sup
ψ

L∗(ψ ; x) = L∗(ψ̂ ; x). (5.6.6)

5.6.4 MLE of the Parameters of Tolerance Distributions

Suppose that k-independent experiments are performed at controllable real-valued
experimental levels (dosages) −∞ < x1 < . . . < xk < ∞. At each of these levels
n j Bernoulli trials are performed ( j = 1, . . . , k). The success probabilities of these
Bernoulli trials are increasing functions F(x) of x . These functions, called tolerance
distributions, are the expected proportion of (individuals) units in a population whose
tolerance against the applied dosage does not exceed the level x . The model thus
consists of k-independent random variables J1, . . . , Jk such that Ji ∼ B(ni , F(xi ; θ )),
i = 1, . . . , k, where θ = (θ1, . . . , θr ), 1 ≤ r < k, is a vector of unknown parameters.
The problem is to estimate θ . Frequently applied models are

F(x; θ ) =

⎧⎪⎨⎪⎩
�(α + βx), normal distributions;

(1 + exp{−(α + βx)})−1, logistic distributions;

exp{− exp{−(α + βx)}}, extreme-value distribution.

(5.6.7)
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We remark that in some of the modern literature the tolerance distributions are called
link functions (see Lindsey, 1996). Generally, if F(α + βxi ) is the success proba-
bility at level xi , the likelihood function of (α, β), given J1, . . . , Jk and x1, . . . , xk ,
n1, . . . , nk , is

L(α, β | J, x,n) =
k∏

i=1

[
F(α + βxi )

1 − F(α + βxi )

]Ji

·
k∏

i=1

[1 − F(α + βxi )]
ni , (5.6.8)

and the log-likelihood function is

log L(α, β | J, x,n) =
k∑

i=1

Ji log
F(α + βxi )

1 − F(α + βxi )
+

k∑
i=1

ni log(1 − F(α + βxi )).

The MLE of α and β are the roots of the nonlinear equations

k∑
i=1

J j
f (α + βx j )

F(α + βx j )F̄(α + βx j )
=

k∑
j=1

n j
f (α + βx j )

F̄(α + βx j )
,

k∑
j=1

x j J j
f (α + βx j )

F(α + βx j )F̄(α + βx j )
=

k∑
j=1

n j x j
f (α + βx j )

F̄(α + βx j )
,

(5.6.9)

where f (z) = F ′(z) is the p.d.f. of the standardized distribution F(z) and F̄(z) =
1 − F(z).

Let p̂i = Ji/ni , i = 1, . . . , k, and define the function

G(z; p̂) = f (z)( p̂ − F(z))

F(z)F̄(z)
, −∞ < z < ∞. (5.6.10)

Accordingly, the MLEs of α and β are the roots α̂ and β̂ of the equations

k∑
i=1

ni G(α̂ + β̂xi ; p̂i ) = 0 (5.6.11)

and

k∑
i=1

xi ni G(α̂ + β̂xi ; p̂i ) = 0.

The solution of this system of (generally nonlinear) equations according to the
Newton–Raphson method proceeds as follows. Let α̂0 and β̂0 be an initial solution.
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The adjustment after the j th iteration ( j = 0, 1, . . .) is α̂ j+1 = α̂ j + δα j and
β̂ j+1 = β̂ j + δβ j , where δα j and δβ j are solutions of the linear equations⎛⎜⎜⎜⎜⎜⎝

k∑
i=1

W ( j)
i

k∑
i=1

xi W
( j)
i

k∑
i=1

xi W
( j)
i

k∑
i=1

x2
i W ( j)

i

⎞⎟⎟⎟⎟⎟⎠
⎛⎝ δα j

δβ j

⎞⎠ =

⎛⎜⎜⎜⎜⎜⎝
k∑

i=1

Y ( j)
i

k∑
i=1

xi Y
( j)
i

⎞⎟⎟⎟⎟⎟⎠, (5.6.12)

where

W ( j)
i = ni G

′(α̂ j + β̂ j xi ; p̂i ) (5.6.13)

and

Y ( j)
i = −ni G(α̂ j + β̂ j xi ; p̂i )

and G ′(z; p̂) = ∂
∂z G(z; p̂). The linear equations (5.6.12) resemble the normal

equations in weighted least-squares estimation. However, in the present problems the
weights depend on the unknown parameters α and β. In each iteration, the current
estimates of α and β are substituted. For applications of this procedure in statistical
reliability and bioassay quantal response analysis, see Finney (1964), Gross and
Clark (1975), and Zacks (1997).

5.7 EQUIVARIANT ESTIMATORS

5.7.1 The Structure of Equivariant Estimators

Certain families of distributions have structural properties that are preserved under
transformations of the random variables. For example, if X has an absolutely con-
tinuous distribution belonging to a family F which depends on location and scale

parameters, i.e., its p.d.f. is f (x ;μ, σ ) = 1

σ
φ

(
x − μ

σ

)
, where −∞ < μ < ∞ and

0 < σ < ∞, then any real-affine transformation of X , given by

[α, β]X = α + βX, −∞ < α < ∞, 0 < β < ∞

yields a random variable Y = α + βX with p.d.f. f (y;μ, σ ) = 1

σ̄
φ

(
y − μ̄

σ̄

)
, where

μ̄ = α + βμ and σ̄ = βσ . Thus, the distribution of Y belongs to the same family F .
The familyF is preserved under transformations belonging to the group G = {[α, β];
−∞ < α < ∞, 0 < β < ∞} of real-affine transformations.

In this section, we present the elements of the theory of families of distributions
and corresponding estimators having structural properties that are preserved under
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certain groups of transformations. For a comprehensive treatment of the theory and
its geometrical interpretation, see the book of Fraser (1968). Advanced treatment
of the subject can be found in Berk (1967), Hall, Wijsman, and Ghosh (1965),
Wijsman (1990), and Eaton (1989). We require that every element g of G be a
one-to-one transformation of X onto X . Accordingly, the sample space structure
does not change under these transformations. Moreover, if B is the Borel σ -field on
X then, for all g ∈ G, we require that Pθ [gB] will be well defined for all B ∈ B
and θ ∈ �. Furthermore, as seen in the above example of the location and scale
parameter distributions, if θ is a parameter of the distribution of X the parameter of
Y = gX is ḡθ , where ḡ is a transformation on the parameter space � defined by the
relationship

Pθ [B] = Pḡθ [gB], for every B ∈ B. (5.7.1)

In the example of real-affine transformations, if g = [α, β] and θ = (μ, σ ), then
ḡ(μ, σ ) = (α + βμ, βσ ). We note that ḡ� = � for every ḡ corresponding to g in
G. Suppose that X1, . . . , Xn are i.i.d. random variables whose distribution F belongs
to a family F that is preserved under transformations belonging to a group G. If
T (X1, . . . , Xn) is a statistic, then we define the transformations g̃ on the range T of
T (X1, . . . , Xn), corresponding to transformations g of G, by

g̃T (x1, . . . , xn) = T (gx1, . . . , gxn). (5.7.2)

A statistic S(X1, . . . , Xn) is called invariant with respect to G if

g̃S(X1, . . . , Xn) = S(X1, . . . , Xn) for every g ∈ G. (5.7.3)

A coset of x0 with respect to G is the set of all points that can be obtained as images
of x0, i.e.,

C(x0) = {x : x = gx0, for all g ∈ G}.

Such a coset is called also an orbit of G in X through x0. If x0 = (x0
1 , . . . , x0

n ) is a
given vector, the orbit of G in X (n) through x0 is the coset

C(x0) = {x : x = (gx0
1 , . . . , gx0

n ), for all g ∈ G}.

If x(1) and x(2) belong to the same orbit and S(x) = S(x1, . . . , xn) is invariant with
respect to G then S(x(1)) = S(x(2)). A statistic U (X) = U (X1, . . . , Xn) is called max-
imal invariant if it is invariant and if X(1) and X(2) belong to two different orbits then
U (X(1)) 
= U (X(2)). Every invariant statistic is a function of a maximal invariant
statistic.
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If θ̂ (X1, . . . , Xn) is an estimator of θ , it would be often desirable to have the
property that the estimator reacts to transformations of G in the same manner as the
parameters θ do, i.e.,

θ̂ (g̃x) = ḡθ̂(x), for every g ∈ G. (5.7.4)

5.7.2 Minimum MSE Equivariant Estimators

Estimators satisfying (5.7.4) are called equivariant. The objective is to derive an
equivariant estimator having a minimum MSE or another optimal property. The
algebraic structure of the problem allows us often to search for such optimal estimators
in a systematic manner.

5.7.3 Minimum Risk Equivariant Estimators

A loss function L(θ̂(X), θ ) is called invariant under G if

L(ḡθ̂(X), ḡθ ) = L(θ̂(X), θ ), (5.7.5)

for all θ ∈ � and all g ∈ G.
The coset C(θ0) = {θ ; θ = ḡθ0, g ∈ G} is called an orbit of G through θ0 in �. We

show now that if θ̂ (X) is an equivariant estimator and L(θ̂(X), θ ) is an invariant loss
function then the risk function R(θ̂ , θ) = E{L(θ̂(X), θ )} is constant on each orbit of
G in �. Indeed, for any g ∈ G, if the distribution of X is F(x ; θ ) and the distribution
of Y = gX is F(y; ḡθ ), then if θ̂ is equivariant

R(θ̂ , θ) =
∫

L(θ̂(x), θ )d F(x ; θ )

=
∫

L(ḡθ̂ (x), ḡθ )d F(x ; θ )

=
∫

L(θ̂(gx), ḡθ )d F(x ; θ )

=
∫

L(θ̂(y), ḡθ )d F(y; ḡθ )

= R(θ̂ , ḡθ ), for all g ∈ G.

(5.7.6)

Thus, whenever the structure of the model is such that � contains only one orbit
with respect to G, and there exist equivariant estimators with finite risk, then each
such equivariant estimator has a constant risk function. In Example 5.23, we illustrate
such cases. We consider there the location and scale parameter family of the normal
distributions N (μ, σ ). This family has a parameter space �, which has only one orbit
with respect to the group G of real-affine transformations. If the parameter space has
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various orbits, as in the case of Example 5.24, there is no global uniformly min-
imum risk equivariant estimator, but only locally for each orbit. In Example 5.26,
we construct uniformly minimum risk equivariant estimators of the scale and shape
parameters of Weibull distributions for a group of transformations and a correspond-
ing invariant loss function.

5.7.4 The Pitman Estimators

We develop here the minimum MSE equivariant estimators for the special models
of location parameters and location and scale parameters. These estimators are
called the Pitman estimators.

Consider first the family F of location parameters distributions, i.e., every p.d.f.
of F is given by f (x ; θ ) = φ(x − θ ), −∞ < θ < ∞. φ(x) is the standard p.d.f.
According to our previous discussion, we consider the group G of real translations.
Let θ̂ (X) be an equivariant estimator of θ . Then, writing T = (θ̂ , X (1) − θ̂ , . . . , X (n) −
θ̂), where X (1) ≤ . . . ≤ X(n), for any equivariant estimator, d(X), of θ , we
have

d(X) = θ̂ + ψ(X(1) − θ̂ , . . . , X(n) − θ̂ ).

Note that U = (X(1) − θ̂ , . . . , X(n) − θ̂ ) has a distribution that does not depend on θ .
Moreover, since θ̂ (X) is an equivariant estimator, we can write

θ̂ (X) = θ + F(Y), where Y = X − θ1.

Thus, the MSE of d(X) is

MSE{d} = E{[F(Y) + ψ(X(1) − θ̂ , . . . , X(n) − θ̂ )]2}. (5.7.7)

It follows immediately that the function ψ(U) which minimizes the MSE is the
conditional expectation

ψ0(U) = −E{F(Y) | U}. (5.7.8)

Thus, the minimum MSE equivariant estimator is

d0(X) = θ̂ (X) − E{F(Y) | U}. (5.7.9)

This is a generalized form of the Pitman estimator. The well-known specific form
of the Pitman estimator is obtained by starting with θ̂ (X) = X(1). In this case,
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F(Y) = Y(1), where Y(1) is the minimum of a sample from a standard distribution.
Formula (5.7.9) is then reduced to the special form

d0(X) = X (1) − E{Y(1) | X (2) − X (1), . . . , X (n) − X(1)}

= X(1) −

∫ ∞

−∞
uφ(u)

n∏
i=2

φ(Y(i) + u)du

∫ ∞

−∞
φ(u)

n∏
i=2

φ(Y(i) + u)du

,
(5.7.10)

where Y(i) = X(i) − X(1), i = 2, . . . , n. In the derivation of (5.7.9), we have assumed
that the MSE of d(X) exists. A minimum risk equivariant estimator may not exist.
Finally, we mentioned that the minimum MSE equivariant estimators are unbiased.
Indeed

Eθ {d0(x)} = θ + E{F(Y) − E{F(Y) | u}} = θ, −∞ < θ < ∞. (5.7.11)

If F is a scale and location family of distribution, with p.d.f.s of the form

f (x ;μ, σ ) = 1

σ
φ

(
x − μ

σ

)
, −∞ < x < ∞, −∞ < μ < ∞, 0 < σ < ∞,

where φ(u) is a p.d.f., then every equivariant estimator of μ with respect to the group
G of real-affine transformations can be expressed in the form

μ̂(X) = X (1) + (X (2) − X (1))ψ(Z), (5.7.12)

where X(1) ≤ . . . ≤ X(n) is the order statistic, X (2) − X(1) > 0 and Z = (Z3, . . . , Zn)′,
with Zi = (X (i) − X (1))/(X (2) − X (1)). The MSE of μ̂(X) is given by

MSE{μ̂(X);μ, σ } = σ 2 E0{[X (1) + (X (2) − X (1))ψ(Z)]2}

= σ 2 E0{E0{[X (1) + (X (2) − X(1))ψ(Z)]2 | Z}},
(5.7.13)

where E0{·} designates an expectation with respect to the standard distribution
(μ = 0, σ = 1). An optimal choice of ψ(Z) is such for which E0{[X (1) + (X(2) −
X(1))ψ(Z)]2 | Z} is minimal. Thus, the minimum MSE equivariant estimator of μ is

μ̂(X) = X (1) + (X (2) − X (1))ψ
0(Z), (5.7.14)

where

ψ0(Z) = − E0{X (1)(X (2) − X (1)) | Z}
E0{(X (2) − X (1))2 | Z} . (5.7.15)
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Equivalently, the Pitman estimator of the location parameter is expressed as

μ̂(X) = X (1) − (X (2) − X (1)) ·

·

∫ ∞

−∞
uφ(u)

∫ ∞

0
vn−1φ(u + v)

n∏
i=3

φ(u + v Zi )dvdu

∫ ∞

−∞
φ(u)

∫ ∞

0
vnφ(u + v)

n∏
i=3

φ(u + v Zi )dvdu

.
(5.7.16)

In a similar manner, we show that the minimum MSE equivariant estimator for σ is
σ̂0(Xn) = (X (2) − X (1))ψ0(Z3, . . . , Zn), where

ψ0(Z3, . . . , Zn) = E{U2 | Z3, . . . , Zn}
E{U 2

2 | Z3, . . . , Zn}
. (5.7.17)

Indeed, ψ0(Z) minimizes E0{(U2ψ(Z) − 1)2 | Z}. Accordingly, the Pitman estimator
of the scale parameter, σ , is

σ̂0(Xn) = (X(2) − X(1)) ·

∫ ∞

∞
φ(u1)

∫ ∞

0
un−1

2 φ(u1 + u2)
n∏

i=3

φ(u1 + u2 Zi )du2du1∫ ∞

∞
φ(u1)

∫ ∞

0
un

2φ(u1 + u2)
n∏

i=3

φ(u1 + u2 Zi )du2du1

.

(5.7.18)

5.8 ESTIMATING EQUATIONS

5.8.1 Moment-Equations Estimators

Suppose thatF is a family of distributions depending on k real parameters, θ1, . . . , θk ,
1 ≤ k. Suppose that the momentsμr , 1 ≤ r ≤ k, exist and are given by some specified
functions

μr = Mr (θ1, . . . , θk), 1 ≤ r ≤ k.

If X1, . . . , Xn are i.i.d. random variables having a distribution in F , the sample

moments Mr = 1

n
�Xr

j are unbiased estimators of μr (1 ≤ r ≤ k) and by the laws of

large numbers (see Section 1.11) they converge almost surely to μr as n → ∞. The
roots of the system of equations

Mr = Mr (θ̂1, . . . , θ̂k), 1 ≤ r ≤ k, (5.8.1)

are called the moment-equations estimators (MEEs) of θ1, . . . , θk .
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In Examples 5.28–5.29, we discuss cases where both the MLE and the MEE can
be easily determined, but the MLE exhibiting better characteristics. The question is
then, why should we consider the MEEs at all? The reasons for considering MEEs
are as follows:

1. By using the method of moment equations one can often easily deter-
mine consistent estimators having asymptotically normal distributions. These
notions of consistency and asymptotic normality are defined and discussed in
Chapter 7.

2. There are cases in which it is difficult to determine the MLEs, while the MEEs
can be readily determined, and can be used as a first approximation in an
iterative algorithm.

3. There are cases in which MLEs do not exist, while MEEs do exist.

5.8.2 General Theory of Estimating Functions

Both the MLE and the MME are special cases of a class of estimators called estimating
functions estimator. A function g(X; θ ), X ∈ X (n) and θ ∈ �, is called an estimating
function, if the root θ̂ (X) of the equation

g(X, θ ) = 0 (5.8.2)

belongs to �; i.e., θ̂ (X) is an estimator of θ . Note that if θ is a k-dimensional vector
then (5.8.2) is a system of k-independent equations in θ . In other words, g(X, θ ) is a
k-dimensional vector function, i.e.,

g(X, θ ) = (g1(X, θ ), . . . , gk(X, θ ))′.

θ̂ (X) is the simultaneous solution of

g1(X, θ ) = 0,
g2(X, θ ) = 0,

...
gk(X, θ ) = 0.

(5.8.3)

In the MEE case, gi (X, θ ) = Mi (θ1, . . . , θk) − mi (i = 1, . . . , k). In the MLE case,

gi (X, θ ) = ∂

∂θi
log f (X; θ ), i = 1, . . . , k.

In both cases, Eθ {g(X, θ )} = 0 for all θ , under the CR regularity conditions (see
Theorem 5.2.2).
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An estimating function g(X, θ ) is called unbiased if Eθ {g(X; θ )} = 0 for all θ .
The information in an estimating function g(X, θ ) is defined as

Ig(θ ) =

[
Eθ

{
∂

∂θ
g(X, θ )

}]2

Eθ {g2(X, θ )} . (5.8.4)

For example, if g(X, θ ) is the score function S(X, θ ), then under the regularity

conditions (3.7.2), E

{
∂

∂θ
g(X; θ )

}
= −I (θ ) and Eθ {S2(X; θ )} = I (θ ), where I (θ )

is the Fisher information function. A basic result of is that Ig(θ ) ≤ I (θ ) for all
unbiased estimating functions.

The CR regularity conditions are now generalized for estimating functions. The
regularity conditions for estimating functions are as follows:

(i)
∂g(x, θ )

∂θ
exists for all θ , for almost all x (with probability one).

(ii)
∫

g(x, θ )d F(x, θ ) is differentiable with respect to θ under the integral sign,

for all θ .

(iii) Eθ

{
∂

∂θ
g(X, θ )

}

= 0 and exists for all θ .

(iv) Eθ {g2(X, θ )} < ∞ for all θ .

Let T be a sufficient statistic for a parametric family F . Bhapkar (1972) proved
that, for any unbiased estimating function g, if

g∗(T, θ ) = E{g(X, θ ) | T }

then Ig(θ ) ≤ Ig∗ (θ ) for all θ with equality if and only if g∗ ∈ FT . This is a gen-
eralization of the Blackwell–Rao Theorem to unbiased estimating functions. Under

the regularity conditions, the score function S(X, θ ) = ∂

∂θ
log f (X, θ ) depends on

X only through the likelihood statistic T (X ), which is minimal sufficient. Thus, the
score function is most informative among the unbiased estimating functions that
satisfy the regularity conditions. If θ is a vector parameter, then the information
in g is

Ig(θ) = GT (θ)�| −1
g (θ )G(θ), (5.8.5)

where

G(θ ) =
(

Eθ

{
∂gi (X, θ )

∂θ j

}
, i, j = 1, . . . , k

)
(5.8.6)
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and

�| g(θ ) = Eθ {g(X, θ )gT (X, θ )}, (5.8.7)

where g(X, θ ) = (g1(X, θ ), . . . , gk(X, θ ))′ is a vector of k estimating functions, for
estimating the k components of θ .

We can show that I (θ ) = Ig(θ ) is a nonnegative definite matrix, and I (θ ) is the
Fisher information matrix.

Various applications of the theory of estimating functions can be found in Godambe
(1991).

5.9 PRETEST ESTIMATORS

Pretest estimators (PTEs) are estimators of the parameters, or functions of the param-
eters of a distribution, which combine testing of some hypothesis (es) and estimation
for the purpose of reducing the MSE of the estimator. The idea of preliminary testing
has been employed informally in statistical methodology in many different ways and
forms. Statistical inference is often based on some model, which assumes a certain
set of assumptions. If the model is correct, or adequately fits the empirical data, the
statistician may approach the problem of estimating the parameters of interest in a
certain manner. However, if the model is rejectable by the data the estimation of
the parameter of interest may have to follow a different procedure. An estimation
procedure that assumes one of two alternative forms, according to the result of a test
of some hypothesis, is called a pretest estimation procedure.

PTEs have been studied in various estimation problems, in particular in various
least-squares estimation problems for linear models. As we have seen in Section 4.6,
if some of the parameters of a linear model can be assumed to be zero (or negligible),
the LSE should be modified, according to formula (4.6.14). Accordingly, if β̂ denotes
the unconstrained LSE of a full-rank model and β∗ the constrained LSE (4.6.14), the
PRE of β is

β̂A = β̂ I { Ā} + β∗ I {A}, (5.9.1)

where A denotes the acceptance set of the hypothesis H0 : βr+1 = βr+2 = . . . =
βp = 0; and Ā the complement of A. An extensive study of PREs for linear models,
of the form (5.8.5), is presented in the book of Judge and Bock (1978). The reader is
referred also to the review paper of Billah and Saleh (1998).

5.10 ROBUST ESTIMATION OF THE LOCATION AND SCALE
PARAMETERS OF SYMMETRIC DISTRIBUTIONS

In this section, we provide some new developments concerning the estimation of
the location parameter, μ, and the scale parameter, σ , in a parametric family, F ,
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whose p.d.f.s are of the form f (x ;μ, σ ) = 1

σ
f

(
x − μ

σ

)
, and f (−x) = f (x) for

all −∞ < x < ∞. We have seen in various examples before that an estimator of μ,
or of σ , which has small MSE for one family may not be as good for another. We
provide below some variance comparisons of the sample mean, X̄ , and the sample
median, Me, for the following families: normal, mixture of normal and rectangular,
t[ν], Laplace and Cauchy. The mixtures of normal and rectangular distributions will
be denoted by (1 − α)N + αR(−3σ, 3σ ). Such a family of mixtures has the standard
density function

f (x) = 1 − α√
2π

exp

{
−1

2
x2

}
+ α

6σ
I {−3σ < x < 3σ }, −∞ < x < ∞.

The t[ν] distributions have a standard p.d.f. as given in (2.13.5). The asymptotic
(large sample) variance of the sample median, Me, is given by the formula (7.9.3)

AV {Me} = σ 2

4 f 2(0)n
, (5.10.1)

provided f (0) > 0, and f (x) is continuous at x = 0.
In Table 5.1, we provide the asymptotic variances of X̄ and Me and their ratio

E = AV {X̄}/AV {Me}, for the families mentioned above. We see that the sample
mean X̄ which is a very good estimator of the location parameter, μ, when F is the
family of normal distributions loses its efficiency when F deviates from normality.
The reason is that the sample mean is very sensitive to deviations in the sample of the
extreme values. The sample mean performs badly when the sample is drawn from a
distribution having heavy tails (relatively high probabilities of large deviations from
the median of the distribution). This phenomenon becomes very pronounced in the
case of the Cauchy family. One can verify (Fisz, 1963, p. 156) that if X1, . . . , Xn are
i.i.d. random variables having a common Cauchy distribution than the sample mean
X̄ has the same Cauchy distribution, irrespective of the sample size. Furthermore,
the Cauchy distribution does not have moments, or we can say that the variance of
X̄ is infinite. In order to avoid such possibly severe consequences due to the use of
X̄ as an estimator of μ, when the statistician specifies the model erroneously, several

Table 5.1 Asymptotic Variances of X̄ and Me

Family X̄ Me E

Normal σ 2/n πσ 2/2n 0.6366
0.9N + 0.1R(−3σ, 3σ ) 1.2σ 2/n 1.77σ 2/n 0.6776
0.5N + 0.5R(−3σ, 3σ ) 1.5σ 2/n 3.1258σ 2/n 0.4799
t[4] 2σ 2/n 16σ 2/9n 1.125
Laplace 2σ 2/n σ 2/n 2.000
Cauchy – σ 2π 2/4 ∞
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types of less sensitive estimators of μ and σ were developed. These estimators are
called robust in the sense that their performance is similar, in terms of the sampling
variances and other characteristics, over a wide range of families of distributions. We
provide now a few such robust estimators of the location parameter:

1. α -Trimmed Means: The sample is ordered to obtain X(1) ≤ . . . ≤ X(n). A
proportion α of the smallest and largest values are removed and the mean of
the remaining (1 − α)n of the values is determined. If [nα] denotes the largest
integer not exceeding nα and if p = 1 + [nα] − nα then the α-trimmed mean
is

μ̂α = pX([nα]+1) + X([nα]+2) + · · · + pX (n−[αn])

n(1 − 2α)
. (5.10.2)

The median, Me is a special case, when α → 0.5.

2. Linear Combinations of Selected Order Statistics: This is a class of estimates
which are linear combinations, with some specified weights of some selected
order statistics. Gastwirth (1977) suggested the estimator

LG = .3X([ n
3 +1]) + .4Me + .3X(n−[ n

3 ]). (5.10.3)

Another such estimator is called the trimean and is given by

T RM = 0.25X([ n
4 ]+1) + 0.5Me + 0.25X (n−[ n

4 ]).

3. M -Estimates: The MLE estimates of μ and σ are the simultaneous solutions
of the equations

(I)
n∑

i=1

f ′
(

Xi − μ

σ

)
f

(
Xi − μ

σ

) = 0 (5.10.4)

and

(II)
n∑

i=1

⎡⎢⎢⎣( Xi − μ

σ

) f ′
(

Xi − μ

σ

)
f

(
Xi − μ

σ

) − 1

⎤⎥⎥⎦ = 0.

In analogy to the MLE solution and, in order to avoid strong dependence on a
particular form of f (x), a general class of M-estimators is defined as the simultaneous
solution of

n∑
i=1

ψ

(
Xi − μ

σ

)
= 0 (5.10.5)
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and

n∑
i=1

χ

(
Xi − μ

σ

)
= 0

for suitably chosen ψ(·) and χ (·) functions. Huber (1964) proposed the M-estimators
for which

ψk(z) =
⎧⎨⎩−k, z ≤ −k,

z, −k < z < k,
k, z ≥ k,

(5.10.6)

and

χ (z) = ψ2
k (z) − β(k), (5.10.7)

where

β(k) = 1√
2π

∫ ∞

−∞
ψ2

k (z)e− 1
2 z2

dz.

The determination of Huber’s M-estimators requires numerical iterative solutions. It
is customary to start with the initial solution of μ = Me and σ = (Q3 − Q1)/1.35,
where Q3 − Q1 is the interquartile range, or X (n−[ n

4 ]) − X ([ n
4 ]+1). Values of k are

usually taken in the interval [1, 2].
Other M-estimators were introduced by considering a different kind of ψ(·) func-

tion. Having estimated the value of γ by γ̂ , use the estimator

μ̂(γ̂ ) =

⎧⎪⎪⎨⎪⎪⎩
outer-mean, if γ̂ < 2,
X̄ , if 2 ≤ γ̂ ≤ 4,
μ̂.125, if 4 < γ̂ ≤ 4.5,
LG, if γ̂ < 4.5,

where the “outer-mean” is the mean of the extreme values in the sample. The reader
is referred to the Princeton Study (Andrews et al., 1972) for a comprehensive exam-
ination of these and many other robust estimators of the location parameter. Another
important article on the subject is that of Huber (1964, 1967).

Robust estimators of the scale parameter, σ , are not as well developed as those of
the location parameter. The estimators that are used are

σ̂1 = (Q3 − Q1)/1.35,
σ̂2 = Median (|X (i) − Me|, i = 1, . . . , n)/0.6754,

σ̂3 =
√

2

n

n∑
i=1

|Xi − Me|.
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Further developments have been recently attained in the area of robust estimation of
regression coefficients in multiple regression problems.

PART II: EXAMPLES

Example 5.1. In the production of concrete, it is required that the proportion of
concrete cubes (of specified dimensions) having compressive strength not smaller
than ξ0 be at least 0.95. In other words, if X is a random variable representing the
compressive strength of a concrete cube, we require that P{X ≥ ξ0} = 0.95. This
probability is a numerical characteristic of the distribution of X . Let X1, . . . , Xn be a
sample of i.i.d. random variables representing the compressive strength of n randomly
chosen cubes from the production process under consideration. If we do not wish
to subject the estimation of p0 = P{X ≥ ξ0} to strong assumptions concerning the
distribution of X we can estimate this probability by the proportion of cubes in the
sample whose strength is at least ξ0; i.e.,

p̂ = 1

n

n∑
i=1

I {Xi ≥ ξ0}.

We note that n p̂ has the binomial distribution B(n, p0). Thus, properties of the
estimator p̂ can be deduced from this binomial distribution.

A commonly accepted model for the compressive strength is the family of log-
normal distributions. If we are willing to commit the estimation procedure to this
model we can obtain estimators of p0 which are more efficient than p̂, provided the

model is correct. Let Yi = log Xi , i = 1, . . . , and let Ȳn = 1

n

∑
i

Yi , S2
n =

∑
i

(Yi −

Ȳn)2/(n − 1). Let η0 = log ξ0. Then, an estimator of p0 can be

p̃ = �

(
Ȳn − η0

Sn

)
,

where �(u) is the standard normal c.d.f. Note that Ȳn and Sn are the sample statistics
that are substituted to estimate the unknown parameters (ξ, σ ). Moreover, (Ȳn, Sn) is
a m.s.s. for the family of log-normal distributions. The estimator we have exhibited
depends on the sample values only through the m.s.s. As will be shown later the
estimator p̃ has certain optimal properties in large samples, and even in small samples
it is a reasonable estimator to use, provided the statistical model used is adequate for
the real phenomenon at hand.

Example 5.2. Let X1, . . . , Xn be i.i.d. random variables having a rectangular distri-
bution R(0, θ ), 0 < θ < ∞. Suppose that the characteristic of interest is the expec-
tation μ = θ/2. The unbiased estimator μ̃ = X̄n has a variance

Vθ {X̄n} = θ2

12n
.
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On the other hand, consider the m.s.s. X (n) = max
1≤i≤n

{Xi }. The expected value of X (n)

is

Eθ {X (n)} = n

θn

∫ θ

0
tndt = n

n + 1
θ.

Hence, the estimator μ̂ = n + 1

2n
X(n) is also an unbiased estimator of μ. The variance

of μ̂ is

Vθ {μ̂} = θ2

4n(n + 2)
.

Thus, Vθ {μ̂} < Vθ {X̄n} for all n ≥ 2, and μ̂ is a better estimator than X̄n . We note
that μ̂ depends on the m.s.s. X(n), while X̄n is not a sufficient statistic. This is the
main reason for the superiority of μ̂ over X̄n . The theoretical justification is provided
in the Rao–Blackwell Theorem.

Example 5.3. Let X1, . . . , Xn be i.i.d. random variables having a common nor-
mal distribution, i.e., F = {N (ξ, σ 2); −∞ < ξ < ∞, 0 < σ < ∞}. Both the mean
ξ and the variance σ 2 are unknown. We wish to estimate unbiasedly the probabil-
ity g(ξ, σ ) = Pξ,σ {X ≤ ξ0}. Without loss of generality, assume that ξ0 = 0, which

implies that g(ξ, σ ) = �(ξ/σ ). Let X̄n = 1

n

n∑
i=1

Xi and S2
n = 1

n − 1

n∑
i=1

(Xi − X̄ )2 be

the sample mean and variance. (X̄ , S2) is a complete sufficient statistic. According
to the Rao–Blackwell Theorem, there exists an essentially unique unbiased estimator
of �(ξ/σ ) that is a function of the complete sufficient statistic. We prove now that
this UMVU estimator is

ĝ(X̄ , S) =
⎧⎨⎩ 0, if w(X̄ , S) ≤ 0,

Iw(X̄ ,S)(
n
2 − 1, n

2 − 1), if 0 < w(X̄ , S) < 1,
1, if w(X̄ , S) ≥ 1,

where

w(X̄ , S) = 1

2

[
X̄

√
n√

(n − 1)S
+ 1

]
.

The proof is based on the following result (Ellison, 1964). If U and V are independent
random variables U ∼ β( ν−1

2 , ν−1
2 ) and V ∼ (χ2[ν])1/2 then (2U − 1)V ∼ N (0, 1).

Let ν = n − 1 and V = √
n − 1 S/σ . Accordingly

ĝ(X̄ , S) = P
{
β
(n

2
− 1,

n

2
− 1
)

≤ w(X̄ , S) | X̄ , S)
}
,
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where β( n
2 − 1, n

2 − 1) is independent of (X̄ , S). Thus, by substituting in the expres-
sion for w(X̄ , S), we obtain

Eξ,σ {ĝ(X̄ , S)} = P

{
σ
(

2β
(n

2
− 1,

n

2
− 1
)

− 1
)

V ≤
√

n√
n − 1

X̄

}
= P

{
σ N1(0, 1) − σ√

n − 1
N2(0, 1) ≤

√
n√

n − 1
ξ

}
,

with N1(0, 1) and N2(0, 1) independent standard normal random variables. Thus,

Eξ,σ {ĝ(X̄ , S)} = P

{
N (0, 1) ≤ ξ

σ

}
= �(ξ/σ ), for all (ξ, σ ).

We provide an additional example that illustrates the Rao–Blackwellization
method.

Example 5.4. Let X1, . . . , Xn be i.i.d. random variables, having a common Poisson
distribution, P(λ), 0 < λ < ∞. We wish to estimate unbiasedly the Poisson proba-
bility p(k; λ) = e−λλk/k! An unbiased estimator of p(k; λ) based on one observation
is

p̃(k; X1) = I {X1 = k}, k = 0, 1, . . . .

Obviously, this estimator is inefficient. According to the Rao–Blackwell Theorem
the MVUE of p(k; λ) is

p̂(k; Tn) = E{I {X1 = k} | Tn}
= P[X1 = k | Tn],

where Tn =∑ Xi is the complete sufficient statistic. If Tn > 0 the conditional dis-

tribution of X1, given Tn is the binomial B

(
Tn,

1

n

)
. Accordingly, the MVUE of

p(k; λ) is

p̂(k; Tn) =
⎧⎨⎩ I {k = 0}, if Tn = 0,

b

(
k | Tn,

1

n

)
, if Tn > 0,

where b

(
k | Tn,

1

n

)
is the p.d.f. of the Binomial distribution B

(
Tn,

1

n

)
.

Example 5.5. We have seen in Section 3.6 that if the m.s.s. S(X) is incomplete, there
is reason to find an ancillary statistic A(X) and base the inference on the conditional
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distribution of S(X), given A(X). We illustrate in the following example a case where
such an analysis does not improve.

Let X1, . . . , Xn be i.i.d. random variables having a rectangular distribution in

F = {R(θ − 1, θ + 1); −∞ < θ < ∞}.

A likelihood function for θ is

L(θ ; X ) = 1

2n
I {X (n) − 1 < θ < X (1) + 1},

where X (1) < · · · < X(n) is the order statistic. A m.s.s. is (X (1), X (n)). This

statistic, however, is incomplete. Indeed, Eθ

{
X(n) − X(1) − 2

n − 2

n + 1

}
= 0, but

Pθ

{
X (n) − X (1) = 2

n − 1

n + 1

}
= 0 for each θ .

Writing R(θ − 1, θ + 1) ∼ θ − 1 + 2R(0, 1) we have X (1) ∼ θ − 1 + 2U(1) and
X (n) ∼ θ − 1 + 2U(n), where U(1) and U(n) are the order statistics from R(0, 1).
Moreover, E{U(1)} = 1

n+1 and E{U(n)} = n
n+1 . It follows immediately that θ̂ =

1
2 (X (1) + X (n)) is unbiased. By the Blackwell–Rao Theorem it cannot be improved
by conditioning on the sufficient statistic.

We develop now the conditional distribution of θ̂ , given the ancillary statistic
W = X (n) − X (1). The p.d.f. of W is

fW (r ) = n(n − 1)

2n
rn−2(2 − r ), 0 ≤ r ≤ 2.

The transformation (X (1), X (n)) → (θ̂ , W ) is one to one. The joint p.d.f. of (θ̂ , W ) is

fθ̂ ,W (t, r ; θ ) = n(n − 1)

2n
rn−2 I

{
θ + r

2
− 1 ≤ t ≤ θ − r

2
+ 1
}
.

Accordingly,

pθ̂ |W (t | r ) = 1

2 − r
I
{
θ + r

2
− 1 ≤ t ≤ θ − r

2
+ 1
}
.

That is, θ̂ | W ∼ R

(
θ + W

2
− 1, θ − W

2
+ 1

)
. Thus,

E{θ̂ | W } = θ, for all − ∞ < θ < ∞,

and

V {θ̂ | W } = (2 − W )2

12
,
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We have seen already that θ̂ is an unbiased estimator. From the law of total variance,
we get

Vθ {θ̂} = 2

(n + 1)(n + 2)

for all −∞ < θ < ∞. Thus, the variance of θ̂ was obtained from this conditional
analysis. One can obtain the same result by computing V {U(1) + U(n)}.

Example 5.6. Consider the MVUE of the Poisson probabilities p(k; λ), derived in
Example 5.4. We derive here the Cramér–Rao lower bound for the variance of this
estimator. We first note that the Fisher information for a sample of n i.i.d. Poisson
random variables is In(λ) = n/λ. Furthermore, differentiating p(k; λ) with respect

to λ we obtain that
∂

∂λ
p(k; λ) = −(p(k; λ) − p(k − 1; λ)), where p(−1; λ) ≡ 0. If

p̂(k; Tn) is the MVUE of p(k; λ), then according to the Cramér–Rao inequality

Varλ{ p̂(k; Tn)} >

⎧⎪⎪⎨⎪⎪⎩
λ

n
p2(k − 1; λ)

(
λ

k
− 1

)2

, k ≥ 1,

λ

n
e−2λ, k = 0.

Strict inequality holds for all values of λ, 0 < λ < ∞, since the distribution of
p̂(k; Tn) is not of the exponential type, although the distribution of Tn is Poisson.
The Poisson family satisfies all the conditions of Joshi (1976) and therefore since
the distribution of p̂(k; Tn) is not of the exponential type, the inequality is strict.
Note that V { p̂(k; Tn} = E{(b(k; Tn

1
n ))2} − p2(k; λ). We can compute this variance

numerically.

Example 5.7. Consider again the estimation problem of Examples 5.4 and 5.5, with

k = 0. The MVUE of ω(λ) = e−λ is ω̂(Tn) =
(

1 − 1

n

)Tn

. The variance of ω̂(Tn)

can be obtained by considering the probability generating function of Tn ∼ P(nλ) at

t =
(

1 − 1

n

)
. We thus obtain

Varλ{ω̂(Tn)} = e−2λ(eλ/n − 1).

Since ω(λ) is an analytic function, we can bound the variance of ω̂(Tn) from below by

using BLB of order k = 2 (see (5.2.15)). We obtain, V11 = n

λ
, V12 = 0, V22 = 2n2

λ2
.

Hence, the lower bound for k = 2 is

L2(λ) = λ

n
e−2λ

(
1 + λ

2n

)
, 0 < λ < ∞.

This lower bound is larger than the Cramér–Rao lower bound for all 0 < λ < ∞.
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Example 5.8. Let (X1,Y1), . . . , (Xn,Yn) be i.i.d. vectors having a common bivari-

ate normal distribution N (0, σ 2

(
1 ρ

ρ 1

)
), −1 ≤ ρ ≤ 1, 0 < σ 2 < ∞. The complete

sufficient statistic for this family of bivariate normal distributions is T1(X,Y) =
n∑

i=1

(X2
i + Y 2

i ) and T2(X,Y) =
n∑

i=1

Xi Yi . We wish to estimate the coefficient of cor-

relation ρ.

An unbiased estimator of ρ is given by ρ̂ =
n∑

i=1

Xi Yi/

n∑
i=1

X2
i . Indeed

E{ρ̂ | X} = 1∑
i

X2
i

n∑
i=1

Xi E{Yi | X}.

But E{Yi | X} = ρXi for all i = 1, . . . , n. Hence, E{ρ̂ | X} = ρ w.p.1. The unbiased
estimator is, however, not an MVUE. Indeed, ρ̂ is not a function of (T1(X,Y),
T2(X,Y)). The MVUE can be obtained, according to the Rao–Blackwell Theorem
by determining the conditional expectation E{ρ̂ | T1, T2}.

The variance of ρ̂ is

V {ρ̂} = 1 − ρ2

n − 2
.

The Fisher information matrix in the present case is

I (σ 2, ρ) = n

⎛⎜⎜⎜⎝
1

σ 4
− ρ

σ 2(1 − ρ2)

−ρ

σ 2(1 − ρ2)

1 + ρ2

(1 − ρ2)2

⎞⎟⎟⎟⎠.

The inverse of the Fisher information matrix is

(I (σ 2, ρ))−1 = 1

n

(
σ 4(1 + ρ2) σ 2ρ(1 − ρ2)

σ 2ρ(1 − ρ2) (1 − ρ2)2

)
.

The lower bound on the variances of unbiased estimators of ρ is, therefore, (1 −
ρ2)2/n. The ratio of the lower bound of the variance of ρ̂ to the actual variance is
(1 − ρ2)(n − 2)

n
≈ 1 − ρ2 for large n. Thus, ρ̂ is a good unbiased estimator only if

ρ2 is close to zero.
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Example 5.9.

A. Let X1, . . . , Xn be i.i.d. random variables having a common location-
parameter exponential distribution with a p.d.f.

f (x ; θ ) = I {x ≥ θ} exp{−(x − θ )}, −∞ < θ < ∞.

The sample minimum X(1) is a complete sufficient statistic. X(1) is distributed

like θ + G(n, 1). Hence, E{X(1)} = θ + 1

n
and the MVUE of θ is θ̂ (X (1)) =

X (1) − 1

n
. The variance of this estimator is

Varθ {θ̂(X (1))} = 1

n2
, for all − ∞ < θ < ∞.

In the present case, the Fisher information I (θ ) does not exist. We derive now
the modified Chapman–Robbins lower bound for the variance of an unbiased
estimator of θ . Notice first that Wφ(X (1); θ ) = I {X (1) ≥ φ}en(φ−θ), where T =
X (1), for all φ ≥ θ . It is then easy to prove that

A(θ, φ) = exp{n(φ − θ )}−1, φ > θ.

Accordingly,

Varθ {θ̂(X(1))} ≥ sup
φ>θ

(φ − θ )2

exp{n(φ − θ )} − 1
.

The function x2/(enx − 1) assumes a unique maximum over (0,∞) at the root

of the equation enx (2 − nx) = 2. This root is approximately x0 = 1.592

n
. This

approximation yields

Varθ {θ̂(X (1))} ≥ 0.6476

n2
.

B. Consider the case of a random sample from R(0, θ ), 0 < θ < ∞. As shown in

Example 3.11 A, In(θ ) = n2

θ2
. The UMVU estimator of θ is θ̂n = n + 1

n
X (n).

The variance of θ̂n is Vθ {θ̂n} = θ2

n(n + 2)
. Thus, in this nonregular case

Vθ {θ̂n} < 1

In(θ )
for all 0 < θ < ∞.
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However,

lim
n→∞ Vθ {θ̂n}In(θ ) = 1 for all θ.

Example 5.10. Let X1, . . . , Xn be i.i.d. random variables having the nor-
mal distribution N (θ, σ 2) and Y1, . . . ,Yn i.i.d. random variables having the
normal distribution N (γ θ2, σ 2), where −∞ < θ , γ < ∞, and 0 < σ < ∞.
The vector X = (X1, . . . , Xn)′ is independent of Y = (Y1, . . . ,Yn)′. A m.s.s.

is (X̄n, Ȳn, Qn), where X̄n = 1

n

n∑
i=1

Xi , Ȳn = 1

n

n∑
i=1

Yi , and Qn =
n∑

i=1

(Xi − X̄ )2 +
n∑

i=1

(Yi − Ȳ )2. The Fisher information matrix can be obtained from the likelihood

function

L(θ, γ, σ 2 | X̄n, Ȳn, Qn) = 1

(σ 2)n
exp

{
− n

2σ 2

[
(X̄n − θ )2 + (Ȳn − γ θ2)2 + Qn

n

]}
.

The covariance matrix of the score functions is

nI (θ, γ, σ 2) = n

σ 2

⎛⎜⎜⎝
1 + 4γ 2θ2 2γ θ3 0

2γ θ3 θ4 0

0 0
1

σ 2

⎞⎟⎟⎠.

Thus,

In(θ, γ, σ 2) = |nI (θ, γ, σ 2)| = n3θ4

σ 8
.

Consider the reparametrization g1(θ, γ, σ ) = θ , g2(θ, γ, σ 2) = γ θ2 and
g3(θ, γ, σ ) = σ 2. The UMVU estimator is ĝ = (X̄n, Ȳn, Qn/2(n − 1)). The variance
covariance matrix of ĝ is

�(ĝ) = σ 2

n

⎛⎜⎜⎝
1 0 0

0 1 0

0 0 σ 2 n

n − 2

⎞⎟⎟⎠,

and

D(θ ) =

⎡⎢⎣ 1 0 0

2γ θ θ2 0

0 0 1

⎤⎥⎦.
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Thus, Ig = |D(θ )D′(θ )|
|�| (ĝ)| = θ4n2(n − 2)

σ 8
. The efficiency coefficient is Eθ (ĝ) =

n − 2

n
= 1 − 2

n
.

Example 5.11. Let (X1,Y1), . . . , (Xn,Yn) be a sample of n i.i.d. vectors having a
joint bivariate normal distribution

N

([
μ

μ

]
,

(
σ 2 ρστ

ρστ τ 2

))
,

where −∞ < μ < ∞, 0 < τ < ∞, 0 < σ < ∞, and −1 < ρ < 1. Assume that σ 2,
τ 2, and ρ are known. The problem is to estimate the common mean μ. We develop
the formula of the BLUE of μ. In the present case,

�| = 1

n

(
σ 2 ρστ

ρστ τ 2

)
and

�| −1 = n

σ 2τ 2(1 − ρ2)

(
τ 2 −ρστ

−ρστ σ 2

)
.

The BLUE of the common mean μ is according to (5.3.3)

μ̂ = ω X̄n + Ȳn

ω + 1
,

where X̄n and Ȳn are the sample means and

ω = τ 2 − ρστ

σ 2 − ρστ
, provided ρτ 
= σ.

Since �| is known, μ̂ is UMVU estimator.

Example 5.12. Let X1, . . . , Xn be i.i.d. Weibull variables, i.e., X ∼ G1/β (λ, 1),
where 0 < λ, β < ∞. Both λ and β are unknown. The m.s.s. is (X (1), . . . , X (n)). Let
Yi = log Xi , i = 1, . . . , n, and Y(i) = log X (i). Obviously, Y(1) ≤ Y(2) ≤ . . . ≤ Y(n).
We obtain the linear model

Y(i) = μ + σ log G(i), i = 1, . . . , n,

where μ = 1
β

log λ and σ = 1
β

; G(i) is the i th order statistic of n i.i.d. variables
distributed like G(1, 1). BLUEs of μ and σ are given by (5.4.16), where α is the
vector of E{log G(i)} and V is the covariance matrix of log G(i).
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The p.d.f. of G(i) is

f(i)(x) = n!

(i − 1)!(n − i)!
(1 − e−x )i−1e−x(n−i+1),

0 ≤ x ≤ ∞. Hence,

αi = E{log G(i)} =
(

n
i

) i−1∑
j=0

(−1) j i!

j!(i − 1 − j)!

∫ ∞

−∞
ue−u−(n−i+1+ j)e−u

du.

The integral on the RHS is proportional to the expected value of the extreme value
distribution. Thus,

αi =
(

n
i

) i−1∑
j=0

(−1) j i!

j!(i − 1 − j)!
· log(n − i + 1 + j) + γ

n − i + 1 + j
,

where γ = 0.577216 . . . is the Euler constant. The values of αi can be determined
numerically for any n and i = 1, . . . , n. Similar calculations yield formulae for the
elements of the covariance matrix V . The point is that, from the obtained formulae
of αi and Vij, we can determine the estimates only numerically. Moreover, the matrix
V is of order n × n. Thus, if the sample involves a few hundreds observation the
numerical inversion of V becomes difficult, if at all possible.

Example 5.13. Consider the multiple regression problem with p = 3, σ 2 = 1, for
which the normal equations are⎛⎝ 1.07 0.27 0.66

0.27 1.07 0.66
0.66 0.66 0.68

⎞⎠ ⎛⎝β1

β2

β3

⎞⎠ =
⎛⎝ 1.05

−0.06
0.83

⎞⎠.

By employing the orthogonal (Helmert) transformation

H =

⎛⎜⎜⎜⎝
1√
3

1√
3

1√
3

1√
2

− 1√
2

0

1√
6

1√
6

− 2√
6

⎞⎟⎟⎟⎠,

we obtain that

H (A′ A)H ′ =
⎛⎝2.0 0 0

0 0.8 0
0 0 0.02

⎞⎠.
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That is, the eigenvalues of A′ A are λ1 = 2, λ2 = 0.8 and λ3 = 0.02. The LSEs of
β are β̂1 = −4.58625, β̂2 = −5.97375, and β̂3 = 11.47. The variance covariance
matrix of the LSE is

�| (β̂) = (A′ A)−1 =
⎛⎝ 9.125 7.875 −16.5

7.875 9.125 −16.5
−16.5 −16.5 33.5

⎞⎠,

having a trace E{L2(0)} = 51.75 =∑ λ−1
i . In order to illustrate numerically the

effect of the ridge regression, assume that the true value of β is (1.5,−6.5, 0.5). Let
γ = Hβ. The numerical value of γ is (−2.59809, 5.65685,−2.44949). According
to (5.4.4), we can write the sum of the MSEs of the components of β̂(k) by

E{L2(k)} =
3∑

i=1

λi

(λi + k)2
+ k2

3∑
i=1

γ 2
i

(λi + k)2
.

The estimate of k0 is k̂ = 0.249. In the following table, we provide some numerical
results.

k 0 0.05 0.075 0.10 0.125 0.15

β̂1(k) −4.58625 0.64636 −0.24878 −0.02500 0.11538 0.209518
β̂2(k) −5.97375 −1.95224 −1.51735 −1.25833 −1.08462 −0.958900
β̂3(k) 11.47000 3.48641 2.64325 2.15000 1.82572 1.59589
E{L2(k)} 51.75000 8.84077 7.70901 7.40709 7.39584 7.51305

We see that the minimal E{L2(k)} is minimized for k0 around 0.125. At this value
of k, β̂(k) is substantially different from the LSE β̂(0).

Example 5.14.

A. Let X1, . . . , Xn be i.i.d. random variables having a rectangular distribution
R(0, θ ), 0 < θ < ∞. A m.s.s. is the sample maximum X(n). The likelihood
function is L(θ ; X (n)) = θ−n I {θ ≥ X (n)}. Accordingly, the MLE of θ is θ̂ =
X(n).

B. Let X1, . . . , Xn be i.i.d. random variables having a rectangular distribution
R(θ, 3θ ), where 0 < θ < ∞. The likelihood function is

L(θ ; X) = (2θ )−n I {θ ≤ X (1), X (n) ≤ 3θ}
= (2θ )−n I

{
1

3
X (n) ≤ θ ≤ X (1)

}
,

where X (1) = min{Xi } and X (n) = max{Xi }. The m.s.s. is (X (1), X (n)). We
note that according to the present model X(n) ≤ 3X(1). If this inequality is not
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satisfied then the model is incompatible with the data. It is easy to check that
the MLE of θ is θ̂ = 1

3 X (n). The MLE is not a sufficient statistic.

C. Let X1, . . . , Xn be i.i.d. random variables having a rectangular distribution
R(θ, θ + 1), −∞ < θ < ∞. The likelihood function in this case is

L(θ ; X) = I {θ ≤ X (1) ≤ X (n) ≤ θ + 1}.

Note that this likelihood function assumes a constant value 1 over the θ interval
[X(n) − 1, X (1)]. Accordingly, any value of θ in this interval is an MLE. In the
present case, the MLE is not unique.

Example 5.15. Let X1, . . . , Xn be i.i.d. random variables having a common Laplace
(double-exponential) distribution with p.d.f.

f (x ;μ, β) = 1

2β
exp

{
−|x − μ|

β

}
, −∞ < x < ∞,

−∞ < μ < ∞, 0 < β < ∞.
A m.s.s. in the present case is the order statistic X(1) ≤ . . . ≤ X(n). The likelihood

function of (μ, β), given T = (X(1), . . . , X (n)), is

L(μ, β; T) = 1

βn
exp

{
− 1

β

n∑
i=1

|X (i) − μ|
}
.

The value of μ which minimizes
n∑

i=1

|X(i) − μ| is the sample median Me. Hence,

supμ L(μ, β; T) = L(Me, β; Tn)

= 1

βn
exp

{
− 1

β

∑n
i=1 |Xi − Me|

}
.

Finally, by differentiating log L(Me, β; T ) with respect to β, we find that the value
of β that maximizes L(Me, β; T) is

β̂ = 1

n

n∑
i=1

|Xi − Me|.

In the present case, the sample median Me and the sample mean absolute devia-
tion from Me are the MLEs of μ and β, respectively. The MLE is not a sufficient
statistic.

Example 5.16. Consider the normal case in which X1, . . . , Xn are i.i.d. random
variables distributed like N (μ, σ 2); −∞ < μ < ∞, 0 < σ 2 < ∞. Both parameters
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are unknown. The m.s.s. is (X̄ , Q), where X̄ = 1

n

n∑
i=1

Xi and Q =
n∑

i=1

(Xi − X̄ )2. The

likelihood function can be written as

L(μ, σ 2; X̄ , Q) = 1

(σ 2)n/2
exp

{
− Q

2σ 2
− n

2σ 2
(X̄ − μ)2

}
.

Whatever the value of σ 2 is, the likelihood function is maximized by μ̂ = X̄ . It is
easy to verify that the value of σ 2 maximizing (5.5.9) is σ 2 = Q/n.

The normal distributions under consideration can be written as a two-parameter
exponential type, with p.d.f.s

f (x ;ψ1, ψ2) = 1

(2π )n/2
exp{ψ1T1 + ψ2T2 − nK (ψ1, ψ2)},

where

T1 =
∑

Xi , T2 =
∑

X2
i , ψ1 = μ/σ 2, ψ2 = −1/2σ 2,

and K (ψ1, ψ2) = −ψ2
1 /4ψ2 + 1

2 log(−1/2ψ2). Differentiating the log-likelihood
partially with respect to ψ1 and ψ2, we obtain that the MLEs of these (natural)
parameters should satisfy the system of equations

1

2
· ψ̂1

ψ̂2
= −T1

n

+ ψ̂2
1

4ψ̂2
2

− 1

2ψ̂2
= +T2

n
.

We note that T1/n = μ̂ and T2/n = σ̂ 2 + μ̂2 where μ̂ = X̄ and σ̂ 2 = Q/n are the
MLEs of μ and σ 2, respectively. Substituting of μ and σ 2 + μ2, we obtain ψ̂1 =
μ̂/σ̂ 2, ψ̂2 = −1/2σ̂ 2. In other words, the relationship between the MLEs ψ̂1 and ψ̂2

to the MLEs μ̂ and σ̂ 2 is exactly like that of ψ1 and ψ2 to μ and σ 2.

Example 5.17. Consider again the model of Example 5.9. Differentiating the log-
likelihood

l(θ, γ, σ 2 | X̄ , Ȳ , Q) = −n log(σ 2) − n

2σ 2

[
(X̄ − θ )2 + (Ȳ − γ θ2)2 + Q

n

]
,

with respect to the parameters, we obtain the equations

n

σ̂ 2
(X̄ − θ̂) + 2n

σ̂ 2
(Ȳ − γ̂ θ̂2)θ̂ = 0

n

σ̂ 2
(Ȳ − γ θ̂2)θ̂2 = 0
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and

− n

σ̂ 2
+ n

2σ̂ 2

[
(X̄ − θ̂ )2 + (Ȳ − γ̂ θ̂2)2 + Q

n

]
= 0.

The unique solution of these equations is

θ̂ = X̄ ,

γ̂ = Ȳ/X̄2,

and

σ̂ 2 = Q

2n
.

It is interesting to realize that E{γ̂ } does not exist, and obviously γ̂ does not have a
finite variance. By the delta method one can find the asymptotic mean and variance
of γ̂ .

Example 5.18. Let X1, . . . , Xn be i.i.d. random variables having a log-normal
distribution L N (μ, σ 2). The expected value of X and its variance are

ξ = exp{μ + σ 2/2}

and

D2 = ξ 2(eσ 2 − 1).

We have previously shown that the MLEs of μ and σ 2 are μ̂ = 1

n

∑
Yi = Ȳ and

σ̂ 2 = 1

n

∑
(Yi − Ȳ )2, where Yi = log Xi , i = 1, . . . , n. Thus, the MLEs of ξ and D2

are

ξ̂ = exp{μ̂ + σ̂ 2/2}

and

D̂2 = σ̂ 2(eσ̂ 2 − 1).

Example 5.19. Let X1, X2, . . . , Xn be i.i.d. random variables having a normal
distribution N (μ, σ 2), −∞ < μ < ∞, 0 < σ 2 < ∞. The MLEs of μ and σ 2 are

μ̂ = X̄n and σ̂ 2 = Q
n , where Q =

n∑
i=1

(Xi − X̄n)2. By the invariance principle, the

MLE of θ = �(μ
σ

) is θ̂ = �( X̄n
σ̂

).
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Example 5.20. Consider the Weibull distributions, G1/β(λ, 1), where 0 < λ, β < ∞
are unknown. The likelihood function of (λ, β) is

L(λ, β; X) = (λβ)n

(
n∏

i=1

Xi

)β

exp

{
−λ

n∑
i=1

Xβ

i

}
.

Note that the likelihood is equal to the joint p.d.f. of X multiplied by
n∏

i=1

Xi , which

is positive with probability one. To obtain the MLEs of λ and β, we differentiate the
log-likelihood partially with respect to these variables and set the derivatives equal
to zero. We obtain the system of equations:

λ̂ =
(

1

n

n∑
i=1

X β̂

i

)−1

,

β̂ =

⎛⎜⎜⎜⎜⎝
1

n

n∑
i=1

X β̂

i log Xi

1

n

n∑
i=1

X β̂

i

− 1

n

n∑
i=1

log Xi

⎞⎟⎟⎟⎟⎠
−1

.

We show now that β̂ is always positive and that a unique solution exists.
Let x = (x1, . . . , xn), where 0 < xi < ∞, i = 1, . . . , n, and let F(β; x) =

n∑
i=1

xβ

i log xi/

n∑
i=1

xβ

i . Note that, for every x,

∂

∂β
F(β; x) =

n∑
i=1

xβ

i (log xi )
2 ·

n∑
i=1

xβ

i −
(

n∑
i=1

xβ

i log xi

)2

(
n∑

i=1

xβ

i

)2 ≥ 0

with a strict inequality if the xi values are not all the same. Indeed, if ωi = xβ

i and η̄ =
n∑

i=1

ωi log xi/

n∑
i=1

ωi then
∂

∂β
F(β; x) =

n∑
i=1

ωi (log xi − η̄)2/

n∑
i=1

ωi . Hence, F(β; x) is

strictly increasing inβ, with probability one. Furthermore, lim
β→0

F(β; x) = 1

n

∑
log xi

and lim
β→∞

F(β; x) = log x(n). Thus, the RHS of the β-equation is positive, decreasing

function of β, approaching ∞ as β → 0 and approaching (log x(n) − 1

n

n∑
i=1

log xi )
−1

as β → ∞. This proves that the solution β̂ is unique.



368 STATISTICAL ESTIMATION

The solution for β can be obtained iteratively from the recursive equation

β̂ j+1 =
[

1

n

n∑
i=1

x
β̂ j

i log xi/

(
1

n

n∑
i=1

x
β̂ j

i

)
− 1

n

n∑
i=1

log xi

]−1

,

starting with β̂0 = 1.

Example 5.21. The present example was given by Stein (1962) in order to illustrate
a possible anomalous property of the MLE.

Let F be a scale-parameter family of distributions, with p.d.f.

f (x ; θ ) = 1

θ
φ
( x

θ

)
, 0 < θ < ∞,

where

φ(x) =

⎧⎪⎨⎪⎩ B
1

x
exp

{
−50

(
1 − 1

x

)2
}
, if 0 ≤ x ≤ b,

0, otherwise,

where

0 ≤ b < ∞ and B−1 =
∫ b

0

1

x
exp

{
−50

(
1 − 1

x

)2
}

dx .

Note that
∫ ∞

0

1

x
exp

{
−50

(
1 − 1

x

)2
}

dx = ∞. Accordingly, we choose b suffi-

ciently large so that
∫ b

10
φ(x)dx = 0.99. The likelihood function of θ corresponding

to one observation is thus

L(θ ; x) =
⎧⎨⎩ exp{−50(θ − x)2/x2}, if

x

b
< θ < ∞,

0, if 0 < θ ≤ x

b
.

The MLE of θ is θ̂ = X . However, according to the construction of φ(x),

Pθ {θ̂ ≥ 10θ} =
∫ bθ

10θ
f (x ; θ )dx =

∫ b

10
φ(x)dx = 0.99, for all θ.

The MLE here is a bad estimator for all θ .
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Example 5.22. Another source for anomality of the MLE is in the effect of nuisance
parameters. A very well-known example of the bad effect of nuisance parameters is
due to Neyman and Scott (1948). Their example is presented here.

Let (X1,Y1), . . . , (Xn,Yn) be n i.i.d. random vectors having the distributions
N (μi 12, σ

2 I2), i = 1, . . . , n. In other words, each pair (Xi ,Yi ) can be considered
as representing two independent random variables having a normal distribution with
meanμi and varianceσ 2. The variance is common to all the vectors. We note that Di =
Xi − Yi ∼ N (0, 2σ 2) for all i = 1, . . . , n. Hence, σ̂ 2

n = 1

2n

n∑
D2

i is an unbiased

estimator of σ 2. The variance of σ̂ 2
n is Var{σ̂ 2

n } = 2σ 4/n. Thus, σ̂ 2
n approaches the

value of σ 2 with probability 1 for all (μi , σ ). We turn now to the MLE of σ 2. The
parameter space is � = {μ1, . . . , μn, σ

2 : −∞ < μi < ∞, i = 1, . . . , n; 0 < σ 2 <

∞}. We have to determine a point (μ1, . . . , μn, σ
2) that maximizes the likelihood

function

L(μ1, . . . , μn, σ
2; x, y) = 1

σ 2n
exp

{
− 1

2σ 2

n∑
i=1

[(xi − μi )
2 + (yi − μi )

2]

}
.

We note that (xi − μi )2 + (yi − μi )2 is minimized by μ̂i = (xi + yi )/2. Thus,

L(μ̂1, . . . , μ̂n, σ
2; x, y) = 1

σ 2n
exp

{
− 1

4σ 2

n∑
i=1

D2
i

}
.

The value of σ 2 that maximizes the likelihood is σ̃ 2 = 1

4n

n∑
i=1

D2
i . Note that Eθ {σ̃ 2} =

σ 2/2 and that by the strong law of large numbers, σ̃ 2 → σ 2/2 with probability one
for each σ 2.

Thus, the more information we have on σ 2 (the larger the sample is) the worse
the MLE becomes. It is interesting that if we do not use all the information available
then the MLE may become a reasonable estimator. Note that at each given value
of σ 2, Mi = (Xi + Yi )/2 is a sufficient statistic for μi . Accordingly, the conditional
distribution of (X,Y) given M = (M1, . . . , Mn)′ is independent of μ. If we consider
the semi-likelihood function, which is proportional to the conditional p.d.f. of (X,Y),
given M and σ 2, then the value of σ 2 that maximizes this semi-likelihood function
coincides with the unbiased estimator σ̂ 2

n .

Example 5.23. Consider the standard logistic tolerance distribution, i.e.,

F(z) = 1

1 + e−z
= ez

1 + ez
, −∞ < z < ∞.
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The corresponding p.d.f. is

f (z) = ez

(1 + ez)2
.

The corresponding function G(z; p̂) given by (5.6.10) is

G(z; p̂) = p̂ − F(z), −∞ < z < ∞.

The logit, F−1(z), is given by

z = log

(
F(z)

1 − F(z)

)
.

Let p̂i be the observed proportion of response at dosage xi . Define ζ̂i = log( p̂
1− p̂i

), if
0 < p̂i < 1.

According to the model

log

(
F(α + βxi )

1 − F(α + βxi )

)
= α + βxi , i = 1, . . . , k.

We, therefore, fit by least squares the line

ẑi = log

(
p̂i

1 − p̂i

)
= α̂ + β̂xi , i = 1, . . . , k

to obtain the initial estimates of α and β. After that we use the iterative procedure
(5.6.12) to correct the initial estimates. For example suppose that the dosages (log
dilution) are x1 = −2.5, x2 = −2.25, x3 = −2, x4 = −1.75, and x5 = −1.5. At each
dosage a sample of size n = 20 is observed, and the results are

xi −2.5 −2.25 −2 −1.75 −1.5
p̂i 0.05 0.10 0.15 0.45 0.50
ẑi −2.9444 −2.1972 −1.7346 −0.2007 0

Least-squares fitting of the regression line ẑi = α̂ + β̂xi yields the initial estimates
α̂ = 4.893 and β̂ = 3.154. Since G ′(z; p̂) = − f (z), we define the weights

W ( j)
i = ni

exp(α̂( j) + β̂ ( j)xi )

(1 + exp(α̂( j) + β̂ ( j)xi ))2

and

Y ( j)
i = ni

(
p̂i − exp(α̂( j) + β( j)xi )

1 + exp(α̂( j) + β̂ ( j)xi )

)
.
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We solve then equations (5.6.12) to obtain the corrections to the initial estimates. The
first five iterations gave the following results:

j α̂( j) β̂( j)

0 4.89286 3.15412
1 4.93512 3.16438
2 4.93547 3.16404
3 4.93547 3.16404
4 4.93547 3.16404

Example 5.24. X1, . . . , Xn are i.i.d. random variables distributed like N (μ, σ 2),
where −∞ < μ < ∞, 0 < σ < ∞. The group G considered is that of the real-affine

transformations. A m.s.s. is (X̄ , Q), where X̄ = 1

n

n∑
i=1

Xi and Q =
n∑

i=1

(Xi − X̄ )2. If

[α, β] is an element of G then

[α, β]xi = α + βxi , i = 1, . . . , n,
[α, β](μ, σ ) = (α + βμ, βσ ),

and

[α̃, β](X̄ , Q) = (α + β X̄ , β2 Q).

If μ̂(X̄ , Q) is an equivariant estimator of μ then

μ̂(α + β X̄ , β2 Q) = α + βμ̂(X̄ , Q) = [α, β]μ̂(X̄ , Q)

for all [α, β] ∈ G. Similarly, every equivariant estimator of σ 2 should satisfy the
relationship

[α, β]σ̂ 2(X̄ , Q) = β2σ̂ 2(X̄ , Q),

for all [α, β] ∈ G. The m.s.s. (X̄ , Q) is reduced by the transformation [−X̄ , 1]
to (0, Q). This transformation is a maximal invariant reduction of (X̄ , Q) with
respect to the subgroup of translations G1 = {[α, 1], −∞ < α < ∞}. The difference
D(X̄ , Q) = μ̂(X̄ , Q) − X̄ is translation invariant, i.e., [α, 1]D(X̄ , Q) = D(X̄ , Q) for
all [α, 1] ∈ G1. Hence, D(X̄ , Q) is a function of the maximal invariant with respect
to G1. Accordingly, every equivariant estimator can be expressed as

μ̂(X̄ , Q) = X̄ + f (Q),
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where f (Q) is a statistic depending only on Q. Similarly, we can show that every
equivariant estimator of σ 2 should be of the form

σ̂ 2(X̄ , Q) = λQ,

where λ is a positive constant. We can also determine the equivariant estimators of μ
and σ 2 having the minimal MSE. We apply the result that X̄ and Q are independent.
The MSE of X̄ + f (Q) for any statistic f (Q) is

E{[X̄ + f (Q) − μ]2} = E{E{[X̄ − μ + f (Q)]2 | Q}}
= σ 2

n
+ E{ f 2(Q)}.

Hence, the MSE is minimized, by choosing f (Q) = 0. Accordingly, the sample
mean, X̄ is the minimal MSE equivariant estimator of μ. Similarly, one can verify
that the equivariant estimator of σ 2, which has the minimal MSE, is σ̂ 2 = Q/(n + 1).
Note that this estimator is biased. The UMVU estimator is Q/(n − 1) and the MLE
is Q/n.

Example 5.25. Let X1, . . . , Xn be i.i.d. random variables having a common
N (μ, σ 2

1 ) distribution. Let Y1, . . . ,Yn be i.i.d. random variables distributed as
N (μ, σ 2

2 ). The X and the Y vectors are independent. The two distributions have
a common mean μ, −∞ < μ < ∞, and possibly different variances. The variance
ratio ρ = σ 2

2 /σ
2
1 is unknown. A m.s.s. is (X̄ , Q(X), Ȳ , Q(Y)), where X̄ and Ȳ are

the sample means and Q(X) and Q(Y) are the sample sums of squares of deviations
around the means. X̄ , Q(X), Ȳ , and Q(Y) are mutually independent. Consider the
group G of affine transformations G = {[α, β] : −∞ < α < ∞, −∞ < β < ∞}. A

maximal invariant statistic is V =
(

Q(X )

(X̄ − Ȳ )2
,

Q(Y )

(X̄ − Ȳ )2

)
. Let W = (X̄ , Ȳ − X̄ ).

The vector (W, V ) is also a m.s.s. Note that

[α, β](W, V ) = (α + β X̄ , β(Ȳ − X̄ ), V ),

for all [α, β] ∈ G. Hence, if μ̂(W, V ) is an equivariant estimator of the common mean
μ it should be of the form

μ̂(W, V ) = X̄ + (Ȳ − X̄ )ψ(V ),

where ψ(V ) is a function of the maximal invariant statistic V . Indeed, Ȳ 
= X̄ with
probability one, and (μ̂(W, V ) − X̄ )/(Ȳ − X̄ ) is an invariant statistic, with respect to
G. We derive now the MSE of μ̂(W, V ). We prove first that every such equivariant
estimator is unbiased. Indeed, for every θ = (μ, σ 2

1 , ρ)

Eθ {μ̂(W, V )} = Eθ {X̄ + (Ȳ − X̄ )ψ(V )} = μ + Eθ {(Ȳ − X̄ )ψ(V )}.
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Moreover, by Basu’s Theorem (3.6.1), V is independent of (X̄ , Ȳ ). Hence,

Eθ {(Ȳ − X̄ )ψ(V ) | |Ȳ − X̄ |} = E{ψ(V )}Eθ {(Ȳ − X̄ ) | |Ȳ − X̄ |} = 0,

with probability one, since the distribution of Ȳ − X̄ is symmetric around zero. This
implies the unbiasedness of μ̂(W, V ). The variance of this estimator is

Vθ {X̄ + (Ȳ − X̄ )ψ(V )} = σ 2
1

n
+ 2covθ (X̄ , (Ȳ − X̄ )ψ(V ))

+ Vθ {(Ȳ − X̄ )ψ(V )}.

Since Eθ {(Ȳ − X̄ )ψ(V )} = 0, we obtain that

covθ (X̄ , (Ȳ − X̄ )ψ(V )) = Eθ {(X̄ − μ)(Ȳ − X̄ )ψ(V )}.

The distribution of X̄ − μ depends only on σ 2
1 . The maximal invariant statistic V is

independent of μ and σ 2
1 . It follows from Basu’s Theorem that (X̄ − μ) and ψ(V )

are independent. Moreover, the conditional distribution of X̄ − μ given Ȳ − X̄ is the

normal distribution N

(
− 1

1 − ρ
(Ȳ − X̄ ),

σ 2

n

ρ

1 + ρ

)
. Thus,

covθ (X̄ , (Ȳ − X̄ )ψ(V )) = Eθ {ψ(V )(Ȳ − X̄ )Eθ {(X̄ − μ) | Ȳ − X̄}}
= − 1

1 + ρ
Eθ {ψ(V )(Ȳ − X̄ )2}.

The conditional distribution of (Ȳ − X̄ )2 given V is the gamma distribution G(λ, ν)
with

λ = 1

2σ 2
1

(
n

1 + ρ
+ Z1 + Z2

ρ

)
and ν = n − 1

2
,

where Z1 = Q(X)/(Ȳ − X̄ )2 and Z2 = Q(Y)/(Ȳ − X̄ )2. We thus obtain the expres-
sion

Vθ {μ̂(W, V )} = σ 2
1

n

(
1 + (2n − 1)Eρ

([
ψ2(Z1, Z2)

− 2

1 + ρ
ψ(Z1, Z2)

]
1 + ρ

1 + (1 + ρ)
Z1

n
+ 1 + ρ

ρ
· Z2

n

))
.

We see that in the present example the variance divided by σ 2
1 /n depends not only on

the particular function ψ(Z1, Z2) but also on the (nuisance) parameter ρ = σ 2
1 /σ

2
1 .

This is due to the fact that ρ is invariant with respect to G. Thus, if ρ is unknown
there is no equivariant estimator having minimum variance for all θ values. There are
several papers in which this problem is studied (Brown and Cohen, 1974; Cohen and
Sackrowitz, 1974; Kubokawa, 1987; Zacks, 1970a).



374 STATISTICAL ESTIMATION

Example 5.26. Let X1, . . . , Xn be i.i.d. random variables having a common Weibull
distribution G1/β (λ−β, 1), where 0 < λ, β < ∞. Note that the parametrization here
is different from that of Example 5.20. The present parametrization yields the desired
structural properties. The m.s.s. is the order statistic, T (X ) = (X (1), . . . , X (n)), where
X (1) ≤ . . . ≤ X (n). Let λ̂(T ) and β̂(T ) be the MLEs of λ and β, respectively. We
obtain the values of these estimators as in Example 5.20, with proper modification of
the likelihood function. Define the group of transformations

G = {[a, b]; 0 < a, b < ∞},

where

[a, b]Xi = aX1/b
i , i = 1, . . . , n.

Note that the distribution of [a, b]X is as that of aλ1/bG1/βb(1, 1) or as that of
G1/βb((aλ1/b)−bβ, 1). Accordingly, if X → [a, b]X then the parametric point (λ, β)
is transformed to

[a, b](λ, β) = (aλ1/b, bβ).

It is easy to verify that

[a, b][c, d] = [ac1/b, bd]

and

[a, b]−1 =
[

1

ab
,

1

b

]
.

The reduction of the m.s.s. T by the transformation [λ̂, β̂]−1 yields the maximal
invariant U (T )

U (X (1), . . . , X (n)) =
((

λ

λ̂

)β̂

G β̂/β

(1) , . . . ,

(
λ

λ̂

)β̂

G β̂/β

(n)

)
,

where G(1) ≤ . . . ≤ G(n) is the order statistic of n i.i.d. E(1) random variables. The
distribution of U (T ) does not depend on (λ, β). Thus, ( λ

λ̂
)β̂ is distributed indepen-

dently of (λ, β) and so is that of β̂/β.
Let λ̃ = F(λ̂, β̂,U (T )) and β̃ = G(λ̂, β̂,U (T )) be equivariant estimators of λ and

β respectively. According to the definition of equivariance

[λ̂, β̂]−1 F(λ̂, β̂,U (T )) = (F(λ̂, β̂,U (T))β̂ /λ̂β̂

= F([λ̂, β̂]−1λ̂, [λ̂, β̂]−1β̂,U (T ))

= F(1, 1,U (T)) = ψ(U (T)).
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Accordingly, every equivariant estimator of λ is of the form

λ̃ = λ̂(ψ(U (T)))1/β̂ .

Similarly, every equivariant estimator β is of the form

β̃ = β̂H (U (T)).

Note that the relationship between the class of all equivariant estimators (λ̃, β̃) and
the MLEs (λ̂, β̂). In particular, if we choose ψ(U (T )) = 1 w.p.l and H (U (T )) = 1
w.p.l we obtain that the MLEs λ̂ and β̂ are equivariant. This property also follows
from the fact that the MLE of [a, b](λ, β) is [a, b](λ̂, β̂) for all [a, b] in G. We
will consider now the problem of choosing the functions H (U (T )) and ψ(U (T ))
to minimize the risk of the equivariant estimator. For this purpose we consider a
quadratic loss function in the logarithms, i.e.,

L((λ̃, β̃), (λ, β)) =
(

log

(
λ̃

λ

)β̃
)2

+
(

log
β̃

β

)2

.

It is easy to check that this loss function is invariant with respect to G. Furthermore,
the risk function does not depend on (λ, β). We can, therefore, choose ψ and H to
minimize the risk. The conditional risk function, given U (T ), when ψ(U (T )) = ψ

and H (U (T )) = H , is

R(ψ, H ) = E

⎧⎨⎩
(

log

(
(λ̂ψ1/β̂ )

λ

))2

| U

⎫⎬⎭+ E

⎧⎨⎩
(

log
H β̂

β

)2

| U

⎫⎬⎭
= H 2 E

⎧⎪⎨⎪⎩
⎡⎣log

(
λ̂

λ

)β̂

+ logψ

⎤⎦2

| U

⎫⎪⎬⎪⎭+ E

⎧⎨⎩
[

log
β̂

β
+ log H

]2

| U

⎫⎬⎭ .

Since ( λ̂
λ

)β̂ and β̂

β
are ancillary statistics, and since T is a complete sufficient statistic,

we infer from Basu’s Theorem that ( λ̂
β

)β̂ and β̂

β
are independent of U (T). Hence,

the conditional expectations are equal to the total expectations. Partial differentiation
with respect to H and ψ yields the system of equations:

(I) H 0 E

⎧⎪⎨⎪⎩
⎡⎣log

(
λ̂

λ

)β̂

+ logψ

⎤⎦2
⎫⎪⎬⎪⎭+ 1

H0
E

{[
log

(
β̂

β

)
+ log H 0

]}
= 0.

(II) E

⎧⎨⎩log

(
λ̂

λ

)β̂

+ logψ0

⎫⎬⎭ = 0.
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From equation (II), we immediately obtain the expression

ψ0 = exp

⎧⎨⎩−E

⎧⎨⎩log

(
λ̂

λ

)β̂
⎫⎬⎭
⎫⎬⎭ .

Substituting this ψ0 in (I), we obtain the equation

(H 0)2V

⎧⎨⎩log

(
λ̂

λ

)β̂
⎫⎬⎭+ log H 0 + E

{
log

β̂

β

}
= 0.

This equation can be solved numerically to obtain the optimal constant H0. Thus,
by choosing the functions ψ(U ) and H (U ) equal (with probability one) to the con-
stants ψ0 and H 0, respectively, we obtain the minimum MSE equivariant estima-
tors. We can estimate ψ0 and H 0 by simulation, using the special values of λ = 1
and β = 1.

Example 5.27. As in Example 5.15, let X1, . . . , Xn be i.i.d random variables having
a Laplace distribution with a location parameter μ and scale parameter β, where
−∞ < μ < ∞ and 0 < β < ∞. The two moments of this distribution are

μ1 = μ μ2 = 2β2 + μ2.

The sample moments are M1 = X̄ and M2 = 1

n

n∑
i=1

X2
i . Accordingly, the MEEs of μ

and β are

μ̂ = X̄ β̂ = σ̂ /
√

2,

where σ̂ 2 = M2 − M2
1 = 1

n

n∑
i=1

(Xi − X̄ )2. It is interesting to compare these MEEs

to the MLEs of μ and β that were derived in Example 5.15. The MLE of μ is the
sample median Me, while the MEE of μ is the sample mean X̄ . The MEE is an unbi-
ased estimator of μ, with variance V {X̄} = 2β2/n. The median is also an unbiased
estimator of μ. Indeed, let n = 2m + 1 then Me ∼ μ + βY(m+1), where Y(m+1) is the
(m + 1)st order statistic of a sample of n = 2m + 1 i.i.d. random variables having a
standard Laplace distribution (μ = 0, β = 1). The p.d.f. of Y(m+1) is

g(y) = (2m + 1)!

(m!)2
f (y)Fm(y)[1 − F(y)]m, −∞ < y < ∞,

where

f (y) = 1

2
exp{−|y|}, −∞ < y < ∞
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and

F(y) =

⎧⎪⎨⎪⎩
1

2
ey, if y < 0,

1 − 1

2
e−y, if y ≥ 0.

It is easy to verify that g(−y) = g(y) for all −∞ < y < ∞. Hence, E{Y(m+1)} = 0
and E{Me} = μ. The variance of Me, for m ≥ 1, is

V {Me} = σ 2V {Y(m+1)}

= σ 2 (2m + 1)!

2m(m!)2

∫ ∞

0
y2e−(m+1)y

(
1 − 1

2
e−y

)m

dy

= σ 2 (2m + 1)!

2m(m!)2

m∑
j=0

(
−1

2

) j (
m
j

)∫ ∞

0
y2e−(m+ j+1)ydy

= σ 2 (2m + 1)!

2m(m!)2

m∑
j=0

(
−1

2

) j (
m
j

)
1

(1 + j + m)3
.

Thus, for β = 1, one obtains the following values for the variances of the estimators:

Est. m = 1 m = 2 m = 3 m = 10 m = 20

Me 0.3194 0.1756 0.1178 0.0327 0.0154
X̄n 0.6666 0.4000 0.2857 0.0952 0.0488

We see that the variance of Me in small samples is about half the variance of X̄n .
As will be shown in Section 5.10, as n → ∞, the ratio of the asymptotic variances
approaches 1/2. It is also interesting to compare the expectations and MSE of the
MLE and MEE of the scale parameter β.

Example 5.28. Let X1, . . . , Xn be i.i.d. random variables having a common log-
normal distribution L N (μ, σ 2), −∞ < μ < ∞, and 0 < σ 2 < ∞. Let Yi = log Xi ,

i = 1, . . . , n; Ȳn = 1

n

n∑
i=1

Yi and σ̂ 2
n = 1

n

n∑
i=1

(Yi − Ȳ )2. Ȳn and σ̂ 2
n are the MLEs of μ

and σ 2, respectively. We derive now the MEEs of μ and σ 2. The first two moments
of L N (μ, σ 2) are

μ1 = exp{μ + σ 2/2} μ2 = exp{2μ + 2θ 2}.
Accordingly, the MEEs of μ and σ 2 are

μ̃ = 2 log M1 − 1

2
log M2 σ̃ 2 = log M2 − 2 log M1,



378 STATISTICAL ESTIMATION

where M1 = X̄n and M2 = 1

n

n∑
i=1

X2
i are the sample moments. Note that the MEEs μ̃

and σ̃ 2 are not functions of the minimal sufficient statistics Ȳn and σ̂ 2, and therefore
are expected to have larger MSEs than those of the MLEs.

Example 5.29. In Example 5.20, we discussed the problem of determining the
values of the MLEs of the parameters λ and β of the Weibull distribution, where
X1, . . . , Xn are i.i.d. like G1/β(λ, 1) where 0 < β, λ < ∞. The MEEs are obtained
in the following manner. According to Table 2.2, the first two moments of G1/β (λ, 1)
are

μ1 = �(1 + 1/β)/λ1/β μ2 = �(1 + 2/β)/λ2/β .

Thus, we set the moment equations

M1 = �(1 + 1/β̂)/λ̂1/β̂ M2 = �(1 + 2/β̂)/λ̂2/β̂ .

Accordingly, the MEE β̂ is the root of the equation

2β̂

B( 1
β̂
, 1
β̂

)
= M2

M1
.

The solution of this equation can be obtained numerically. After solving for β̂, one
obtains λ̂ as follows:

λ̂ =
(
�(1 + 1/β̂)

M1

)β̂

.

We illustrate this solution with the numbers in the sample of Example 5.14. In that

sample, n = 50,
n∑

i=1

Xi = 46.6897, and
n∑

i=1

X2
i = 50.9335. Thus, M1 = .9338 and

M2 = 1.0187. Equation (5.8.9) becomes

1.71195β̂ = B

(
1

β̂
,

1

β̂

)
.

The solution should be in the neighborhood of β = 2, since 2 × 1.71195 =
3.4239 and B( 1

2 ,
1
2 ) = π = 3.14195 . . .. In the following table, we approximate the

solution:
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β �( 1
β

) B( 1
β
, 1

β
) 1.71195β

2.5 2.21815 4.22613 4.2798
2.6 2.30936 4.44082 4.4510
2.7 2.40354 4.66284 4.6222

Accordingly, the MEE of β is approximately β̂ = 2.67 and that of λ is approximately
λ̂ = 0.877. The values of the MLE of β and λ, obtained in Example 5.20, are 1.875
and 0.839, respectively. The MLEs are closer to the true values, but are more difficult
to obtain.

Example 5.30.

A. Let (X1,Y1), . . . , (Xn,Yn) be i.i.d. random vectors having a bivariate nor-

mal distribution N (0, R), where R =
(

1 ρ

ρ 1

)
−1 < ρ < 1. Accordingly, an

estimator of ρ is the sample mixed moment M11 = 1

n

n∑
i=1

Xi Yi . This is also an

unbiased estimator of ρ. There is no UMVU estimator of ρ, since the family
of all such distributions is incomplete.

The likelihood function of ρ is

L(ρ; X,Y) = 1

(1 − ρ2)n/2
exp

{
− 1

2(1 − ρ2)
[Q X + QY − 2ρPXY ]

}
,

where Q X = �X2
i , QY = �Y 2

i , and PXY = �Xi Yi . Note that the m.s.s. is
T = (QX + QY , PXY ). The maximal likelihood estimator of ρ is a real solution
of the cubic equation

nρ3 − ρ2 PXY + (S − n)ρ − PXY = 0,

where S = Qx + Qy . In the present example, the MEE is a very simple esti-
mator. There are many different unbiased estimators of ρ. The MEE is one
such unbiased estimator. Another one is

ρ̃ = 1 − 1

2n
(S − 2PXY ).

B. Consider the model of Example 5.10. The likelihood function is

L(θ, γ, σ 2 | X̄ , Ȳ , Q) = 1

(σ 2)n
exp

{
− n

2σ 2

[
(X̄ − θ )2 + (Ȳ − γ θ 2)2 + Q

n

]}
,
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−∞ < θ, γ < ∞, 0 < σ 2 < ∞. The MEE of σ 2 is σ̂ 2
n = Q

2n
. Similarly, we

find that the MEEs of θ and γ are

θ̂ = X̄ γ̂ = Ȳ

X̄2
.

The MLEs are the same.

Example 5.31. Let X1, . . . , Xn be i.i.d. random variables having a common
N (μ, σ 2) distribution. The problem is to estimate the variance σ 2. If μ = 0 then

the minimum MSE equivariant estimator of σ 2 is σ̂ 2
0 = 1

n + 2

n∑
i=1

X2
i . On the

other hand, if μ is unknown the minimum MSE equivariant estimator of σ 2 is

σ̂ 2
1 = 1

n + 1

n∑
i=1

(Xi − X̄n)2, where X̄n = 1

n
�Xi . One could suggest to test first the

hypothesis H0 : μ = 0, σ arbitrary, against H1 : μ 
= 0, σ arbitrary, at some level of
significance α. If H0 is accepted the estimator is σ̂ 2

0 , otherwise, it is σ̂ 2
1 . Suppose that

the preliminary test is the t-test. Thus, the estimator of σ 2 assumes the form:

σ̂ 2 = σ̂ 2
0 I {X̄ , S2 :

√
n|X̄n|
Sn

≤ t1−α/2[n − 1]}

+ σ̂ 2
1 I {X̄ , S2;

√
n|Xn|
Sn

> t1−α/2[n − 1]},

where S2
n is the sample variance. Note that this PTE is not translation invariant,

since neither the t-test of H0 is translation invariant, nor is σ̂ 2
0 . The estimator σ 2

may have smaller MSE values than those of σ̂ 2
0 or of σ̂ 2

1 , on some intervals of
(μ, σ 2) values. Actually, σ̂ 2 has smaller MSE than that of σ̂ 2

1 for all (μ, σ 2) if

t1−α/2[n − 1] =
√

n − 1

n + 1
≈ 1. This corresponds to (when n is large) a value of α

approximately equal to α = 0.3173.

Example 5.32. Let X1, . . . , Xn be a sample of i.i.d. random variables from N (μ, σ 2
1 )

and let Y1, . . . ,Yn be a sample of i.i.d. random variables from N (μ, σ 2
2 ). The X and

Y vectors are independent. The problem is to estimate the common mean μ. In
Example 5.24, we studied the MSE of equivariant estimators of the common mean
μ. In Chapter 8, we will discuss the problem of determining an optimal equivariant
estimator of μ in a Bayesian framework. We present here a PTE of μ. Let ρ = σ 2

2 /σ
2
1 .

If ρ = 1 then the UMVU estimator of μ is μ̂1 = (X̄ + Ȳ )/2, where X̄ and Ȳ are the
sample means. When ρ is unknown then a reasonably good unbiased estimator of μ
is μ̂R = (X̄ R + Ȳ )/(R + 1), where R = S2

Y /S2
X is the ratio of the sample variances

S2
Y to S2

X . A PTE of μ can be based on a preliminary test of H0 : ρ = 1, μ, σ1, σ2
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arbitrary against H1 : ρ 
= 1, μ, σ1, σ2 arbitrary. If we apply the F-test, we obtain the
PTE

μ̂ = μ̂1 I {R ≤ F1−α[n − 1, n − 1]} + μ̂R I {R > F1−α[n − 1, n − 1]}.

This estimator is unbiased, since X̄ and Ȳ are independent of R. Furthermore,

V {μ̂ | R} =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
σ 2

1

n
· 1 + ρ

4
, if R ≤ F1−α[n − 1, n − 1],

σ 2
1

n
· ρ + R2

(1 + R)2
, if R > F1−α[n − 1, n − 1].

Hence, since E{μ̂ | R} = μ for all R, we obtain from the law of total variance that
the variance of the PTE is

V {μ̂} = σ 2
1

n

(
1 + ρ

4
P{F[n − 1, n − 1] ≤ 1

ρ
F1−α[n − 1, n − 1]}

+
∫ ∞

R∗

ρ + R2

(1 + R)2
fρ(R)d R

)
,

where R∗ = F1−α[n − 1, n − 1], and fρ(R) is the p.d.f. of ρF[n − 1, n − 1] at R.
Closed formulae in cases of small n were given by Zacks (1966).

PART III: PROBLEMS

Section 5.2

5.2.1 Let X1, . . . , Xn be i.i.d. random variables having a rectangular distribution
R(θ1, θ2), −∞ < θ1 < θ2 < ∞.

(i) Determine the UMVU estimators of θ1 and θ2.

(ii) Determine the covariance matrix of these UMVU estimators.

5.2.2 Let X1, . . . , Xn be i.i.d. random variables having an exponential distribution,
E(λ), 0 < λ < ∞.

(i) Derive the UMVU estimator of λ and its variance.

(ii) Show that the UMVU estimator of ρ = e−λ is

ρ̂ =
((

1 − 1

T

)+)n−1

,

where T =
n∑

i=1

Xi and a+ = max(a, 0).
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(iii) Prove that the variance of ρ̂ is

V {ρ̂} = 1

�(n)

( n−1∑
i=0

(−λ)i

(
2n − 2

i

)
(n − i − 1)!P(n − i − 1; λ)

+
2n−2∑
i=n

(−λ)i

(
2n − 2

i

)
H (i − n + 1 | λ)

)
− e−2λ,

where P( j ; λ) is the c.d.f. of P(λ) and H (k | x) =
∫ ∞

x
e−u/ukdu.

[H (k | x) can be determined recursively by the relation

H (k | x) = 1

k − 1

(
e−x

xk−1
− H (k − 1 | x)

)
, k ≥ 2

and H (1|x) is the exponential integral (Abramowitz and Stegun, 1968).

5.2.3 Let X1, . . . , Xn be i.i.d. random variables having a two-parameter exponen-
tial distribution, X1 ∼ μ + G(λ, 1). Derive the UMVU estimators of μ and
λ and their covariance matrix.

5.2.4 Let X1, . . . , Xn be i.i.d. N (μ, 1) random variables.

(i) Find a λ(n) such that �(λ(n)X̄ ) is the UMVU estimator of �(μ).

(ii) Derive the variance of this UMVU estimator.

5.2.5 Consider Example 5.4. Find the variances of the UMVU estimators of p(0; λ)
and of p(1; λ). [Hint: Use the formula of the p.g.f. of a P(nλ).]

5.2.6 Let X1, . . . , Xn be i.i.d. random variables having a NB(ψ, ν) distribution;
0 < ψ < ∞ (ν known). Prove that the UMVU estimator of ψ is

ψ̂ = T

nν + T − 1
, where T =

n∑
i=1

Xi .

5.2.7 Let X1, . . . , Xn be i.i.d. random variables having a binomial distribution
B(N , θ ), 0 < θ < 1.

(i) Derive the UMVU estimator of θ and its variance.

(ii) Derive the UMVU estimator of σ 2(θ ) = θ (1 − θ ) and its variance.

(iii) Derive the UMVU estimator of b( j ; N , θ ).

5.2.8 Let X1, . . . , Xn be i.i.d. N (μ, 1) random variables. Find a constant b(n) so
that

f (ξ ; X̄ ) = 1√
2π

√
b(n)

exp

{
− 1

2b(n)
(ξ − X̄ )2

}
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is a UMVU estimator of the p.d.f. of X at ξ , i.e., 1√
2π

exp{− 1
2 (ξ − μ)2}.

[Hint: Apply the m.g.f. of (X̄ − ξ )2.]

5.2.9 Let J1, . . . , Jn be i.i.d. random variables having a binomial distribution

B(1, e−�/θ ), 0 < θ < 1 (� known). Let p̂n =
(

n∑
i=1

Ji + 1

2

)
/(n + 1). Con-

sider the estimator of θ

θ̂n = −�/ log( p̂n).

Determine the bias of θ̂n as a power-series in 1/n.

5.2.10 Let X1, . . . , Xn be i.i.d. random variables having a binomial distribution
B(N , θ ), 0 < θ < 1. What is the Cramér–Rao lower bound to the variance
of the UMVU estimator of ω = θ (1 − θ )?

5.2.11 Let X1, . . . , Xn be i.i.d. random variables having a negative-binomial dis-
tribution NB(ψ, ν). What is the Cramér–Rao lower bound to the variance of
the UMVU estimator of ψ? [See Problem 6.]

5.2.12 Derive the Cramér–Rao lower bound to the variance of the UMVU estimator
of δ = e−λ in Problem 2.

5.2.13 Derive the Cramér–Rao lower bound to the variance of the UMVU estimator
of �(μ) in Problem 4.

5.2.14 Derive the BLBs of the second and third order for the UMVU estimator of
�(μ) is Problem 4.

5.2.15 Let X1, . . . , Xn be i.i.d. random variables having a common N (μ, σ 2) dis-
tribution, −∞ < μ < ∞, 0 < σ 2 < ∞.

(i) Show that ω̂ = exp{X̄} is the UMVU estimator of ω = exp{μ +
σ 2/2n}.

(ii) What is the variance of ω̂?

(iii) Show that the Cramér–Rao lower bound for the variance of ω̂ is
σ 2

n
e2μ+σ 2/n

(
1 + σ 2

2n2

)
.

5.2.16 Let X1, . . . , Xn be i.i.d. random variables having a common N (μ, σ 2) dis-
tribution, −∞ < μ < ∞, 0 < σ < ∞. Determine the Cramér–Rao lower
bound for the variance of the UMVU estimator of ω = μ + zγ σ , where
zγ = �−1(γ ), 0 < γ < 1.

5.2.17 Let X1, . . . , Xn be i.i.d. random variables having a G(λ, ν) distribution,
0 < λ < ∞, ν ≥ 3 fixed.
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(i) Determine the UMVU estimator of λ2.

(ii) Determine the variance of this UMVU.

(iii) What is the Cramér–Rao lower bound for the variance of the UMVU
estimator?

(iv) Derive the BLBs of orders 2, 3, and 4.

5.2.18 Consider Example 5.8. Show that the Cramér–Rao lower bound for the

variance of the MVU estimator of cov(X,Y ) = ρσ 2 is
σ 4

n
(1 + ρ2).

5.2.19 Let X1, . . . , Xn be i.i.d. random variables from N (μ1, σ
2
1 ) and Y1, . . . ,Yn

i.i.d. from N (μ2, σ
2
2 ). The random vectors X and Y are independent and

n ≥ 3. Let δ = σ 2
2 /σ

2
1 .

(i) What is the UMVU estimator of δ and what is its variance?

(ii) Derive the Cramér–Rao lower bound to the variance of the UMVU
estimator of δ.

5.2.20 Let X1, . . . , Xn be i.i.d. random variables having a rectangular distribu-
tion R(0, θ ), 0 < θ < ∞. Derive the Chapman–Robbins inequality for the
UMVU of θ .

5.2.21 Let X1, . . . , Xn be i.i.d. random variables having a Laplace distribu-
tion L(μ, σ ), −∞ < μ < ∞, 0 < σ < ∞. Derive the Chapman–Robbins
inequality for the variances of unbiased estimators of μ.

Section 5.3

5.3.1 Show that if θ̂ (X) is a biased estimator of θ , having a differentiable bias
function B(θ ), then the efficiency of θ̂ (X), when the regularity conditions
hold, is

Eθ (θ̂ ) = (1 + B ′(θ ))2

In(θ )Vθ {θ̂} .

5.3.2 Let X1, . . . , Xn be i.i.d. random variables having a negative exponential
distribution G(λ, 1), 0 < λ < ∞.

(i) Derive the efficiency function E(λ) of the UMVU estimator of λ.

(ii) Derive the efficiency function of the MLE of λ.

5.3.3 Consider Example 5.8.

(i) What are the efficiency functions of the unbiased estimators of σ 2 and

ρ, where ρ̂ = �Xi Yi/�X2
i and σ̂ 2 = 1

2n

n∑
i=1

(X2
i + Y 2

i ).

(ii) What is the combined efficiency function (5.3.13) for the two estimators
simultaneously?
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Section 5.4

5.4.1 Let X1, . . . , Xn be equicorrelated random variables having a common
unknown mean μ. The variance of each variable is σ 2 and the correlation
between any two variables is ρ = 0.7.

(i) Show that the covariance matrix of X = (X1, . . . , Xn)′ is �| =
σ 2(0.3In + 0.7Jn) = 0.3σ 2(In + 7

3 Jn), where In is the identity matrix
of order n and Jn is an n × n matrix of 1s.

(ii) Determine the BLUE of μ.

(iii) What is the variance of the BLUE of μ?

(iv) How would you estimate σ 2?

5.4.2 Let X1, X2, X3 be i.i.d. random variables from a rectangular distribution
R(μ − σ,μ + σ ), −∞ < μ < ∞, 0 < σ < ∞. What is the best linear com-
bination of the order statistics X (i), i = 1, 2, 3, for estimating μ, and what
is its variance?

5.4.3 Suppose that X1, . . . , Xn are i.i.d. from a Laplace distribution with p.d.f.

f (x ;μ, σ ) = 1

σ
ψ

(
x − μ

σ

)
, −∞ < x < ∞, where ψ(z) = 1

2 e−|z|; −∞ <

μ < ∞, 0 < σ < ∞. What is the best linear unbiased combination of X(1),
Me, and X (n) for estimating μ, when n = 5?

5.4.4 Let ψk(T ) =
T∑

t=1

t k .

(i) Show that

p∑
k=0

(
p + 1

k

)
ψk(T ) = (T + 1)p+1 − 1.

(ii) Apply (i) to derive the following formulae:

T∑
t=1

t = 1

2
T (T + 1),

T∑
t=1

t2 = 1

6
T (T + 1)(2T + 1),

T∑
t=1

t3 = 1

4
T 2(T + 1)2,

T∑
t=1

t4 = 1

30
T (T + 1)(2T + 1)(3T 2 + 3T − 1),
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T∑
t=1

t5 = 1

12
T 2(T + 1)2(2T 2 + 2T − 1),

T∑
t=1

t6 = 1

42
T (T + 1)(2T + 1)(3T 4 + 6T 3 − 3T + 1).

[Hint: To prove (i), show that both sides are
T∑

t=1

(t + 1)p+1 −
T∑

t=1

t p+1

(Anderson, 1971, p. 83).]

5.4.5 Let Xt = f (t) + et , where t = 1, . . . , T , where

f (t) =
p∑

i=0

βi t
i , t = 1, . . . , T ;

et are uncorrelated random variables, with E{et} = 0, V {et} = σ 2 for all
t = 1, . . . , T .

(i) Write the normal equations for the least-squares estimation of the poly-
nomial coefficients βi (i = 0, . . . , p).

(ii) Develop explicit formula for the coefficients βi in the case of p = 2.

(iii) Develop explicit formula for V {βi } and σ 2 for the case of p = 2. [The
above results can be applied for a polynomial trend fitting in time series
analysis when the errors are uncorrelated.]

5.4.6 The annual consumption of meat per capita in the United States during the
years 1919–1941 (in pounds) is (Anderson, 1971, p. 44)

t 19 20 21 22 23 24 25 26 27
Xt 171.5 167.0 164.5 169.3 179.4 179.2 172.6 170.5 168.6

t 28 29 30 31 32 33 34 35 36
Xt 164.7 163.6 162.1 160.2 161.2 165.8 163.5 146.7 160.2

t 37 38 39 40 41
Xt 156.8 156.8 165.4 174.7 178.7

(i) Fit a cubic trend to the data by the method of least squares.

(ii) Estimate the error variance σ 2 and test the significance of the polyno-
mial coefficients, assuming that the errors are i.i.d. N (0, σ 2).
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5.4.7 Let (x1i ,Y1i ), i = 1, . . . , n1, and (x2i ,Y2i ), i = 1, . . . , n2, be two indepen-
dent sets of regression points. It is assumed that

Y ji = β0 j + β1x ji + e ji j = 1, 2 i = 1, . . . , n j ,

where x ji are constants and e ji are i.i.d. N (0, σ 2). Let

SDX j =
n j∑

i=1

(x ji − x̄ j )
2,

SPD j =
n j∑

i=1

(x ji − x̄ j )(Y ji − Ȳ j ), j = 1, 2,

SDY j =
n j∑

i=1

(Y ji − Ȳ j )
2,

where x̄ j and Ȳ j are the respective sample means.

(i) Show that the LSE of β1 is

β̂1 =

2∑
j=1

SPD j

2∑
j=1

SDX j

,

and that the LSEs of β0 j ( j = 1, 2) are

β̂0 j = Ȳ j − β̂1 x̄ j .

(ii) Show that an unbiased estimator of σ 2 is

s2
y/x = 1

N − 3

⎧⎨⎩
2∑

j=1

SDY j − β̂1

2∑
j=1

SPD j

⎫⎬⎭ ,

where N = n1 + n2.

(iii) Show that

V {β̂1} = σ 2/

2∑
j=1

SDX j ; V {β̂0 j } = σ 2

n j

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 + n j x̄2

j

2∑
j=1

SDX j

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
.
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Section 5.5

5.5.1 Consider the following raw data (Draper and Smith, 1966, p. 178).

Y 78.5 74.3 104.3 87.6 95.9 109.2 102.7 72.5 93.1 115.9 83.8 113.3 109.4
X1 7 1 11 11 7 11 3 1 2 21 1 11 10
X2 26 29 56 31 52 55 71 31 54 47 40 66 68
X3 6 15 8 8 6 9 17 22 18 4 23 9 8
X4 60 52 20 47 33 22 6 44 22 26 34 12 12

(i) Determine the LSE of β0, . . . , β4 and of σ 2 in the model Y = β0 +
β1 X1 + . . . + β4 X4 + e, where e ∼ N (0, σ 2).

(ii) Determine the ridge-regression estimates βi (k), i = 0, . . . , 4 for k =
0.1, 0.2, 0.3.

(iii) What value of k would you use?

Section 5.6

5.6.1 Let X1, . . . , Xn be i.i.d. random variables having a binomial distribution
B(1, θ ), 0 < θ < 1. Find the MLE of

(i) σ 2 = θ (1 − θ );

(ii) ρ = e−θ ;

(iii) ω = e−θ /(1 + e−θ );

(iv) φ = log(1 + θ ).

5.6.2 Let X1, . . . , Xn be i.i.d. P(λ), 0 < λ < ∞. What is the MLE of p( j ; λ) =
e−λ · λ j/j!, j = 0, 1, . . .?

5.6.3 Let X1, . . . , Xn be i.i.d. N (μ, σ 2), −∞ < μ < ∞, 0 < σ < ∞. Determine
the MLEs of

(i) μ + Zγ σ , where Zγ = �−1(γ ), 0 < γ < 1;

(ii) ω(μ, σ ) = �(μ/σ ) · [1 − �(μ/σ )].

5.6.4 Using the delta method (see Section 1.13.4), determine the large sample
approximation to the expectations and variances of the MLEs of Problems
1, 2, and 3.

5.6.5 Consider the normal regression model

Yi = β0 + β1xi + ei (i = 1, . . . , n),

where x1, . . . , xn are constants such that
n∑

i=1

(xi − x̄)2 > 0, and e1, . . . , en

are i.i.d. N (0, σ 2).
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(i) Show that the MLEs of β0 and β1 coincide with the LSEs.

(ii) What is the MLE of σ 2?

5.6.6 Let (xi , Ti ), i = 1, . . . , n be specified in the following manner. x1, . . . , xn

are constants such that
n∑

i=1

(xi − x̄)2 > 0, x̄ = 1

n

n∑
i=1

xi , T1, . . . , Tn are inde-

pendent random variables and Ti ∼ G

(
1

α + βxi
, 1

)
, i = 1 = 1, ..., n.

(i) Determine the maximum likelihood equations for α and β.

(ii) Set up the Newton–Raphson iterative procedure for determining the
MLE, starting with the LSE of α and β as initial solutions.

5.6.7 Consider the MLE of the parameters of the normal, logistic, and extreme-
value tolerance distributions (Section 5.6.6). Let x1 < . . . < xk be controlled
experimental levels, n1, . . . , nk the sample sizes and J1, . . . , Jk the number
of response cases from those samples. Let pi = (Ji + 1/2)/(ni + 1). The
following transformations:

1. Normit: Yi = �−1(pi ), i = 1, . . . , k;

2. Logit: Yi = log(pi/(1 − pi )), i = 1, . . . , k;

3. Extremit: Yi = − log(− log pi ), i = 1, . . . , k; are applied first to deter-
mine the initial solutions. For the normal, logistic, and extreme-value
models, determine the following:

(i) The LSEs of θ1 and θ2 based on the linear model Yi = θ1 + θ2xi + ei

(i = 1, . . . , k).

(ii) The MLE of θ1 and θ2, using the LSEs as initial solutions.

(iii) Apply (i) and (ii) to fit the normal, logistic, and extreme-value models
to the following set of data in which k = 3; ni = 50 (i = 1, 2, 3);
x1 = −1, x2 = 0, x3 = 1; J1 = 15, J2 = 34, J3 = 48.

(iv) We could say that one of the above three models fits the data better
than the other two if the corresponding statistic

W 2 =
k∑

i=1

ni p2
i /F(x ; θ )

is minimal; or

D2 =
k∑

i=1

ni pi log F(x ; θ )

is maximal. Determine W 2 and D2 to each one of the above models,
according to the data in (iii), and infer which one of the three models
better fits the data.
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5.6.8 Consider a trinomial according to which (J1, J2) has the trinomial distribu-
tion M(n,P(θ )), where

P1(θ ) = θ2, P2(θ ) = 2θ (1 − θ ), P3(θ ) = (1 − θ )2.

This is the Hardy–Weinberg model.

(i) Show that MLE of θ is

θ̂n = 2J1 + J2

2n
.

(ii) Find the Fisher information function In(θ ).

(iii) What is the efficiency in small samples E(θ̂n) of the MLE?

5.6.9 A minimum chi-squared estimator (MCE) of θ in a multinomial model
M(n,P(θ )) is an estimator θ̃n minimizing

X 2 =
k∑

i=1

(Ji − n Pi (θ ))2/n Pi (θ ).

For the model of Problem 8, show that the MCE of θ is the real root of the
equation

2(2J 2
1 − J 2

2 + 2J 2
3 )θ3 − 3(4J 2

1 − J 2
2 )θ2 + (12J 2

1 − J 2
2 )θ − 4J 2

1 = 0.

Section 5.7

5.7.1 Let X1, . . . , Xn be i.i.d. random variables having a common rectangular
distribution R(0, θ ), 0 < θ < ∞.

(i) Show that this model is preserved under the group of transformations
of scale changing, i.e., G = {gβ : gβ X = βX , 0 < β < ∞}.

(ii) Show that the minimum MSE equivariant estimator of θ is
n + 2

n + 1
X (n).

5.7.2 Let X1, . . . , Xn be i.i.d. random variables having a common location-

parameter Cauchy distribution, i.e., f (x ;μ) = 1

π
(1 + (x − μ)2)−1, −∞ <

x < ∞; −∞ < μ < ∞. Show that the Pitman estimator of μ is

μ̂ = X (1) −
{∫ ∞

−∞
u(1 + u2)−1

n∏
i=2

(1 + (Y(i) + u)2)−1du

}/
{∫ ∞

−∞
(1 + u2)−1

n∏
i=2

(1 + (Y(i) + u)2)−1du

}
,
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where Y(i) = X (i) − X(1), i = 2, . . . , n. Or, by making the transformation
ω = (1 + u2)−1 one obtains the expression

μ̂ = X(1) +
∫ 1

0

1

ω

⎧⎪⎨⎪⎩
n∏

i=2

⎡⎣1 +
(

Y(i) −
√

1 − ω

ω

)2
⎤⎦−1

+
n∏

i=2

⎡⎣1 +
(

Y(i) +
√

1 − ω

ω

)2
⎤⎦−1

⎫⎪⎬⎪⎭ dω

∫ 1

0

1√
ω(1 − ω)

⎧⎪⎨⎪⎩
n∏

i=2

⎡⎣1 +
(

Y(i) −
√

1 − ω

ω

)2
⎤⎦−1

+
n∏

i=2

⎡⎣1 +
(

Y(i) +
√

1 − ω

ω

)2
⎤⎦−1

⎫⎪⎬⎪⎭ dω

.

This estimator can be evaluated by numerical integration.

5.7.3 Let X1, . . . , Xn be i.i.d. random variables having a N (μ, σ 2) distribution.
Determine the Pitman estimators of μ and σ , respectively.

5.7.4 Let X1, . . . , Xn be i.i.d. random variables having a location and scale param-

eter p.d.f. f (x ;μ, σ ) = 1

σ
ψ

(
x − μ

σ

)
, where −∞ < μ < ∞, 0 < σ < ∞

and ψ(z) is of the form

(i) ψ(z) = 1
2 exp{−|z|}, −∞ < z < ∞ (Laplace);

(ii) ψ(z) = 6z(1 − z), 0 ≤ z ≤ 1. (β(2, 2)).

Determine the Pitman estimators of μ and σ for (i) and (ii).

Section 5.8

5.8.1 Let X1, . . . , Xn be i.i.d. random variables. What are the MEEs of the param-
eters of

(i) NB(ψ, ν); 0 < ψ < 1, 0 < ν < ∞;

(ii) G(λ, ν); 0 < λ < ∞, 0 < ν < ∞;

(iii) L N (μ, σ 2); −∞ < μ < ∞, 0 < σ 2 < ∞;

(iv) G1/β (λ, 1); 0 < λ < ∞, 0 < β < ∞ (Weibull);

(v) Location and scale parameter distributions with p.d.f. f (x ;μ, σ ) =
1

σ
ψ

(
x − μ

σ

)
; −∞ < μ < ∞, 0 < σ < ∞; with

(a) ψ(z) = 1
2 exp{−|z|}, (Laplace),

(b) ψ(z) = 1

B

(
1

2
,
ν

2

)√
ν

(
1 + z2

ν

)− ν+1
2

, ν known,

(c) ψ(z̄) = 1

B(ν1, ν2)
zv1−1(1 − z)ν2−1, 0 ≤ z ≤ 1, ν1 and ν2 known.
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5.8.2 It is a common practice to express the degree and skewness and kurtosis
(peakness) of a p.d.f. by the coefficients

β1 = μ∗
3/(μ∗

2)3/2 (skewness)

and

β2 = μ∗
4/(μ∗

2)2 (kurtosis).

Provide MEEs of
√
β1 and β2 based on samples of n i.i.d. random variables

X1, . . . , Xn .

5.8.3 Let X1, . . . , Xn be i.i.d. random variables having a common distribu-
tion which is a mixture αG(λ, ν1) + (1 − α)G(λ, ν2), 0 < α < 1, 0 < λ,
ν1, ν2 < ∞. Construct the MEEs of α, λ, ν1, and ν2.

5.8.4 Let X1, . . . , Xn be i.i.d. random variables having a common truncated nor-
mal distribution with p.d.f.

f (x ;μ, σ, ξ ) =
[

n(x | μ, σ 2)/

(
1 − �

((
ξ − μ

σ

)))]
· I (x ≥ ξ},

where n(x | μ, σ 2) = 1

σ
√

2π
exp

{
−1

2

(
x − μ

σ

)2
}

, −∞ < x < ∞.

Determine the MEEs of (μ, σ, ξ ).

Section 5.9

5.9.1 Consider the fixed-effects two-way ANOVA (Section 4.6.2). Accordingly,
Xi jk , i = 1, . . . , r1; j = 1, . . . r2, k = 1, . . . , n, are independent normal ran-
dom variables, N (μij, σ

2), where

μij = μ + τ A
i + τ B

j + τ AB
ij ; i = 1, . . . , r1, j = 1, . . . , r2.

Construct PTEs of the interaction parameters τ AB
ij and the main-effects τ A

i ,
τ B

j (i = 1, . . . , r1; j = 1, . . . , r2). [The estimation is preceded by a test of
significance. If the test indicates nonsignificant effects, the estimates are
zero; otherwise they are given by the value of the contrasts.]

5.9.2 Consider the linear model Y = Aβ + e, where Y is an N × 1 vector, A is an
N × p matrix (p < N ) and β a p × 1 vector. Suppose that rank (A) = p.
Let β ′ = (β (1),β

′
(2)), where β(1) is a k × 1 vector, 1 ≤ k < p. Construct

the LSE PTE of β(1). What is the expectation and the covariance of this
estimator?



PART IV: SOLUTIONS OF SELECTED PROBLEMS 393

5.9.3 Let S2
1 be the sample variance of n1 i.i.d. random variables having a

N (μ1, σ
2
1 ) distribution and S2

2 the sample variance of n2 i.i.d. random vari-
ables having a N (μ2, σ

2
2 ) distribution. Furthermore, S2

1 and S2
2 are indepen-

dent. Construct PTEs of σ 2
1 and σ 2

2 . What are the expectations and variances
of these estimators? For which level of significance, α, these PTEs have a
smaller MSE than S2

1 and S2
2 separately.

Section 5.10

5.10.1 What is the asymptotic distribution of the sample median Me when the i.i.d.
random variables have a distribution which is the mixture

0.9N (μ, σ 2) + 0.1L(μ, σ ),

L(μ, σ ) designates the Laplace distribution with location parameter μ and
scale parameter σ .

5.10.2 Suppose that X (1) ≤ . . . ≤ X (9) is the order statistic of a random sample of
size n = 9 from a rectangular distribution R(μ − σ,μ + σ ). What is the
expectation and variance of

(i) the tri-mean estimator of μ;

(ii) the Gastwirth estimator of μ?

5.10.3 Simulate N = 1000 random samples of size n = 20 from the distribution of
X ∼ 10 + 5t[10]. Estimate in each sample the location parameter μ = 10
by X̄ , Me, GL , μ̂.10 and compare the means and MSEs of these estimators
over the 1000 samples.

PART IV: SOLUTIONS OF SELECTED PROBLEMS

5.2.1
(i) The m.s.s. is (X(1), X (n)), where X (1) < · · · < X (n). The m.s.s. is com-

plete, and

X (1) ∼ θ1 + (θ2 − θ1)U(1),

X(n) ∼ θ1 + (θ2 − θ1)U(n),

where U(1) < · · · < U(n) are the order statistics of n i.i.d. R(0, 1) ran-
dom variables. The p.d.f. of U(i), i = 1, . . . , n is

fU(i) (u) = n!

(i − 1)!(n − i)!
ui−1(1 − u)n−i .
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Thus, Ui ∼ Beta(i, n − i + 1). Accordingly

E(X (1)) = θ1 + (θ2 − θ1)
1

n + 1
,

E(X (n)) = θ1 + (θ2 − θ1)
n

n + 1
.

Solving the equations

θ̂1 + (θ̂2 − θ̂1)
1

n + 1
= X (1)

θ̂1 + (θ̂2 − θ1)
n

n + 1
= X (n)

for θ̂1 and θ̂2, we get UMVU estimators

θ̂1 = n

n − 1
X (1) − 1

n − 1
X (n)

and

θ̂2 = − 1

n − 1
X (1) + n

n − 1
X (n).

(ii) The covariance matrix of θ̂1, θ̂2 is

(θ2 − θ1)2

(n + 1)2(n + 2)

(
n 1
1 n

)
.

5.2.3 The m.s.s. is nX (1) and U =
n∑

i=2

(X (i) − X (1)). U ∼ 1

λ
G(1, n − 1). λ̂ =

n − 2

U
;

E(λ̂) = (n − 2)
λn−1)

�(n − 1)

∫ ∞

0
xn−3e−λx dx

= λ.

Thus λ̂ is UMVU of λ, provided n > 2. X(1) ∼ μ + G(nλ, 1).

Thus, E

{
X (1) − U

n(n − 1)

}
= μ, since E{U } = n − 1

λ
. Thus, μ̂ = X(1) −
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U

n(n − 1)
is a UMVU.

V {λ̂} = E

{
(n − 2)2

U 2

}
− λ2

E

{
1

U 2

}
= λn−1

�(n − 1)

∫ ∞

0
xn−4e−λx dx = λ2

(n − 2)(n − 3)
.

Thus,

V {λ̂} = λ2

(
n − 2

n − 3
− 1

)
= λ2

n − 3
,

provided n > 3. Since X (1) and U are independent,

V {μ̂} = V

{
X (1) − U

n(n − 1)

}
= V {X (1)} + 1

n2(n − 1)2
V {U }

= 1

n2λ2
+ 1

n2(n − 1)2

n − 1

λ2

= 1

n2λ2

(
1 + 1

n − 1

)
= 1

n(n − 1)λ2

for n > 1.

cov(λ̂, μ̂) = cov

(
n − 2

U
, X(1) − U

n(n − 1)

)
= −cov

(
n − 2

U
,

U

n(n − 1)

)
= 1

n(n − 1)
.

5.2.4

(i) X1, . . . , Xn i.i.d. N (μ, 1). X̄n ∼ N

(
μ,

1

n

)
. Thus,

E{�(λ(n)X̄ )} = �

⎛⎝ λ(n)μ√
1 + λ2(n)

n

⎞⎠ .
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Set
λ(n)√

1 + λ2(n)
n

= 1; λ2(n) = 1 + λ2(n)

n
; λ2(n) = 1

1 − 1
n

; λ(n) =

1√
1 − 1

n

. The UMVU estimator of �(μ) is �

⎛⎝ X̄√
1 − 1

n

⎞⎠.

(ii) The variance of �

⎛⎝ X̄√
1 − 1

n

⎞⎠ is

E

⎧⎨⎩�2

⎛⎝ X̄√
1 − 1

n

⎞⎠⎫⎬⎭− �2(μ).

If Y ∼ N (η, τ 2) then

E{�2(Y )} = �2

(
μ√

1 + τ 2
,

μ√
1 + τ 2

;
τ 2

1 + τ 2

)
.

In our case,

V

⎧⎨⎩�

⎛⎝ X̄√
1 − 1

n

⎞⎠⎫⎬⎭ = �2

(
μ,μ;

1

n

)
− �2(μ).

5.2.6 X1, . . . , Xn ∼ i.i.d. NB(ψ, ν), 0 < ψ < ∞ ν is known. The m.s.s. is T =
n∑

i=1

Xi ∼ NB(ψ, nν).

E

{
T

nν + T − 1

}
=

∞∑
t=1

�(nν + t)

t!�(nν)
· t

nν + t − 1
ψ t (1 − ψ)nν

= ψ

∞∑
t=1

�(nν + t − 1)

(t − 1)!�(nν)
ψ t−1(1 − ψ)nν

= ψ

∞∑
t=0

�(nν + t)

t!�(nν)
ψ t (1 − ψ)nν = ψ.
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5.2.8 (X̄ − ξ ) ∼ N

(
μ − ξ,

1

n

)
. Hence, (X̄ − ξ )2 ∼ 1

n
χ2[1; λ], where λ =

n(ξ − μ)2

2
. Therefore,

E{etχ[1;λ]/n} = e−λ

∞∑
j=0

λ j

j!

(
1 − 2t

n

)− 1
2 − j

=
(

1 − 2
t

n

)−1/2

exp

{
−λ

(
1 − 1

1 − 2 t
n

)}
.

Set t = − 1

2b(n)
, we get

exp

(
− (μ − ξ )2

2b(n)
· 1

1 + 1
nb(n)

)
= e− 1

2 (μ−ξ )2
.

Thus, b(n) + 1

n
= 1 or b(n) = 1 − 1

n
= n − 1

n
.

5.2.9 The probability of success is p = e−�/θ . Accordingly, θ = −�/ log(p).

Let p̃n =
n∑

i=1

Ji/n. Thus, p̂n = n p̃n + 1/2

n + 1
. The estimator of θ is θ̂n =

−�/ log( p̂n). The bias of θ̂n is B(θ̂n) = −�

(
E

{
1

log p̂n

}
− 1

log(p)

)
. Let

g( p̂n) = 1

log( p̂n)
. Taylor expansion around p yields

E{g( p̂n)} = g(p) + g′(p)E{ p̂n − p} + 1

2
g′′(p) ·

· E{( p̂n − p)2} + 1

6
g(3)(p)E{(p∗ − p)3},

where |p∗ − p| < | p̂n − p|. Moreover,

g′(p) = − 1

p log2(p)
,

g′′(p) = 2 + log(p)

p2 log3(p)
,

g(3)(p) = −2
3 log(p) + 3 + log2(p)

p3 log 4(p)
.
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Furthermore,

E{ p̂n − p) = − 2p − 1

2(n + 1)
,

E{( p̂n − p)2} = (n − 1)p(1 − p) + 1/4

(n + 1)2
.

Hence,

B(θ̂n) = 2p − 1

2(n + 1)p log2(p)
+ 1

2

(n − 1)p(1 − p) + 1/4

(n + 1)2
·

· 2 + log(p)

p2 log3(p)
+ o

(
1

n

)
, as n → ∞.

5.2.17 X1, . . . , Xn ∼ G(λ, ν), ν ≥ 3 fixed.

(i) X̄ ∼ 1

n
G(λ, nν). Hence

E

{
1

X̄2

}
= n2λnν

�(nν)

∫ ∞

0
xnν−3e−λx dx

= λ2n2

(nν − 1)(nν − 2)
.

The UMVU of λ2 is λ̂2 = (nν − 1)(nν − 2)

n2
· 1

X̄2
.

(ii) V {λ̂2} = λ4 2(2nν − 5)

(nν − 3)(nν − 4)
.

(iii) In(λ) = nν

λ2
. The Cramér–Rao lower bound for the variance of the

UMVU of λ2 is

CRLB = 4λ2 · λ2

nν
= 4λ4

nν
.

(iv) l ′(λ) = nν

λ
− T , l ′′(λ) = −nν

λ2
.

V = nν

λ2

[
1 0

0
nν

λ2

]
.

w(λ) = λ2, w ′(λ) = 2λ, w ′′(λ) = 2.

(2λ, 2)V −1

(
2λ

2

)
= 4(λ, 1)V −1

(
λ

1

)
.
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The second order BLB is

4λ4(nν + 1)

(nν)2
,

and third and fourth order BLB do not exist.

5.3.3 This is continuation of Example 5.8. We have a sample of size n of

vectors (X,Y ), where

(
X

Y

)
∼ N

(
0, σ 2

(
1 ρ

ρ 1

))
. We have seen that

V {ρ̂} = 1 − ρ2

n − 2
. We derive now the variance of σ̂ 2 = (Q X + QY )/2n,

where QX =
n∑

i=1

X2
i and QY =

n∑
i=1

Y 2
i . Note that QY | Q X ∼ σ 2(1 −

ρ2)χ2

[
n;

ρ2

2(1 − ρ2)
QY

]
. Hence,

E(QY | Q X ) = σ 2n(1 − ρ2) + σ 2ρ2 Q X

and

V (QY | Q X ) = σ 4(1 − ρ2)2

(
2n + 4

ρ2 Q X

1 − ρ2

)
.

It follows that

V (σ̂ 2) = 2σ 4(1 − ρ2)

n
.

Finally, since (Q X + QY , PXY ) is a complete sufficient statistic, and since ρ̂

is invariant with respect to translations and change of scale, Basu’s Theorem
implies that σ̂ 2 and ρ̂ are independent. Hence, the variance–covariance
matrix of (σ̂ 2, ρ̂) is

V = 1

n

⎛⎝ 2σ 4(1 − ρ2) 0

0
1 − ρ2

1 − 2
n

⎞⎠.

Thus, the efficiency of (σ̂ 2, ρ̂), according to (5.3.13), is

eff. = σ 4(1 + ρ2)(1 − ρ2)2 − σ 4ρ2(1 − ρ2)2

2σ 4(1 − ρ2)2/(1 − 1
n )

= 1

2

(
1 − 1

n

)
= 1

2
+ O

(
1

n

)
, as n → ∞.
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5.4.3 X1, . . . , X5 are i.i.d. having a Laplace distribution with p.d.f.
1

σ
φ

(
X − μ

σ

)
,

where −∞ < μ < ∞, 0 < σ < ∞, and φ(x) = 1

2
e−|x |, −∞ < x < ∞.

The standard c.d.f. (μ = 0, σ = 1) is

F(x) =
{

1
2 ex , −∞ < x < 0,
1 − 1

2 e−x , 0 ≤ x < ∞.

Let X(1) < X (2) < X (3) < X (4) < X (5) be the order statistic. Note that Me =
X (3). Also X (i) = μ + σU(i), i = 1, . . . , 5, where U(i) are the order statistic
from a standard distribution.

The densities of U(1), U(3), U(5) are

p(1)(u) = 5

2
exp(−|u|)(1 − F(u))4, −∞ < u < ∞,

p(3)(u) = 15 exp(−|u|)(F(u))2(1 − F(u))2, −∞ < u < ∞,

p(5)(u) = 5

2
exp(−|u|)(F(u))4, −∞ < u < ∞.

Since φ(u) is symmetric around u = 0, F(−u) = 1 − F(u). Thus, p(3)(u) is
symmetric around u = 0, and U(1) ∼ −U(5). It follows that α1 = E{U(1)} =
−α5 and α3 = 0. Moreover,

α1 = 5

2

∫ 0

−∞
ueu

(
1 − 1

2
eu

)4

du + 5

2

∫ ∞

0
ue−u

(
1

2
e−u

)4

du

= −1.58854.

Accordingly, α′ = (−1.58854, 0, 1.58854), V {U(1)} = V {U(5)} =
1.470256, V {U(3)} = 0.35118.

cov(U(1),U(3)) = E{U(1)U(3)}

= 5!

8

∫ ∞

−∞
xe−|x |

∫ ∞

x
y exp(−|y|)(F(y) − F(x)) ·

· (1 − F(y))2dy dx = 0.264028

cov(U(1),U(5)) = cov(U(1),−U(1)) = −V {U(1)} = −1.470256

cov(U(3),U(5)) = E{U(3),−U(1)} = −0.264028.

Thus,

V =
⎡⎣ 1.47026 0.26403 −1.47026

0.26403 0.35118 −0.26403
−1.47026 −0.26403 1.47026

⎤⎦.
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Let

A =
⎡⎣1 −1.58854

1 0
1 1.58854

⎤⎦.
The matrix V is singular, since U(5) = −U(1). We take the generalized
inverse

V − =
⎡⎣ 0.7863 −0.5912 0

−0.5912 3.2920 0
0 0 0

⎤⎦.
We then compute

(A′V − A)−1 A′V −1 =
(

0 1 0
−0.6295 0.6295 0

)
.

According to this, the estimator of μ is μ̂ = X(3), and that of σ is σ̂ =
0.63X (3) − 0.63X(1). These estimators are not BLUE. Take the ordinary
LSE given by

( ˆ̂μ
ˆ̂σ

)
= (A′ A)−1 A′

⎛⎝ X (1)

X (3)

X (5)

⎞⎠ =
(

1
3 (X (1) + X (3) + X (5))

−0.31775X (1) + 2.31475X(5)

)

then the variance covariance matrix of these estimators is(
0.0391 −0.0554

−0.0554 0.5827

)
.

Thus, V { ˆ̂μ} = 0.0391 < V {μ̂} = 0.3512, and V { ˆ̂σ } = 0.5827 > V {σ̂ } =
0.5125. Due to the fact that V is singular, ˆ̂μ is a better estimator than μ̂.

5.6.6 (xi , Ti ), i = 1, . . . , n. Ti ∼ (α + βxi )G(1, 1), i = 1, . . . , n.

L(α, β; x,T) =
n∏

i=1

1

α + βxi
exp

{
− 1

α + βXi
Ti

}

l(α, β) = log L(α, β; X,T) = −
n∑

i=1

(
log(α + βXi ) + 1

α + βXi
Ti

)

− ∂

∂α
l(α, β) =

n∑
i=1

1

α + βXi
−

n∑
i=1

1

(α + βXi )2
Ti

− ∂

∂β
l(α, β) =

n∑
i=1

Xi

α + βXi
−
∑ Xi Ti

(α + βXi )2
.
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The MLEs of α and β are the roots of the equations:

(I)
n∑

i=1

1

α + βXi
=

n∑
i=1

Ti

(α + βXi )2

(II)
n∑

i=1

Xi

α + βXi
=

n∑
i=1

Ti Xi

(α + βXi )2
.

The Newton–Raphson method for approximating numerically (α, β) is

G1(α, β) =
n∑

i=1

Ti − (α + βXi )

(α + βXi )2
,

G2(α, β) =
n∑

i=1

Ti Xi − Xi (α + βXi )

(α + βXi )2
.

The matrix

D(α, β) =

⎛⎜⎝
∂G1

∂α

∂G1

∂β
∂G2

∂α

∂G2

∂β

⎞⎟⎠ =
(

�wi �wi Xi

�wi Xi �wi X2
i

)
,

where wi = α + βXi − 2Ti

(α + βXi )3
.

|D(α, β)| = (�wi )(�wi X2
i ) − (�wi Xi )

2

= (�wi )

(
n∑

i=1

wi

(
Xi − �wi Xi

�wi

)2
)
.

We assume that |D(α, β)| > 0 in each iteration. Starting with (α1, β1), we
get the following after the lth iteration:

(
αl+1

βl+1

)
=
(
αl

βl

)
− (D(αl, βl))

−1

(
G1(αl, βl )
G2(αl, βl )

)
.

The LSE initial solution is

β̂1 = �Ti (Xi − X̄ )

�(Xi − X̄ )2
,

α̂1 = T̄ − β̂1 X̄ .
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5.6.9 X2 =
k∑

i=1

(Ji − n Pi (θ ))2

n Pi (θ )
. For the Hardy–Weinberg model,

X2(θ ) =
3∑

i=1

(Ji − n Pi (θ ))2

n Pi (θ )

= (J1 − nθ2)2

nθ2
+ (J2 − 2nθ (1 − θ ))2

2nθ (1 − θ )
+ (J3 − n(1 − θ )2)2

n(1 − θ )2
.

d

dθ
X2(θ ) = N (θ )

2nθ3(1 − θ )3
,

where

N (θ ) = 2(2J 2
1 + 2(n − J1 − J2)2 − J 2

2 )θ3

− 3(4J 2
1 − J 2

2 )θ2 + (12J 2
1 − J 2

2 )θ − 4J 2
1 .

Note that J3 = n − J1 − J2. Thus, the MCE of θ is the root of N (θ ) ≡ 0.

5.7.1 X1, . . . , Xn are i.i.d. R(θ, θ ), 0 < θ < ∞.

(i) cX ∼ R(0, cθ ) for all 0 < c < ∞. Thus, the model is preserved under
the scale transformation G.

(ii) The m.s.s. is X (n). Thus, an equivariant estimator of θ is

θ̂ (X(n)) = X (n)ψ(1).

Consider the following invariant loss function:

L(θ̂ , θ) = (θ̂ − θ )2

θ2
.

There is only one orbit of Ḡ in �. Thus, find ψ to minimize

Q(ψ) = E{(ψX(n) − 1)2} = ψ2 E(X2
(n)) − 2ψE(Xn) + 1,

Q′(ψ) = 2ψE(X2
(n)) − 2E(X(n)).

Thus, ψ0 = E(X (n))

E(X2
(n))

computed at θ = 1. Note that under θ = 1, X (n) ∼

Beta(n, 1) E(X (n)) = n

n + 1
, E(X2

(n)) = n

n + 2
, ψ0 = n + 2

n + 1
.
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5.7.3
(i) The Pitman estimator of the location parameter in the normal case,

according to Equation (5.7.33), is

μ̂ = X (1) −

∫ ∞

−∞
ue

− 1
2 (u2+

n∑
i=2

(Y(i)+u)2)
du∫ ∞

−∞
e
− 1

2 (u2+
n∑

i=2
(Y(i)+u)2)

du

u2 +
n∑

i=2

(Y(i) + u)2 = u2 +
n∑

i=2

u2 + 2u
n∑

i=2

Y(i)

+
n∑

i=2

Y 2
(i) = n

⎛⎝u2 + 2u
1

n

n∑
i=2

Y(i) +
(

1

n

n∑
i=2

Y(i)

)2
⎞⎠

−1

n

(
n∑

i=2

Y(i)

)2

+
n∑

i=2

Y 2
(i).

Moreover,

√
n
∫ ∞

−∞
exp

⎛⎝−n

2

(
u + 1

n

n∑
i=2

Y(i)

)2
⎞⎠ du =

√
2π

and

√
n
∫ ∞

−∞
u exp

⎛⎝−n

2

(
u + 1

n

n∑
i=2

Y(i)

)2
⎞⎠ du = −

√
2π

1

n

n∑
i=2

Y(i).

The other terms are cancelled. Thus,

μ̂ = X (1) + 1

n

n∑
i=2

(X (i) − X(1))

= 1

n
X (1) + 1

n

n∑
i=2

X (i) = X̄n.

This is the best equivariant estimator for the squared error loss.
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(ii) For estimating σ in the normal case, let (X̄ , S) be the m.s.s., where

S =
(

1
n−1

n∑
i=1

(Xi − X̄ )2

)1/2

. An equivariant estimator of σ , for the

translation-scale group, is

σ̂ = Sψ

(
X1 − X̄

S
, . . . ,

Xn − X̄

S

)
.

u =
(

X1 − X̄

S
, . . . ,

Xn − X̄

S

)
. By Basu’s Theorem, S is independent

of u. We find ψ(u) by minimizing E{(Sψ − 1)2} under σ = 1. E(S2 |
ψ) = E1{S2} = 1 and E1{S | ψ} = E1{S}. Here,ψ0 = E1{S}/E1{S2}.



C H A P T E R 6

Confidence and Tolerance Intervals

PART I: THEORY

6.1 GENERAL INTRODUCTION

When θ is an unknown parameter and an estimator θ̂ is applied, the precision of
the estimator θ̂ can be stated in terms of its sampling distribution. With the aid of
the sampling distribution of an estimator we can determine the probability that the
estimator θ lies within a prescribed interval around the true value of the parameter θ .
Such a probability is called confidence (or coverage) probability. Conversely, for
a preassigned confidence level, we can determine an interval whose limits depend
on the observed sample values, and whose coverage probability is not smaller than
the prescribed confidence level, for all θ . Such an interval is called a confidence
interval. In the simple example of estimating the parameters of a normal distribution
N (μ, σ 2), a minimal sufficient statistic for a sample of size n is (X̄n, S2

n ). We wish to
determine an interval (μ(X̄n, S2

n ), μ̄(X̄n, S2
n )) such that

Pμ,σ {μ(X̄n, S2
n ) ≤ μ ≤ μ̄(X̄n, S2

n )} ≥ 1 − α, (6.1.1)

for all μ, σ . The prescribed confidence level is 1 − α and the confidence interval is
(μ, μ̄). It is easy to prove that if we choose the functions

μ(X̄n, S2
n ) = X̄n − t1−α/2[n − 1]

Sn√
n
,

μ̄(X̄n, S2
n ) = X̄n + t1−α/2[n − 1]

Sn√
n
,

(6.1.2)

then (6.1.1) is satisfied. The two limits of the confidence interval (μ, μ̄) are called
the lower and upper confidence limits. Confidence limits for the variance σ 2 in

Examples and Problems in Mathematical Statistics, First Edition. Shelemyahu Zacks.
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the normal case can be obtained from the sampling distribution of S2
n . Indeed, since

S2
n ∼ σ 2

n − 1
χ2[n − 1]. The lower and upper confidence limits for σ 2 are given by

σ 2 = (n − 1)S2
n

χ2
1−α/2[n − 1]

,

σ̄ 2 = (n − 1)S2
n

χ2
α/2[n − 1]

.

(6.1.3)

A general method to derive confidence intervals in parametric cases is given in
Section 6.2. The theory of optimal confidence intervals is developed in Section 6.3
in parallel to the theory of optimal testing of hypotheses. The theory of tolerance
intervals and regions is discussed in Section 6.4. Tolerance intervals are estimated
intervals of a prescribed probability content according to the unknown parent distri-
bution. One sided tolerance intervals are often applied in engineering designs and
screening processes as illustrated in Example 6.1.

Distribution free methods, based on the properties of order statistics, are developed
in Section 6.5. These methods yield tolerance intervals for all distribution functions
having some general properties (log-convex for example). Section 6.6 is devoted to
the problem of determining simultaneous confidence intervals for several parameters.
In Section 6.7, we discuss two-stage and sequential sampling to obtain fixed-width
confidence intervals.

6.2 THE CONSTRUCTION OF CONFIDENCE INTERVALS

We discuss here a more systematic method of constructing confidence intervals.
Let F = {F(x ; θ ), θ ∈ �} be a parametric family of d.f.s. The parameter θ is real

or vector valued. Given the observed value of X, we construct a set S(X ) in � such
that

Pθ {θ ∈ S(X )} ≥ 1 − α, for all θ. (6.2.1)

S(X ) is called a confidence region for θ at level of confidence 1 − α. Note that
the set S(X ) is a random set, since it is a function of X . For example, consider the
multinormal N (θ, I ) case. We know that (X − θ )′(X − θ ) is distributed like χ2[k],
where k is the dimension of X. Thus, define

S(X) = {θ : (X − θ )′(X − θ ) ≤ χ2
1−α[k]}. (6.2.2)

It follows that, for all θ ,

Pθ {θ ∈ S(X)} = P{(X − θ )′(X − θ) ≤ χ2
1−α[k]} = 1 − α. (6.2.3)
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Accordingly, S(X ) is a confidence region. Note that if the problem, in this multinormal
case, is to test the simple hypothesis H0 : θ = θ0 against the composite alternative
H1 : θ 
= θ0 we would apply the test statistic

T (θ0) = (X − θ0)′(X − θ0), (6.2.4)

and reject H0 whenever T (θ0) ≥ χ2
1−α[k]. This test has size α. If we define the

acceptance region for H0 as the set

A(θ0) = {X; (X − θ 0)′(X − θ0) ≤ χ2
1−α[k]}, (6.2.5)

then H0 is accepted if X ∈ A(θ0). The structures of A(θ0) and S(X) are similar. In
A(θ0), we fix θ at θ0 and vary X, while in S(X ) we fix X and vary θ . Thus, let
A = {A(θ); θ ∈ �} be a family of acceptance regions for the above testing problem,
when θ varies over all the points in �. Such a family induces a family of confidence
sets S = {S(X) : X ∈ X } according to the relation

S(X) = {θ : X ∈ A(θ ); A(θ) ∈ A}. (6.2.6)

In such a manner, we construct generally confidence regions (or intervals). We first
construct a family of acceptance regions, A for testing H0 : θ = θ0 against H1 :
θ 
= θ0 at level of significance α. From this family, we construct the dual family
S of confidence regions. We remark here that in cases of a real parameter θ we
can consider one-sided hypotheses H0 : θ ≤ θ0 against H1 : θ > θ0; or H0 : θ ≥ θ0

against H1 : θ < θ0. The corresponding families of acceptance regions will induce
families of one-sided confidence intervals (−∞, θ̄ (X)) or (θ(X),∞), respectively.

6.3 OPTIMAL CONFIDENCE INTERVALS

In the previous example, we have seen two different families of lower confidence
intervals, one of which was obviously inefficient. We introduce now the theory of
uniformly most accurate (UMA) confidence intervals. According to this theory, the
family of lower confidence intervals θα in the above example is optimal.

Definition. A lower confidence limit for θ , θ(X) is called UMA if, given any other
lower confidence limit θ∗(X),

Pθ {θ(X) ≤ θ ′} ≤ Pθ {θ∗(X) ≤ θ ′} (6.3.1)

for all θ ′ < θ , and all θ .

That is, although both the θ (X) and θ∗(X) are smaller than θ with confidence
probability (1 − α), the probability is larger that the UMA limit θ(X) is closer to
the true value θ than that of θ∗(X). Whenever a size α uniformly most powerful
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(UMP) test exists for testing the hypothesis H0 : θ ≤ θ0 against H1 : θ > θ0, then
a UMA (1 − α)-lower confidence limit exists. Moreover, one can obtain the UMA
lower confidence limit from the UMP test function according to relationship (6.2.6).
The proof of this is very simple and left to the reader. Thus, as proven in Section 4.3,
if the family of d.f.s F is a one-parameter MLR family, the UMP test of size α, of
H0 : θ ≤ θ0 against H1 : θ > θ1 is of the form

φ0(Tn) =

⎧⎪⎨⎪⎩
1, if Tn > Cα(θ0),

γα, if Tn = Cα(θ0),

0, if otherwise,

(6.3.2)

where Tn is the minimal sufficient statistic. Accordingly, if Tn is a continuous random
variable, the family of acceptance intervals is

A = {(−∞,Cα(θ )), θ ∈ �}. (6.3.3)

The corresponding family of (1 − α)-lower confidence limits is

S = {(θα,∞); Tn = Cα(θα), θ ∈ �}. (6.3.4)

In the discrete monotone likelihood ratio (MLR) case, we reduce the problem to
that of a continuous MLR by randomization, as specified in (6.3.2). Let Tn be the
minimal sufficient statistic and, without loss of generality, assume that Tn assumes
only the nonnegative integers. Let Hn(t ; θ ) be the cumulative distribution function
(c.d.f.) of Tn under θ . We have seen in Chapter 4 that the critical level of the test
(6.3.2) is

Cα(θ0) = least nonnegative integer t such that Hn(t ; θ0) ≥ 1 − α. (6.3.5)

Moreover, since the distributions are MLR, Cα(θ ) is a nondecreasing function of θ .
In the continuous case, we determined the lower confidence limit θα as the root, θ ,
of the equation Tn = Cα(θ ). In the discrete case, we determine θα as the root, θ , of
the equation

Hn(Tn − 1; θ ) + R[Hn(Tn; θ ) − Hn(Tn − 1; θ )] = 1 − α, (6.3.6)

where R is a random variable independent of Tn and having a rectangular distribution
R(0, 1). We can express Equation (6.3.6) in the form

RHn(Tn; θα) + (1 − R)Hn(Tn − 1; θα) = 1 − α. (6.3.7)

If UMP tests do not exist we cannot construct UMA confidence limits. However,
we can define UMA-unbiased or UMA-invariant confidence limits and apply the
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theory of testing hypotheses to construct such limits. Two-sided confidence intervals
(θα(X), θ̄α(X)) should satisfy the requirement

Pθ {θα(X) ≤ θ ≤ θ̄α(X)} ≥ 1 − α, for all θ. (6.3.8)

A two-sided (1 − α) confidence interval (θα(X), θ̄α(X)) is called UMA if, subject to
(6.3.8), it minimizes the coverage probabilities

Pθ {θ(X) ≤ θ1 ≤ θ̄α(X)}, for all θ1 
= θ. (6.3.9)

In order to obtain UMA two-sided confidence intervals, we should construct a UMP
test of size α of the hypothesis H0 : θ = θ0 against H1 : θ 
= θ0. Such a test generally
does not exist. However, we can construct a UMP-unbiased (UMPU) test of such
hypotheses (in cases of exponential families) and derive then the corresponding
confidence intervals.

A confidence interval of level 1 − α is called unbiased if, subject to (6.3.8), it
satisfies

Pθ {θα(X) ≤ θ1 ≤ θ̄α(X)} ≤ 1 − α, for all θ1 
= θ. (6.3.10)

Confidence intervals constructed on the basis of UMPU tests are UMAU (uniformly
most accurate unbiased) ones.

6.4 TOLERANCE INTERVALS

Tolerance intervals can be described in general terms as estimated prediction inter-
vals for future realization(s) of the observed random variables. In Example 6.1,
we discuss such an estimation problem and illustrate a possible solution. Consider
a sequence X1, X2, . . . of independent and identically distributed (i.i.d.) random
variables having a common distribution F(x ; θ ), θ ∈ �. A p-content prediction
interval for a possible realization of X , when θ is known, is an interval (l p(θ ), u p(θ ))
such that Pθ [X ∈ (l p(θ ), u p(θ ))] ≥ p. Such two-sided prediction intervals are not
uniquely defined. Indeed, if F−1(p; θ ) is the pth quantile of F(x ; θ ) then for every
0 ≤ ε ≤ 1, l p = F−1(ε(1 − p); θ ) and u p = F−1(1 − (1 − ε)(1 − p); θ ) are lower
and upper limits of a p-content prediction interval. Thus, p-content two-sided pre-
diction intervals should be defined more definitely, by imposing further requirement
on the location of the interval. This is, generally, done according to the specific
problem under consideration. We will restrict attention here to one-sided prediction
intervals of the form (−∞, F−1(p; θ )] or [F−1(1 − p; θ ),∞).

When θ is unknown the limits of the prediction intervals are estimated. In this sec-
tion, we develop the theory of such parametric estimation. The estimated prediction
intervals are called tolerance intervals. Two types of tolerance intervals are dis-
cussed in the literature: p-content tolerance intervals (see Guenther, 1971), which
are called also mean tolerance predictors (see Aitchison and Dunsmore, 1975);
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and (1 − α) level p-content intervals, also called guaranteed coverage tolerance
intervals (Aitchison and Dunsmore, 1975; Guttman, 1970). p-Content one-sided tol-
erance intervals, say (−∞, L p(Xn)), are determined on the basis of n sample values
Xn = (X1, . . . , Xn) so that, if Y has the F(x ; θ ) distribution then

Pθ [Y ≤ L p(Xn)] ≥ p, for all θ. (6.4.1)

Note that

Pθ [Y ≤ L p(Xn)] = Eθ {Pθ [Y ≤ L p(Xn) | Xn]}. (6.4.2)

Thus, given the value of Xn , the upper tolerance limit L p(Xn) is determined so that the
expected probability content of the interval (−∞, L p(Xn)] will be p. The (p, 1 − α)
guaranteed coverage one-sided tolerance interval (−∞, Lα,p(Xn)) are determined so
that

Pθ [F−1(p; θ ) ≤ Lα,p(Xn)] ≥ 1 − α, (6.4.3)

for all θ . In other words, Lα,p(Xn) is a (1 − α)-upper confidence limit for the pth
quantile of the distribution F(x ; θ ). Or, with confidence level (1 − α),we can state that
the expected proportion of future observations not exceeding Lα,p(Xn) is at least p.
(p, 1 − α)-upper tolerance limits can be obtained in cases of MLR parametric families
by substituting the (1 − α)-upper confidence limit θ̄α of θ in the formula of F−1(p; θ ).
Indeed, if F = {F(x ; θ ); θ ∈ �} is a family depending on a real parameter θ , and F is
MLR with respect to X, then the pth quantile, F−1(p; θ ), is an increasing function of
θ , for each 0 < p < 1. Thus, a one-sided p-content, (1 − α)-level tolerance interval
is given by

Lα,p(Xn) = F−1(p; θ̄α(Xn)). (6.4.4)

Moreover, if the upper confidence limit θ̄α(Xn) is UMA then the corresponding
tolerance limit is a UMA upper confidence limit of F−1(p; θ ). For this reason such a
tolerance interval is called UMA. For more details, see Zacks (1971, p. 519).

In Example 6.1, we derive the (β, 1 − α) guaranteed lower tolerance limit for
the log-normal distribution. It is very simple in that case to determine the β-content
lower tolerance interval. Indeed, if (Ȳn, S2

n ) are the sample mean and variance of the
corresponding normal variables Yi = log Xi (i = 1, . . . , n) then

l(Ȳn, Sn) = Ȳn − tβ[n − 1]Sn

√
1 + 1

n
(6.4.5)
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is such a β-content lower tolerance limit. Indeed, if a N (μ, σ ) random variable Y is
independent of (Ȳn, S2

n ) then

Pμ,σ {Y ≥ lβ(Ȳn, Sn)} = Pμ,σ {(Y − Ȳn)/

(
S ·
(

1 + 1

n

)1/2
)

≥ −tβ[n − 1]} = β,

(6.4.6)

since Y − Ȳn ∼ N

(
0, σ 2

(
1 + 1

n

))
and Sn ∼ σ

(
χ2[n − 1]

n − 1

)1/2

. It is interesting

to compare the β-content lower tolerance limit (6.4.5) with the (1 − α, β) guaranteed
coverage lower tolerance limit (6.4.6). We can show that if β = 1 − α then the two
limits are approximately the same in large samples.

6.5 DISTRIBUTION FREE CONFIDENCE AND
TOLERANCE INTERVALS

LetF be the class of all absolutely continuous distributions. Suppose that X1, . . . , Xn

are i.i.d. random variables having a distribution F(x) in F . Let X(1) ≤ · · · ≤ X (n) be
the order statistics. This statistic is minimal sufficient. The transformed random
variable Y = F(X ) has a rectangular distribution on (0, 1). Let x p be the pth quantile
of F(x), i.e., x p = F−1(p), 0 < p < 1. We show now that the order statistics X(i)

can be used as (p, γ ) tolerance limits, irrespective of the functional form of F(x).
Indeed, the transformed random variables Y(i) = F(X(i)) have the beta distributions
β(i, n − i + 1), i = 1, . . . , n. Accordingly,

P[Y(i) ≥ p] = P[X (i) ≥ F−1(p)] = I1−p(n − i + 1, i), i = 1, . . . , n. (6.5.1)

Therefore, a distribution free (p, γ ) upper tolerance limit is the smallest X( j) satisfying
condition (6.5.1). In other words, for any continuous distribution F(x), define

i0 = least j ≥ 1 such that I1−p(n − j + 1, j) ≥ γ. (6.5.2)

Then, the order statistic X(i0) is a (p, γ )-upper tolerance limit. We denote this by
L p,γ (X). Similarly, a distribution free (p, γ )-lower tolerance limit is given by

L p,γ (x) = X (i0) where i0 = largest j ≥ 1 such that I1−p( j, n − j + 1) ≥ γ.

(6.5.3)

The upper and lower tolerance intervals given in (6.5.2) and (6.5.3) might not exist if
n is too small. They could be applied to obtain distribution free confidence intervals
for the mean, μ, of a symmetric continuous distribution. The method is based on the
fact that the expected value, μ, and the median, F−1(0.5), of continuous symmetric
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distributions coincide. Since I0.5(a, b) = 1 − I0.5(b, a) for all 0 < a, b < ∞, we
obtain from (6.5.2) and (6.5.3) by substituting p = 0.5 that the (1 − α) upper and
lower distribution free confidence limits for μ are μ̄α and μ

α
where, for sufficiently

large n,

μ̄α = X ( j), where j = least positive integer,k, such that

I0.5(n − k + 1, k + 1) ≥ 1 − α/2;
(6.5.4)

and

μ
α

= X (i), where i = largest positive integer, k, such that

I0.5(n − k + 1, k + 1) ≤ α/2.
(6.5.5)

Let F be a log-convex distribution function. Then for any positive real numbers
a1, . . . , ar ,

− log

(
1 − F

(
r∑

i=1

ai X (i)

))
≤ −

r∑
i=1

ai log(1 − F(X (i))), (6.5.6)

or equivalently

F

(
r∑

i=1

ai X (i)

)
≤ 1 − exp

{
r∑

i=1

ai log(1 − F(X (i)))

}
. (6.5.7)

Let

G(X(i)) = − log(1 − F(X (i))), i = 1, . . . , r. (6.5.8)

Since F(X ) ∼ R(0, 1) and − log(1 − R(0, 1)) ∼ G(1, 1). The statistic G(X(i)) is dis-
tributed like the i th order statistic from a standard exponential distribution. Substitute
in (6.5.7)

r∑
i=1

ai X (i) =
r∑

i=1

Ai (X (i) − X(i−1))

and

r∑
i=1

ai G(X (i)) =
r∑

i=1

Ai (G(X(i)) − G(X (i−1))),
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where Ai =
r∑

j=i

ai , i = 1, . . . , r and X(0) ≡ 0. Moreover,

G(X (i)) − G(X (i−1)) ∼ 1

n − i + 1
G(1, 1), i = 1, . . . , r. (6.5.9)

Hence, if we define

Ai = 2 log(1 − p)

χ2
1−α[2r ]

(n − i + 1), i = 1, . . . , r,

then, from (6.5.7)

P{L p,1−α(Tn,r ) ≤ F−1(p)} = P

{
F

(
r∑

i=1

Ai (X (i) − X(i−1))

)
≤ p

}

≥ P

{
1 − exp

{
−

r∑
i=1

Ai (G(X (i)) − G(X(i−1)))

}
≤ p

}

= P

{
r∑

i=1

Ai (G(X(i)) − G(X (i−1))) ≤ − log(1 − p)

}
= P{χ2[2r ] ≤ χ2

1−α[2r ]} = 1 − α,

(6.5.10)

since 2
r∑

i=1

(n − i + 1)(G(X(i)) − G(X (i−1))) ∼ χ2[2r ]. This result was published first

by Barlow and Proschan (1966).

6.6 SIMULTANEOUS CONFIDENCE INTERVALS

It is often the case that we estimate simultaneously several parameters on the basis of
the same sample values. One could determine for each parameter a confidence interval
at level (1 − α) irrespectively of the confidence intervals of the other parameters. The
result is that the overall confidence level is generally smaller than (1 − α). For
example, suppose that (X1, . . . , Xn) is a sample of n i.i.d. random variables from
N (μ, σ 2). The sample mean X̄ and the sample variance S2 are independent statistics.
Confidence intervals for μ and for σ , determined separately for each parameter, are

I1(X̄ , S) =
(

X̄ − t1−α/2[n − 1]
S√
n
, X̄ + t1−α/2[n − 1]

S√
n

)
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and

I2(S) =
⎛⎝S

(
n − 1

χ2
1−α/2[n − 1]

)1/2

, S

(
n − 1

χ2
1−α[n − 1]

)1/2
⎞⎠ ,

respectively. These intervals are not independent. We can state that the probability
for μ to be in I1(X̄ , S) is (1 − α) and that of σ to be in I2(S) is (1 − α). But, what
is the probability that both statements are simultaneously true? According to the
Bonferroni inequality (4.6.50)

Pμ,σ {μ ∈ I1(X̄ , S), σ ∈ I2(S)} ≥ 1 − Pμ,σ {μ 
∈ I1(X̄ , S)} − Pμ,r {σ 
∈ I2(S)}
= 1 − 2α, for all μ, σ. (6.6.1)

We see that a lower bound to the simultaneous coverage probability of (μ, σ )
is according to (6.6.1), 1 − 2α. The actual simultaneous coverage probability of
I1(X̄ , S) and I2(S) can be determined by evaluating the integral

P(σ ) = 2
∫ χ2

1−α/2[n−1]

χ2
α/2[n−1]

�

(
t1−α/2[n − 1]

σ x√
n(n − 1)

)
gn(x)dx − (1 − α), (6.6.2)

where gn(x) is the probability density function (p.d.f.) of χ2[n − 1] and �(·) is the
standard normal integral. The value of P(σ ) is smaller than (1 − α). In order to make it
at least (1 − α),we can modify the individual confidence probabilities of I1(X̄ , S) and
of I2(S) to be 1 − α/2. Then the simultaneous coverage probability will be between
(1 − α) and (1 − α/2). This is a simple procedure that is somewhat conservative.
It guarantees a simultaneous confidence level not smaller than the nominal (1 − α).
This method of constructing simultaneous confidence intervals, called the Bonferroni
method, has many applications. We have shown in Chapter 4 an application of this
method in a two-way analysis of variance problem. Miller (1966, p. 67) discussed
an application of the Bonferroni method in a case of simultaneous estimation of k
normal means.

Consider again the linear model of full rank discussed in Section 5.3.2, in which the
vector X has a multinormal distribution N (Aβ, σ 2 I ). A is an n × p matrix of full rank
and β is a p × 1 vector of unknown parameters. The least-squares estimator (LSE)
of a specific linear combination of β, say λ = α′β, is λ̂ = α′β̂ = α′(A′ A)−1 A′X. We
proved that λ̂ ∼ N (α′β, σ 2α′(A′ A)−1α). Moreover, an unbiased estimator of σ 2 is

σ̂ 2 = 1

n − p
X′(I − A(A′ A)−1 A′)X,
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where σ̂ 2 ∼ σ 2

n − p
χ2[n − p]. Hence, a (1 − α) confidence interval for the particular

parameter λ is

λ̂ ± t1−α/2[n − p]σ̂ (α′(A′ A)−1α)1/2. (6.6.3)

Suppose that we are interested in the simultaneous estimation of all (many) linear
combinations belonging to a certain r -dimensional linear subspace 1 ≤ r ≤ p. For

example, if we are interested in contrasts of the β-component, then λ =
p∑

i=1

αiβi

where �αi = 0. In this case, the linear subspace of all such contrasts is of dimension
r = p − 1. Let L be an r × p matrix with r row vectors that constitute a basis for
the linear subspace under consideration. For example, in the case of all contrasts, the
matrix L can be taken as the (p − 1) × p matrix:

L =

⎛⎜⎜⎜⎜⎜⎝
1 −1

1 −1 0
. . .

. . .
0

1 −1

⎞⎟⎟⎟⎟⎟⎠.

Every vector α belonging to the specified subspace is given by some linear combina-
tion α′ = γ ′L . Thus, α′(A′ A)−1α = γ ′L(A′ A)−1 L ′γ . Moreover,

Lβ̂ ∼ N (Lβ, σ 2 L(A′ A)−1L ′) (6.6.4)

and

(β̂ − β)′L ′(L(A′ A)−1 L ′)−1 L(β̂ − β̂) ∼ σ 2χ2[r ], (6.6.5)

where r is the rank of L . Accordingly,

1

σ̂ 2
(β̂ − β)′L ′(L(A′ A)−1L ′)−1 L(β̂ − β) ∼ r F[r, n − p] (6.6.6)

and the probability is (1 − α) that β belongs to the ellipsoid

Eα(β, σ̂ 2, L) = {β : (β − β̂)′L ′(L(A′ A)−1 L ′)−1 L(β − β̂) ≤ r σ̂ 2 F1−α[r, n − p]}.
(6.6.7)

Eα(β, σ 2, L) is a simultaneous confidence region for all α′β at level (1 − α). Consider
any linear combination λ = α′β = γ ′Lβ. The simultaneous confidence interval for
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λ can be obtained by the orthogonal projection of the ellipsoid Eα(β, σ̂ 2, L) on the
line l spanned by the vector γ . We obtain the following formula for the confidence
limits of this interval

λ̂ ± (r F1−α[r, n − p])1/2σ̂ (γ ′L(A′ A)−1 L ′γ )1/2, (6.6.8)

where λ̂ = γ ′Lβ̂ = α′β̂. We see that in case of r = 1 formula (6.6.8) reduces to
(6.6.3), otherwise the coefficient (r F1−α[r, n − p])1/2 is greater than t1−α/2[n − p].
This coefficient is called Scheffés S-coefficient. Various applications and modifica-
tions of the S-method have been proposed in the literature. For applications often used
in statistical practice, see Miller (1966, p. 54). Scheffé (1970) suggested some mod-
ifications for increasing the efficiency of the S-method for simultaneous confidence
intervals.

6.7 TWO-STAGE AND SEQUENTIAL SAMPLING FOR FIXED WIDTH
CONFIDENCE INTERVALS

We start the discussion with the problem of determining fixed-width confidence
intervals for the mean μ of a normal distribution when the variance σ 2 is unknown and
can be arbitrarily large. We saw previously that if the sample consists of n i.i.d. random
variables X1, . . . , Xn , where n is fixed before the sampling, then a UMAU confidence

limit for μ are given, in correspondence to the t-test, by X̄ ± t1−α/2[n − 1]
S√
n

, where

X̄ and S are the sample mean and standard deviation, respectively. The width of this
confidence interval is

�∗ = 2t1−α/2[n − 1]
S√
n
. (6.7.1)

Although the width of the interval is converging to zero, as n → ∞, for each fixed
n, it can be arbitrarily large with positive probability. The question is whether there
exists another confidence interval with bounded width. We show now that there is no
fixed-width confidence interval in the present normal case if the sample is of fixed
size. Let Iδ(X̄ , S) be any fixed width interval centered at μ̂(X̄ , S), i.e.,

Iδ(X̄ , S) = (μ̂(X̄ , S) − δ, μ̂(X̄ , S) + δ). (6.7.2)

We show that the maximal possible confidence level is

sup
μ̂

inf
μ,σ

Pμ,σ {μ ∈ Iδ(X̄ , S)} = 0. (6.7.3)
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This means that there is no statistic μ̂(X̄ , S) for which Iδ(X̄ , S) is a confidence
interval. Indeed,

sup
μ̂

inf
μ,σ

Pμ,σ {μ ∈ Iδ(X̄ , S)} ≤ lim
σ→∞ inf

μ
sup
μ̂

Pμ,σ {μ ∈ Iδ(X̄ , S)}. (6.7.4)

In Example 9.2, we show that μ̂(X̄ , S) = X̄ is a minimax estimator, which maximizes
the minimum coverage. Accordingly,

inf
μ

sup
μ̂

Pμ,σ {μ ∈ Iδ{(X̄ , S)} = Pσ {X̄ − δ ≤ μ ≤ X̄ + δ} = 2�

(
δ

σ

√
n

)
− 1.

(6.7.5)

Substituting this result in (6.7.4), we readily obtain (6.7.3), by letting σ → ∞.
Stein’s two-stage procedure. Stein (1945) provided a two-stage solution to this

problem of determining a fixed-width confidence interval for the mean μ. According
to Stein’s procedure the sampling is performed in two stages:

Stage I:

(i) Observe a sample of n1 i.i.d. random variables from N (μ, σ 2).

(ii) Compute the sample mean X̄n1 and standard deviation Sn1 .

(iii) Determine

N = 1 +
[

t2
1−α/2[n1 − 1]

S2

δ2

]
, (6.7.6)

where [x] designates the integer part of x .

(iv) If N > n1 go to Stage II; else set the interval

Iδ(X̄n1 ) = (X̄n1 − δ, X̄n1 + δ).

Stage II:

(i) Observe N2 = N − n1 additional i.i.d. random variables from N (μ, σ 2);
Y1, . . . ,YN2 .

(ii) Compute the overall mean X̄ N = (n1 X̄n1 + N2ȲN2 )/N .

(iii) Determine the interval Iδ(X̄ N ) = (X̄ N − δ, X̄ N + δ).

The size of the second stage sample N2 = (N − n1)+ is a random variable, which
is a function of the first stage sample variance S2

n1
. Since X̄n1 and S2

n1
are independent,
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X̄n1 and N2 are independent. Moreover, ȲN2 is conditionally independent of S2
n1

, given
N2. Hence,

Pμ,σ {|X̄ N −μ| < δ} = E{Pμ,σ {|X̄ N − μ| < δ | N }}

= E

{
2�

(
δ

σ

√
N

)
− 1

}
≥ 2E

{
�

(
δ

σ
· Sn1

δ
t1−α/2[n1 − 1]

)}
− 1

= 2P

{
N (0, 1)√

χ2[n1 − 1]/(n1 − 1)
≤ t1−α/2[n1 − 1]

}
−1 = 1−α.

(6.7.7)

This proves that the fixed width interval Iδ(X̄ N ) based on the prescribed two-stage
sampling procedure is a confidence interval. The Stein two-stage procedure is not
an efficient one, unless one has good knowledge of how large n1 should be. If σ 2 is
known there exists a UMAU confidence interval of fixed size, i.e., Iδ(X̄n0(δ)) where

n0(δ) = 1 +
[
χ 2

1−α[1]

δ2
σ 2

]
. (6.7.8)

If n1 is close to n0(δ) the procedure is expected to be efficient. n0(δ) is, however,
unknown. Various approaches have been suggested to obtain efficient procedures of
sampling. We discuss here a sequential procedure that is asymptotically efficient.
Note that the optimal sample size n0(δ) increases to infinity like 1/δ2 as δ → 0.
Accordingly, a sampling procedure, with possibly random sample size, N , which
yields a fixed-width confidence interval Iδ(X̄ N ) is called asymptotically efficient if

lim
δ→0

Eδ{N }
n0(δ)

= 1. (6.7.9)

Sequential fixed-width interval estimation. Let {an} be a sequence of positive num-
bers such that an → χ2

1−α[1] as n → ∞. We can set, for example, an = F1−α[1, n] for
all n ≥ n1 and an = ∞ for n < n1. Consider now the following sequential procedure:

1. Starting with n = n1 i.i.d. observations compute X̄n and S2
n .

2. If n > an S2
n/δ

2 stop sampling and, estimate μ by Iδ(X̄n); else take an additional
independent observation and return to (i). Let

N (δ) = least n ≥ n1, such that n > an S2
n/δ

2. (6.7.10)
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According to the specified procedure, the sample size at termination is N (δ). N (δ)
is called a stopping variable. We have to show first that N (δ) is finite with probability
one, i.e.,

lim
n→∞ Pμ,σ {N (δ) > n} = 0, (6.7.11)

for each δ > 0. Indeed, for any given n,

Pμ,σ {N (δ) > n} = Pμ,σ

⎧⎨⎩
n⋂

j=n1

{
S2

j >
jδ2

a j

}⎫⎬⎭
≤ Pμ,σ

{
S2

n >
nδ2

an

}
.

(6.7.12)

But

P

{
S2

n >
nδ2

an

}
= P

{
S2

n

n
>

δ2

an

}
. (6.7.13)

S2
n

n

a.s.−→ 0 as n → ∞, therefore

lim
n→∞ P

{
S2

n

n
>

δ2

an

}
= lim

n→∞ P

{
χ2[n − 1]

n − 1
>

nδ2

σ 2χ2
1−α[1]

}
= 0 (6.7.14)

as n → ∞. Thus, (6.7.11) is satisfied and N (δ) is a finite random variable. The present
sequential procedure attains in large samples the required confidence level and is also
an efficient one. One can prove in addition the following optimal properties:

(i) If an = a for all n ≥ n1 then Eσ {N (δ)} ≤ n0(δ) + n1 + 1, for all σ 2. (6.7.15)

This obviously implies the asymptotic efficiency (6.7.9). It is, however, a much
stronger property. One does not have to pay, on the average, more than the equivalent
of n1 + 1 observations. The question is whether we do not tend to stop too soon and
thus lose confidence probability. Simons (1968) proved that if we follow the above
procedure, n1 ≥ 3 and an = a for all n ≥ 3, then there exists a finite integer k such
that

Pμ,σ {|X̄ N+k − μ| ≤ δ} ≥ 1 − α, (6.7.16)

for all μ, σ and δ. This means that the possible loss of confidence probability is not
more than the one associated with a finite number of observations. In other words, if
the sample is large we generally attain the required confidence level.
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We have not provided here proofs of these interesting results. The reader is referred
to Zacks (1971, p. 560). The results were also extended to general classes of dis-
tributions originally by Chow and Robbins (1965), followed by studies of Starr
(1966), Khan (1969), Srivastava (1971), Ghosh, Mukhopadhyay, and Sen (1997),
and Mukhopadhyay and de Silva (2009).

PART II: EXAMPLES

Example 6.1. It is assumed that the compressive strength of concrete cubes fol-
lows a log-normal distribution, L N (μ, σ 2), with unknown parameters (μ, σ ). It is
desired that in a given production process the compressive strength, X , will not
be smaller than ξ0 in (1 − β) × 100% of the concrete cubes. In other words, the
β-quantile of the parent log-normal distribution should not be smaller than ξ0, where
the β-quantile of L N (μ, σ 2) is xβ = exp{μ + zβσ }, and zβ is the β-quantile of
N (0, 1). We observe a sample of n i.i.d. random variables X1, . . . , Xn and should
decide on the basis of the observed sample values whether the strength requirement
is satisfied. Let Yi = log Xi (i = 1, . . . , n). The sample mean and variance (Ȳn, S2

n ),

where S2
n = 1

n − 1

n∑
i=1

(Yi − Ȳn)2, constitute a minimal sufficient statistic. On the

basis of (Ȳn, S2
n ), we wish to determine a (1 − α)-lower confidence limit, xα,β to the

unknown β-quantile xβ . Accordingly, xα,β should satisfy the relationship

Pμ,σ {xα,β ≤ xβ} ≥ 1 − α, for all (μ, σ ).

xα,β is called a lower (1 − α, 1 − β) guaranteed coverage tolerance limit. If
xα,β ≥ ξ0, we say that the production process is satisfactory (meets the specified
standard). Note that the problem of determining xα,β is equivalent to the problem
of determining a (1 − α)-lower confidence limit to μ + zβσ . This lower confidence
limit is constructed in the following manner. We note first that if U ∼ N (0, 1), then

√
n[Ȳn − (μ + zβσ )]/Sn ∼ U + √

n z1−β

(χ2[n − 1]/(n − 1))1/2
∼ t[n − 1;

√
n z1−β ],

where t[ν; δ] is the noncentral t-distribution. Thus, a (1 − α)-lower confidence limit
for μ + zβσ is

η
α,β

= Ȳn − t1−α[n − 1;
√

n z1−β]
Sn√

n

and xα,β = exp{η
α,β

} is a lower (1 − α, 1 − β)-tolerance limit.
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Example 6.2. Let X1, . . . , Xn be i.i.d. random variables representing the life length

of electronic systems and distributed like G

(
1

θ
, 1

)
. We construct two different

(1 − α)-lower confidence limits for θ .
(i) The minimal sufficient statistic is Tn = �Xi . This statistic is distributed like

θ

2
χ2[2n]. Thus, for testing H0 : θ ≤ θ0 against H1 : θ > θ0 at level of significance

α, the acceptance regions are of the form

A(θ0) =
{

Tn : Tn ≤ θ0

2
χ2

1−α[2n]

}
, 0 < θ0 < ∞.

The corresponding confidence intervals are

S(Tn) =
(
θ : θ ≥ 2Tn

χ2
1−α[2n]

)
.

The lower confidence limit for θ is, accordingly,

θα = 2Tn/χ
2
1−α[2n].

(ii) Let X (1) = min
1≤i≤n

{Xi }. X (1) is distributed like
θ

2n
χ2[2]. Hence, the hypotheses

H0 : θ ≤ θ0 against H1 : θ > θ0 can be tested at level α by the acceptance regions

A′(θ0) =
{

X(1) : X (1) ≤ θ0

2n
χ2

1−α[2]

}
, 0 < θ0 < ∞.

These regions yield the confidence intervals

S′(X (1)) =
(
θ : θ ≥ 2nX (1)

χ2
1−α[2]

)
.

The corresponding lower confidence limit is θ ′
α = 2nX (1)/χ

2
1−α[2]. Both families

of confidence intervals provide lower confidence limits for the mean-time between
failures, θ , at the same confidence level 1 − α. The question is which family is
more efficient. Note that θα is a function of the minimal sufficient statistic, while

θ ′
α is not. The expected value of θα is Eθ {θα} = 2nθ

χ2
1−α[2n]

. This expected value is

approximately, as n → ∞,

Eθ {θα} = θ/

(
1 + z1−α√

n

)
≈ θ

(
1 − z1−α√

n
+ 0

(
1

n

))
, as n → ∞.
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Thus, E{θα} is always smaller than θ , and approaches θ as n grows. On the other
hand, the expected value of θ ′

α is

Eθ

(
2nX(1)

χ2
1−α[2]

)
= 2θ

χ2
1−α[2]

= θ

− logα
.

This expectation is about θ/3 when α = 0.05 and θ/4.6 when α = 0.01. It does
not converge to θ as n increases. Thus, θ ′

α is an inefficient lower confidence
limit of θ .

Example 6.3.

A. Let X1, . . . , Xn be i.i.d. N (0, σ 2) random variables. We would like to construct
the UMA (1 − α)-lower confidence limit of σ 2. The minimal sufficient statistic
is Tn = �X2

i , which is distributed like σ 2χ2[n]. The UMP test of size α of
H0 : σ 2 ≤ σ 2

0 against H1 : σ 2 > σ 2
0 is

φ0(Tn) = I {Tn ≥ σ 2
0 χ

2
1−α[n]}.

Accordingly, the UMA (1 − α)-lower confidence limit σ 2
α is

σ 2
α = Tn/χ

2
1−α[n].

B. Let X ∼ B(n, θ ), 0 < θ < 1. We determine the UMA (1 − α)-lower confi-
dence limit of the success probability θ . In (2.2.4), we expressed the c.d.f.
of B(n, θ ) in terms of the incomplete beta function ratio. Let R be a random
number in (0, 1), independent of X , then θα is the root of the equation

RI1−θα
(n − X, X + 1) + (1 − R)I1−θα

(n − X + 1, X ) = 1 − α,

provided 1 ≤ X ≤ n − 1. If X = 0, the lower confidence limit is θα(0) = 0.
When X = n the lower confidence limit is θα(n) = α1/n . By employing the
relationship between the central F-distribution and the beta distribution (see
Section 2.14), we obtain the following for X ≥ 1 and R = 1:

θα = X

(n − X + 1) + X F1−α[2X, 2(n − X + 1)]
.

If X ≥ 1 and R = 0 the lower limit, θ ′
α is obtained from (6.3.11) by substituting

(X − 1) for X . Generally, the lower limit can be obtained as the average
Rθα + (1 − R)θ ′

α . In practice, the nonrandomized solution (6.3.11) is often
applied.
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Example 6.4. Let X and Y be independent random variables having the normal
distribution N (0, σ 2) and N (0, ρσ 2), respectively. We can readily prove that

ψ(σ 2, ρ) = Pσ 2,ρ{X2 + Y 2 ≤ 1} = 1 − E

{
P

(
J ;

1

2σ 2

)}
,

where J has the negative binomial distribution NB

(
1 − 1

ρ
,

1

2

)
. P( j ; λ) designates

the c.d.f. of the Poisson distributions with meanλ.ψ(σ 2, ρ) is the coverage probability
of a circle of radius one. We wish to determine a (1 − α)-lower confidence limit for
ψ(σ 2, ρ), on the basis of n independent vectors, (X1,Y1), . . . , (Xn,Yn), when ρ

is known. The minimal sufficient statistic is T2n = �X2
i + 1

ρ
�Y 2

i . This statistic is

distributed like σ 2χ2[2n]. Thus, the UMA (1 − α)-upper confidence limit for σ 2

σ̄ 2
α = T2n/χ

2
α[2n].

The Poisson family is an MLR one. Hence, by Karlin’s Lemma, the c.d.f. P( j ; 1/2σ 2)
is an increasing function of σ 2 for each j = 0, 1, . . . . Accordingly, if σ 2 ≤ σ̄ 2

α then

P( j ; 1/2σ 2) ≤ P( j ; 1/2σ̄ 2
α ). It follows that E

{
P

(
J ;

1

2σ 2

)}
≤ E

{
P

(
J ;

1

2σ̄ 2
α

)}
.

From this relationship we infer that

ψ(σ̄ 2
α , ρ) = 1 − E

{
P

(
J ;

1

2σ̄ 2
α

)}

is a (1 − α)-lower confidence limit for ψ(σ 2, ρ). We show now that ψ(ᾱ2
α, ρ) is a

UMA lower confidence limit. By negation, if ψ(σ̄ 2
α , ρ) is not a UMA, there exists

another (1 − α) lower confidence limit, ψ̂
α

say, and some 0 < ψ ′ < ψ(σ 2, ρ) such
that

P{ψ(σ̄ 2
α , ρ) ≤ ψ ′} > P{ψ̂

α
≤ ψ ′}.

The function P

(
j ;

1

2σ 2

)
is a strictly increasing function of σ 2. Hence, for each ρ

there is a unique inverse σ 2
ρ (ψ) for ψ(σ 2, ρ). Thus, we obtain that

Pσ 2{σ̄ 2
α ≥ σ 2

ρ (ψ ′)} > Pσ 2{σ 2
ρ (ψ̂

α
) ≥ σ 2

ρ (ψ ′)},

where σ 2
ρ (ψ ′) < σ 2. Accordingly, σ 2

ρ (ψ̂
α
) is a (1 − α)-upper confidence limit for σ 2.

But then the above inequality contradicts the assumption that σ̄ 2
α is UMA.
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Example 6.5. Let X1, . . . , Xn be i.i.d. random variables distributed like N (μ, σ 2).
The UMP-unbiased test of the hypotheses

H0 : μ = μ0, σ 2 arbitrary

against

H1 : μ 
= μ0, σ 2 arbitrary

is the t-test

φ0(X̄ , S) =
⎧⎨⎩1, if

|X̄ − μ0|
√

n

S
> t1− α

2
[n − 1],

0, otherwise,

where X̄ and S are the sample mean and standard deviation, respectively. Corre-
spondingly, the confidence interval

(
X̄ − t1−α/2[n − 1]

S√
n
, X̄ + t1−α/2[n − 1]

S√
n

)

is a UMAU at level (1 − α).

Example 6.6. In Example 4.11, we discussed the problem of comparing the binomial
experiments in two clinics at which standard treatment is compared with a new (test)
treatment. If Xi j designates the number of successes in the j th sample at the i th clinic
(i = 1, 2; j = 1, 2), we assumed that Xi j are independent and Xi j ∼ B(n, θi j ). We
consider the cross-product ratio

ρ = θ11(1 − θ12)

(1 − θ11)θ12

/
θ21(1 − θ22)

(1 − θ21)θ22
.

In Example 4.11, we developed the UMPU test of the hypothesis H0 : ρ = 1 against
H1 : ρ 
= 1. On the basis of this UMPU test, we can construct the UMAU confidence
limits of ρ.

Let Y = X11, T1 = X11 + X12, T = X21 + X22, and S = X11 + X21. The con-
ditional p.d.f. of Y given (T1, T2, S) under ρ was given in Example 4.11. Let
H (y | T1, T2, S) denote the corresponding conditional c.d.f. This family of condi-
tional distributions is MLR in Y . Thus, the quantiles of the distributions are increasing
functions of ρ. Similarly, H (y | T1, T2, S) are strictly decreasing functions of ρ for
each y = 0, 1, . . . ,min(T1, S) and each (T1, T2, S).

As shown earlier one-sided UMA confidence limits require in discrete cases
further randomization. Thus, we have to draw at random two numbers R1 and R2
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Table 6.1 0.95—Confidence Limits for the Cross-Product Ratio

n1 N1 n2 N2 Y T1 T2 S ρ ρ̄

32 112 78 154 5 15 17 18 .1103 2.4057
20 40 20 40 5 20 30 20 .0303 1.2787
25 50 25 50 15 25 27 22 5.8407 169.4280
20 50 20 50 15 25 27 22 5.6688 164.2365
40 75 30 80 33 43 25 48 .9049 16.2156

independently from a rectangular distribution R(0, 1) and solve simultaneously the
equations

R1 H (Y ; T1, T2, S, ρ) + (1 − R1)H (Y − 1; T1, T2, S, ρ) = 1 − ε1,

R2 H (Y − 1; T1, T2, S, ρ̄) + (1 − R2)H (Y ; T1, T2, S, ρ̄) = ε2,

where ε1 + ε2 = α. Moreover, in order to obtain UMA unbiased intervals we have
to determine ρ, ρ̄, ε1 and ε2 so that the two conditions of (4.4.2) will be satisfied
simultaneously. One can write a computer algorithm to obtain this objective. However,
the computations may be lengthy and tedious. If T1, T2 and S are not too small we
can approximate the UMAU limits by the roots of the equations

H (Y ; T1, T2, S, ρ) = 1 − α/2,

H (Y ; T1, T2, S, ρ̄) = α/2.

These equations have unique roots since the c.d.f. H (Y ; T1, T2, S, ρ) is a strictly
decreasing function of ρ for each (Y, T1, T2, S) having a continuous partial derivative
with respect to ρ. The roots ρ and ρ̄ of the above equations are generally the
ones used in applications. However, they are not UMAU. In Table 6.1, we present
a few cases numerically. The confidence limits in Table 6.1 were computed by
determining first the large sample approximate confidence limits (see Section 7.4)
and then correcting the limits by employing the monotonicity of the conditional c.d.f.
H (Y ; T1, T2, S, ρ) in ρ. The limits are determined by a numerical search technique on
a computer.

Example 6.7. Let X1, X2, . . . , Xn be i.i.d. random variables having a negative-
binomial distribution NB(ψ, ν); ν is known and 0 < ψ < 1. A minimal sufficient

statistic is Tn =
n∑

i=1

Xi , which has the negative-binomial distribution NB(ψ, nν).

Consider the β-content one-sided prediction interval [0, G−1(β;ψ, ν)], where
G−1(p;ψ, ν) is the pth quantile of NB(ψ, ν). The c.d.f. of the negative-binomial
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distribution is related to the incomplete beta function ratio according to formula
(2.2.12), i.e.,

G(x ;ψ, ν) = I1−ψ (ν, x + 1), x = 0, 1, . . . .

The pth quantile of the NB(ψ, ν) can thus be defined as

G−1(p;ψ, ν) = least nonnegative integer j such that I1−ψ (ν, j + 1) ≥ p.

This function is nondecreasing in ψ for each p and ν. Indeed, F = {NB(ψ, ν); 0 <

ψ < 1} is an MLR family. Furthermore, since Tn ∼ NB(ψ, nν), we can obtain a UMA
upper confidence limit for ψ , ψ̄α at confidence level γ = 1 − α. A nonrandomized
upper confidence limit is the root ψα of the equation

I1−ψ̄α
(nν, Tn + 1) = 1 − α.

If we denote by β−1(p; a, b) the pth quantile of the beta distribution β(a, b) then ψ̄α

is given accordingly by

ψ̄α = 1 − β−1(α; nν, Tn + 1).

The p-content (1 − α)-level tolerance interval is, therefore, [0, G−1(p; ψ̄α, ν)].

Example 6.8. In statistical life testing families of increasing failure rate (IFR) are
often considered. The hazard or failure rate function h(x) corresponding to an
absolutely continuous distribution F(x) is defined as

h(x) = f (x)/(1 − F(x)),

where f (x) is the p.d.f. A distribution function F(x) is IFR if h(x) is a nondecreasing
function of x . The function F(x) is differentiable almost everywhere. Hence, the
failure rate function h(x) can be written (for almost all x) as

h(x) = − d

dx
log(1 − F(x)).

Thus, if F(x) is an IFR distribution, − log(1 − F(x)) is a convex function of x . A
distribution function F(x) is called log-convex if its logarithm is a convex function
of x . The tolerance limits that will be developed in the present example will be
applicable for any log-convex distribution function.
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Let X (1) ≤ · · · ≤ X (n) be the order statistic. It is instructive to derive first a (p, 1 −
α)-lower tolerance limit for the simple case of the exponential distribution G

(
1

θ
, 1

)
,

0 < θ < ∞. The pth quantile of G

(
1

θ
, 1

)
is

F−1(p; θ ) = −θ log(1 − p), 0 < p < 1.

Let Tn,r =
r∑

i=1

(n − i + 1)(X(i) − X(i−1)) be the total life until the r th failure. Tn,r is

distributed like
θ

2
χ2[2r ]. Hence, the UMA-(1 − α)-lower confidence limit for θ is

θα = 2Tn,r

χ2
1−α[2r ]

.

The corresponding (p, 1 − α) lower tolerance limit is

L p,α(Tn,r ) = − log(1 − p)
2Tn,r

χ2
1−α[2r ]

.

Example 6.9. The MLE of σ in samples from normal distributions is asymptotically
normal with mean σ and variance σ 2/2n. Therefore, in large samples,

Pμ,σ

{
n

(X̄ − μ)2

σ 2
+ 2n

(S − σ )2

σ 2
≤ χ2

1−α[2]

}
≈ 1 − α,

for all μ, σ . The region given by

Cα(X̄ , S) =
{

(μ, σ ); n

(
X̄ − μ

σ

)2

+ 2n

(
S − σ

σ

)2

≤ χ2
1−α[2]

}

is a simultaneous confidence region with coverage probability approximately (1 − α).
The points in the region Cα(X̄ , S) satisfy the inequality

|X̄ − μ| ≤
[
σ 2χ2

1−α[2]

n
− 2(S − σ )2

]1/2

.
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Hence, the values of σ in the region are only those for which the square root on the
RHS of the above is real. Or, for all n > χ2

1−α[2]/2,

S

1 +
(
χ2

1−α[2]

2n

)1/2 ≤ σ ≤ S

1 −
(
χ2

1−α[2]

2n

)1/2 .

Note that this interval is not symmetric around S. Let σ n and σ̄n denote the lower and
upper limits of the σ interval. For each σ within this interval we determine a μ interval
symmetrically around X̄ , as specified above. Consider the linear combination λ =
a1μ + a2σ , where a1 + a2 = 1. We can obtain a (1 − α)-level confidence interval for
λ from the region Cα(X̄ , S) by determining two lines parallel to a1μ + a2σ = 0 and
tangential to the confidence region Cα(X̄ , S). These lines are given by the formula
a1μ + a2σ = λα and a1μ = a2σ = λ̄α. The confidence interval is (λα, λ̄α). This
interval can be obtained geometrically by projecting Cα(X̄ , S) onto the line l spanned
by (a1, a2)); i.e., l = {(ρa1, ρa2); −∞ < ρ < ∞}.

PART III: PROBLEMS

Section 6.2

6.2.1 Let X1, . . . , Xn be i.i.d. random variables having a common exponential dis-
tribution, G( 1

θ
, 1), 0 < θ < ∞. Determine a (1 − α)-upper confidence limit

for δ = e−θ .

6.2.2 Let X1, . . . , Xn be i.i.d. random variables having a common Poisson
distribution P(λ), 0 < λ < ∞. Determine a two-sided confidence inter-
val for λ, at level 1 − α. [Hint: Let Tn = �Xi . Apply the relationship
Pλ{Tn ≤ t} = P{χ2[2t + 2] ≥ 2nλ}, t = 0, 1, . . . to show that (λα, λ̄α) is

a (1 − α)-level confidence interval, where λα = 1

2n
χ2
α/2[2Tn + 2] and λ̄α =

1

2n
χ2

1−α/2[2Tn + 2].

6.2.3 Let X1, . . . , Xn be i.i.d. random variables distributed like G(λ, 1), 0 < λ <

∞; and let Y1, . . . ,Ym be i.i.d. random variables distributed like G(η, 1),
0 < η < ∞. The X -variables and the Y -variables are independent. Determine
a (1 − α)-upper confidence limit for ω = (1 + η/λ)−1 based on the statistic

n∑
i=1

Xi/

m∑
i=1

Yi .

6.2.4 Consider a vector X of n equicorrelated normal random variables, having zero
mean, μ = 0, and variance σ 2 [Problem 1, Section 5.3]; i.e., X ∼ N (0, �| ),
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where �| = σ 2(1 − ρ)I + σ 2ρ J ; 0 < σ 2 < ∞,
−1

n − 1
< ρ < 1. Construct a

(1 − α)-level confidence interval for ρ. [Hint:

(i) Make the transformation Y = HX, where H is a Helmert orthogonal
matrix;

(ii) Consider the distribution of Y 2
1 /

n∑
i=2

Y 2
i .

6.2.5 Consider the linear regression model

Yi = β0 + β1xi + ei , i = 1, . . . , n,

where e1, . . . , en are i.i.d. N (0, σ 2), x1, . . . , xn specified constants such that
�(xi − x̄)2 > 0. Determine the formulas of (1 − α)-level confidence limits
for β0, β1, and σ 2. To what tests of significance do these confidence intervals
correspond?

6.2.6 Let X and Y be independent, normally distributed random variables, X ∼
N (ξ, σ 2

1 ) and Y ∼ N (η, σ 2
2 ); −∞ < ξ < ∞, 0 < η < ∞, σ1 and σ2 known.

Let δ = ξ/η. Construct a (1 − α)-level confidence interval for δ.

Section 6.3

6.3.1 Prove that if an upper (lower) confidence limit for a real parameter θ is based
on a UMP test of H0 : θ ≥ θ0 (θ ≤ θ0) against H1 : θ < θ0 (θ > θ0) then the
confidence limit is UMA.

6.3.2 Let X1, . . . , Xn be i.i.d. having a common two parameter exponential distri-
bution, i.e., X ∼ μ + G( 1

β
, 1); −∞ < μ < ∞, 0 < β < ∞.

(i) Determine the (1 − α)-level UMAU lower confidence limit for μ.

(ii) Determine the (1 − α)-level UMAU lower confidence limit for β.

[Hint: See Problem 1, Section 4.5.]

6.3.3 Let X1, . . . , Xn be i.i.d. random variables having a common rectangular
distribution R(0, θ ); 0 < θ < ∞. Determine the (1 − α)-level UMA lower
confidence limit for θ .

6.3.4 Consider the random effect model, Model II, of ANOVA (Example 3.9).
Derive the (1 − α)-level confidence limits for σ 2 and τ 2. Does this system of
confidence intervals have optimal properties?

Section 6.4

6.4.1 Let X1, . . . , Xn be i.i.d. random variables having a Poisson distribution P(λ),
0 < λ < ∞. Determine a (p, 1 − α) guaranteed coverage upper tolerance
limit for X .
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6.4.2 Consider the normal simple regression model (Problem 7, Section 5.4).
Let ξ be a point in the range of controlled experimental levels x1, . . . , xn

(regressors). A p-content prediction limit at ξ is the point ηp = β0 + β1ξ +
z pσ .

(i) Determine a (p, 1 − α) guaranteed upper tolerance limit at ξ , i.e., deter-
mine l p,α(ξ ) so that

Pθ

{
β0 + β1ξ + z pσ ≤ β̂0 + β̂1ξ + l p,α(ξ )σ̂

(
1

n
+ (ξ − x̄)2

SDX

)1/2 }
= 1 − α, for all θ = (β0, β1, σ ).

(ii) What is the form of the asymptotic (p, 1 − α)-level upper tolerance limit?

Section 6.5

6.5.1 Consider a symmetric continuous distribution F(x − μ), −∞ < μ < ∞.
How large should the sample size n be so that (X (i), X (n−i+1)) is a distribution-
free confidence interval for μ, at level 1 − α = 0.95, when

(i) i = 1, (ii) i = 2, and (iii) i = 3.

6.5.2 Apply the large sample normal approximation to the binomial distribution
to show that for large size random samples from symmetric distribution the
(1 − α)-level distribution free confidence interval for the median is given by
(X (i), X (n−i+1)), where i = [ n

2 − 1
2

√
n z1−α] (David, 1970, p. 14).

6.5.3 How large should the sample size n be so that a (p, γ ) upper tolerance limit
will exist with p = 0.95 and γ = 0.95?

6.5.4 Let F(x) be a continuous c.d.f. and X(1) ≤ · · · ≤ X(n) the order statistic of
a random sample from such a distribution. Let F−1(p) and F−1(q), with
0 < p < q < 1, be the pth and qth quantiles of this distribution. Consider
the interval E p,q = (F−1(p), F−1(q)). Let p ≤ r < s ≤ n. Show that

γ = P{E p,q ⊂ (X(r ), X (s)}

= n!

(r − 1)!

s−r−1∑
j=0

(−1) j pr+ j

(n − r − j)! j!
I1−q (n − s + 1, s − r − j).

If q = 1 − β/2 and p = β/2 then (X(r ), X (s)) is a (1 − β, γ ) tolerance inter-
val, where γ is given by the above formula.
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Section 6.6

6.6.1 In a one-way ANOVA k = 10 samples were compared. Each of the samples
consisted of n = 10 observations. The sample means in order of magnitude
were: 15.5, 17.5, 20.2, 23.3, 24.1, 25.5, 28.8, 28.9, 30.1, 30.5. The pooled
variance estimate is s2

p = 105.5. Perform the Scheffé simultaneous testing to
determine which differences are significant at level α = 0.05.

6.6.2 n = 10 observations Yi j (i = 1, . . . , 3; j = 1, . . . , n) were performed at three
values of x . The sample statistics are:

x1 = 0 x2 = 1.5 x3 = 3.0
Ȳ 5.5 9.7 17.3
SDY 13.7 15.8 14.5

(i) Determine the LSEs of β0, β1, and σ 2 for the model: Yi j = β0 + β1xi +
ei j , where {ei j } are i.i.d. N (0, σ 2).

(ii) Determine simultaneous confidence intervals for E{Y } = β0 + β1x , for
all 0 ≤ x ≤ 3, using the Scheffé’s s-method.

Section 6.7

6.7.1 Let X1, X2, . . . be a sequence of i.i.d. random variables having a common
log-normal distribution, L N (μ, σ 2). Consider the problem of estimating ξ =
exp{μ + σ 2/2}. The proportional-closeness of an estimator, ξ̂ , is defined as
Pθ {|ξ̂ − ξ | < λξ}, where λ is a specified positive real.

(i) Show that with a fixed sample procedure, there exists no estimator, ξ̂ , such
that the proportional-closeness for a specified λ is at least γ , 0 < γ < 1.

(ii) Develop a two-stage procedure so that the estimator ξ̂N will have the
prescribed proportional-closeness.

6.7.2 Show that if F is a family of distribution function depending on a location
parameter of the translation type, i.e., F(x ; θ ) = F0(x − θ ), −∞ < θ < ∞,
then there exists a fixed width confidence interval estimator for θ .

6.7.3 Let X1, . . . , Xn be i.i.d. having a rectangular distribution R(0, θ ), 0 < θ <

2. Let X(n) be the sample maximum, and consider the fixed-width interval
estimator Iδ(X (n)) = (X (n), X (n) + δ), 0 < δ < 1. How large should n be so
that Pθ {θ ∈ Iδ(X (n))} ≥ 1 − α, for all θ ≤ 2?

6.7.4 Consider the following three-stage sampling procedure for estimating the
mean of a normal distribution. Specify a value of δ, 0 < δ < ∞.
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(i) Take a random sample of size n1. Compute the sample variance S2
n1

. If
n1 > (a2/δ2)S2

n1
, where a2 = χ2

1−α[1], terminate sampling. Otherwise,
add an independent sample of size

N2 =
⌊

a2

δ2
S2

n1

⌋
+ 1 − n1.

(ii) Compute the pooled sample variance, S2
n1+N2

. If n1 + N2 ≥
(a2/δ2)S2

n1+N2
terminate sampling; otherwise, add

N3 =
[

a2

δ2
S2

n1+N2

]
+ 1 − (n1 + N2)

independent observations. Let N = n1 + N2 + N3. Let X̄ N be the average
of the sample of size N and Iδ(X̄n) = (X̄ N − δ, X̄ N + δ).

(i) Compute Pθ {μ ∈ Iδ(X̄ N )} for θ = (μ, σ ).

(ii) Compute Eθ {N }.

PART IV: SOLUTION TO SELECTED PROBLEMS

6.2.2 X1, . . . , Xn are i.i.d. P(λ). Tn =
n∑

i=1

Xi ∼ P(nλ)

P{Tn ≤ t} = P(t ; nλ)

= 1 − P(G(1, t + 1) < nλ)

= P{χ2[2t + 2] ≥ 2nλ}.

The UMP test of H0 : λ ≥ λ0 against H1 : λ < λ0 is φ(Tn) = I (Tn < tα).
Note that P(χ 2[2tα + 2] ≥ 2nλ0) = α if 2nλ0 = χ2

1−α[2tα + 2]. For

two-sided confidence limits, we have λα = χ2
α/2[2Tn + 2]

2n
and λ̄α =

χ2
1−α/2[2Tn + 2]

2n
.

6.2.4 Without loss of generality assume that σ 2 = 1

X ∼ N (0, (1 − ρ)I + ρ J ),

where − 1

n − 1
< ρ < 1, n is the dimension of X, and J = 1n1′

n .
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(i) The Helmert transformation yields Y = HX, where

Y ∼ N (0, H (1 − ρ)I + ρ J )H ′).

Note that H ((1 − ρ)I + ρ J )H ′ = diag((1 − ρ) + nρ, (1 − ρ), . . . ,
(1 − ρ)).

(ii) Y 2
1 ∼ ((1 − ρ) + nρ)χ2

1 [1] and
n∑

i=1

Y 2
j ∼ (1 − ρ)χ2

2 [n − 1], where χ2
1

and χ2
2 [n − 1] are independent. Thus,

W = Y 2
1 (n − 1)

n∑
j=2

Y 2
j

∼
(

1 + nρ

1 − ρ

)
F[1, n − 1].

Hence, for a given 0 < α < 1,

P

{(
1 + nρ

1 − ρ

)
Fα/2[1, n − 1] ≤ W

≤
(

1 + nρ

1 − ρ

)
F1−α/2[1, n − 1]

}
= 1 − α.

Recall that Fα/2[1, n − 1] = 1

F1−α/2[n − 1, 1]
. Let

Rn,α = 1

n
(WF1−α/2[n − 1, 1] − 1)

R−
n,α = 1

n

(
W − F1−α/2[1, n − 1]

F1−α/2[1, n − 1]

)
.

Since ρ/(1 − ρ) is a strictly increasing function of ρ, the confidence
limits for ρ are

Lower limit = max

(
− 1

n − 1
,

R−
n,α

1 + R−
n,α

)
.

Upper limit = Rn,α

1 + Rn,α
.

6.2.6 The method used here is known as Fieller’s method. Let U = X − δY .
Accordingly, U ∼ N (0, σ 2

1 + δ2σ 2
2 ) and

(X − δY )2

σ 2
1 + δ2σ 2

2

∼ χ2[1].
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It follows that there are two real roots (if they exist) of the quadratic equation
in δ,

δ2(Y 2 − χ 2
1−α[1]σ 2

2 ) − 2δXY + (X2 − χ2
1−α[1]σ 2

1 ) = 0.

These roots are given by

δ1,2 = XY

Y 2 − σ 2
2 χ

2
1−α[1]

± z1−α/2
|Y |σ1

Y 2 − σ 2
2 χ

2
1−α[1]

·

·
[

1 + σ 2
2

σ 2
1

(
X

Y

)2

− σ 2
2 χ

2
1−α[1]

Y 2

]1/2

.

It follows that if Y 2 ≥ σ 2
2 χ

2
1−α[1] the two real roots exist. These are the

confidence limits for δ.

6.4.1 The m.s.s. for λ is Tn =
n∑

i=1

Xi . A p-quantile of P(λ) is

X p(λ) = min{ j ≥ 0 : P( j ; λ) ≥ p}
= min{ j ≥ 0 : χ2

1−p[2 j + 2] ≥ 2λ}.

Since P(λ) is an MLR family in X , the (p, 1 − α) guaranteed upper tolerance
limit is

Lα,p(Tn) = X p(λ̄α(Tn)),

where λ̄α(Tn) = 1

2n
χ2

1−α[2Tn + 2] is the upper confidence limit for λ.

Accordingly,

Lα,β(Tn) = min

{
j ≥ 0 :

1

2
χ2

1−p[2 j + 2] ≥ 1

2n
χ2

1−α[2Tn + 2]

}
.

6.5.1 (i) Since F is symmetric, if i = 1, then j = n. Thus,

I0.5(1, n + 1) ≥ 0.975,

I0.5(1, n + 1) =
n+1∑
j=1

(
n + 1

j

)
/2n+1

= 1 − 1

2n+1
≥ 0.975.
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Or,

−(n + 1) log 2 ≤ log(0.025),

n ≥ − log(0.025)

log(2)
− 1, n = 5.

(ii) I0.5(2, n) = 1 − n − 2

2n+1
≥ 0.975,

n + 2

2n+1
≤ 0.025.

For n = 8,
10

29
= 0.0195. For n = 7,

9

28
= 0.0352. Thus, n = 8.

(iii) I0.5(3, n − 1) = 1 − 1 + n + 1 + n(n + 1)/2

2n+1
≥ 0.975

= 1 − 1 + (n+1)(n+2)
2

2n+1
≥ 0.975.

Or

2 + (n + 1)(n + 2)

2n+2
≤ 0.025.

For n = 10, we get
2 + 11 × 12

212
= 0.0327. For n = 11, we get

2 + 12 × 13

213
= 0.0193. Thus, n = 11.

6.5.2

I0.5(i, n + 2 − i) =
n+1∑
j=i

(n+1
j

)
2n+1

≥ 1 − α/2.

For large n, by Central Limit Theorem,

I0.5(i, n + 2 − i) =
n+1∑
j=i

b

(
j ; n + 1,

1

2

)

∼= 1 − �

(
i − 1

2 − (n + 1)/2
1
2

√
n + 1

)
≥ 1 − α/2.
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Thus,

i ∼= 1 + n

2
− 1

2

√
n − 1 z1−α/2

∼= n

2
− 1

2

√
n z1−α,

j = n − i ∼= n

2
+ 1

2

√
n + 1 z1−α/2,

∼= n

2
+ 1

2

√
n z1−α/2.

6.7.1 Let Yi = log Xi , i = 1, 2, . . .. If we have a random sample of fixed size

n, then the MLE of ξ is ξ̂n = exp

{
Ȳn + 1

2
σ̂ 2

}
, where Ȳn = 1

n

n∑
i=1

Yi and

σ̂ 2 = 1

n

n∑
i=1

(Yi − Ȳn)2.

(i) For a given λ, 0 < λ < 1, the proportional closeness of ξ̂n is

PC = P

{
(1 − λ) exp

{
μ + 1

2
σ 2

}
≤ exp

{
Ȳn + 1

2
σ̂ 2

n

}
≤ (1 + λ) exp

{
μ + 1

2
σ 2

}}
= P

{
log(1 − λ) ≤ (Ȳn − μ) + 1

2
(σ̂ 2

n − σ 2) ≤ log(1 + λ)

}
.

For large values of n, the distribution of Wn = (Ȳn − μ) + 1

2
(σ̂ 2

n − σ 2)

is approximately, by CLT, N

(
0,

σ 2

n

(
1 + σ 2

2

))
.

lim
σ 2→∞

P

{
log(1 − λ) ≤ N

(
0,

σ 2

n

(
1 + σ 2

2

))
≤ log(1 + λ)

}

= lim
σ 2→∞

(
�

(
log(1 + λ)

√
n

σ
√

1 + σ 2/2

)
− �

(
log(1 − λ)

√
n

σ
√

1 + σ 2/2

))
= 0.

Hence, there exists no fixed sample procedure with PC ≥ γ > 0.

(ii) Consider the following two-stage procedure.
Stage I. Take a random sample of size m. Compute Ȳm and σ̂ 2

m . Let
δ = log(1 + λ). Note that δ < − log(1 − λ). If σ were known, then the
proportional closeness would be at least γ if

n ≥ χ 2
γ [1]σ 2(1 + σ

2 )2

δ2
.
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Accordingly, we define the stopping variable

N =
⌊
χ2
γ [1]σ̂ 2(1 + σ̂ 2

2 )

δ2

⌋
+ 1.

If {N ≤ m} stop sampling and use ξ̂m = exp

{
Ȳm + 1

2
σ̂ 2

m

}
. On the other

hand, if {N > m} go to Stage II.

Stage II. Let N2 = N − m. Draw additional N2 observations, condition-
ally independent of the initial sample. Combine the two samples and

compute ȲN and σ̂ 2
N . Stop sampling with ξ̂N = exp

{
Ȳn + 1

2
σ̂ 2

N

}
. The

distribution of the total sample size Nm = max{m, N } can be determined
in the following manner.

(i)
Pσ 2{Nm =m}= Pσ 2

{
σ̂ 2(1 + σ̂ 2/2) ≤ mδ2

χ2
γ [1]

}

= P

{
σ 2χ2[m − 1]

m − 1
+ σ 4(χ2[m − 1])2

2(m − 1)2
− mδ2

χ2
γ [1]

≤ 0

}

= P

⎧⎨⎩χ2[m − 1] ≤
(m − 1)(

√
1 + 2mδ2/χ 2

γ [1] − 1)

σ 2

⎫⎬⎭.

For l = m + 1,m + 2, . . . let

λm(l) =
(m − 1)(

√
1 + 2lδ2/χ2

γ [1] − 1)

σ 2
,

then

P{Nm = l} = P{λm(l − 1) ≤ χ2[m − 1] ≤ λm(l)}.



C H A P T E R 7

Large Sample Theory for Estimation
and Testing

PART I: THEORY

We have seen in the previous chapters several examples in which the exact sampling
distribution of an estimator or of a test statistic is difficult to obtain analytically. Large
samples yield approximations, called asymptotic approximations, which are easy
to derive, and whose error decreases to zero as the sample size grows. In this chapter,
we discuss asymptotic properties of estimators and of test statistics, such as consis-
tency, asymptotic normality, and asymptotic efficiency. In Chapter 1, we presented
results from probability theory, which are necessary for the development of the the-
ory of asymptotic inference. Section 7.1 is devoted to the concept of consistency
of estimators and test statistics. Section 7.2 presents conditions for the strong con-
sistency of the maximum likelihood estimator (MLE). Section 7.3 is devoted to the
asymptotic normality of MLEs and discusses the notion of best asymptotically nor-
mal (BAN) estimators. In Section 7.4, we discuss second and higher order efficiency.
In Section 7.5, we present asymptotic confidence intervals. Section 7.6 is devoted
to Edgeworth and saddlepoint approximations to the distribution of the MLE, in the
one-parameter exponential case. Section 7.7 is devoted to the theory of asymptoti-
cally efficient test statistics. Section 7.8 discusses the Pitman’s asymptotic efficiency
of tests.

7.1 CONSISTENCY OF ESTIMATORS AND TESTS

Consistency of an estimator is a property, which guarantees that in large samples, the
estimator yields values close to the true value of the parameter, with probability close
to one. More formally, we define consistency as follows.

Examples and Problems in Mathematical Statistics, First Edition. Shelemyahu Zacks.
© 2014 John Wiley & Sons, Inc. Published 2014 by John Wiley & Sons, Inc.
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Definition 7.1.1. Let {θ̂n; n = n0, n0 + 1, . . .} be a sequence of estimators of a

parameter θ . θ̂n is called consistent if θ̂n
P−→ θ as n → ∞. The sequence is called

strongly consistent if θn → θ almost surely (a.s.) as n → ∞ for all θ .

Different estimators of a parameter θ might be consistent. Among the consistent
estimators, we would prefer those having asymptotically, smallest mean squared error
(MSE). This is illustrated in Example 7.2.

As we shall see later, the MLE is asymptotically most efficient estimator under
general regularity conditions.

We conclude this section by defining the consistency property for test functions.

Definition 7.1.2. Let {φn} be a sequence of test functions, for testing H0 : θ ∈ �0

versus H1 : θ ∈ �1. The sequence {φn} is called consistent if

(i) lim
n→∞ sup

θ∈�0

Eθ {φn(Xn)} ≤ α, 0 < α < 1

and

(ii) lim
n→∞Eθ {φn(Xn)} = 1, for all θ ∈ �1.

A test function φn satisfying property (i) is called asymptotically size α test.
All test functions discussed in Chapter 4 are consistent. We illustrate in Example

7.3 a test which is not based on an explicit parametric model of the distribution F(x).
Such a test is called a distribution free test, or a nonparametric test. We show that
the test is consistent.

As in the case of estimation, it is not sufficient to have consistent test functions.
One should consider asymptotically efficient tests, in a sense that will be defined
later.

7.2 CONSISTENCY OF THE MLE

The question we address here is whether the MLE is consistent. We have seen in
Example 5.22 a case where the MLE is not consistent; thus, one needs conditions for
consistency of the MLE. Often we can prove the consistency of the MLE immediately,
as in the case of the MLE of θ = (μ, σ ) in the normal case, or in the Binomial and
Poisson distributions.

Let X1, X2, . . . , Xn, . . . be independent identically distributed (i.i.d.) random vari-
ables having a p.d.f. f (x ; θ ), θ ∈ �. Let

l(θ ; Xn) =
n∑

i=1

log f (Xi ; θ ).
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If θ0 is the parameter value of the distribution of the Xs, then from the strong law of
large numbers (SLLN)

1

n
(l(θ ; Xn) − l(θ0; Xn)

a.s.−→ −I (θ0, θ ), (7.2.1)

as n → ∞, where I (θ0, θ ) is the Kullback–Leibler information. Assume that
I (θ0, θ

′) > 0 for all θ ′ 
= θ0. Since the MLE, θ̂n , maximizes the left-hand side of
(7.2.1) and since I (θ0, θ0) = 0, we can immediately conclude that if � contains
only a finite number of points, then the MLE is strongly consistent. This result is
generalized in the following theorem.

Theorem 7.2.1. Let X1, . . . , Xn be i.i.d. random variables having a p.d.f. f (x ; θ ),
θ ∈ �, and let θ0 be the true value of θ . If

(i) � is compact;

(ii) f (x ; θ ) is upper semi-continuous in θ , for all x;

(iii) there exists a function K (x), such that Eθ0{|K (X )|} < ∞ and log f (x ; θ ) −
log f (x ; θ0) ≤ K (x), for all x and θ ;

(iv) for all θ ∈ � and sufficiently small δ > 0, sup
|φ−θ0|<δ

f (x ;φ) is measurable in x;

(v) f (x ; θ ) = f (x ; θ0) for almost all x, implies that θ = θ0 (identifiability);

then the MLE θ̂n
a.s.−→ θ0, as n → ∞.

The proof is outlined only. For δ > 0, let �δ = {θ : |θ − θ0| ≥ δ}. Since � is
compact so is �δ. Let U (X ; θ ) = log f (X ; θ ) − log f (X ; θ0). The conditions of the
theorem imply (see Ferguson, 1996, p. 109) that

Pθ0

{
lim

n→∞ sup
θ∈�δ

1

n

n∑
i=1

U (Xi ; θ ) ≤ sup
θ∈�δ

μ(θ )

}
= 1,

where μ(θ ) = −I (θ0, θ ) < 0, for all θ ∈ �δ. Thus, with probability one, for n suffi-
ciently large,

sup
θ∈�δ

1

n

n∑
i=1

U (Xi ; θ ) ≤ sup
θ∈�δ

μ(θ ) < 0.

But,

1

n

n∑
i=1

U (Xi ; θ̂n) = sup
θ∈�

1

n

n∑
i=1

U (Xi ; θ ) ≥ 0.
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Thus, with probability one, for n sufficiently large, |θ̂n − θ0| < δ. This demonstrates
the consistency of the MLE.

For consistency theorems that require weaker conditions, see Pitman (1979, Ch. 8).
For additional reading, see Huber (1967), Le Cam (1986), and Schervish (1995,
p. 415).

7.3 ASYMPTOTIC NORMALITY AND EFFICIENCY
OF CONSISTENT ESTIMATORS

The presentation of concepts and theory is done in terms of real parameter θ . The
results are generalized to k-parameters cases in a straightforward manner.

A consistent estimator θ̂ (Xn) of θ is called asymptotically normal if, there exists
an increasing sequence {cn}, cn ↗ ∞ as n → ∞, so that

cn(θ̂(Xn) − θ )
d−→ N (0, v2(θ )), as n → ∞. (7.3.1)

The function AV {θ̂n} = v2(θ )/c2
n is called the asymptotic variance of θ̂ (Xn). Let

S(Xn; θ ) =
n∑

i=1

∂

∂θ
log f (Xi ; θ ) be the score function and I (θ ) the Fisher information.

An estimator θ̂n that, under the Cramér–Rao (CR) regularity conditions, satisfies

√
n(θ̂n − θ ) = 1

I (θ )
√

n
S(Xn; θ ) + op(1), (7.3.2)

as n → ∞, is called asymptotically efficient. Recall that, by the Central Limit

Theorem (CLT),
1√
n

S(Xn; θ )
d−→ N (0, I (θ )). Thus, efficient estimators satisfying

(7.3.2) have the asymptotic property that

√
n(θ̂n − θ )

d−→ N

(
0,

1

I (θ )

)
, as n → ∞. (7.3.3)

For this reason, such asymptotically efficient estimators are also called BAN estima-
tors.

We show now a set of conditions under which the MLE θ̂n is a BAN estimator.
In Example 1.24, we considered a sequence {Xn} of i.i.d. random variables,

with X1 ∼ B(1, θ ), 0 < θ < 1. In this case, X̄n = 1

n

n∑
i=1

Xi is a strongly consistent

estimator of θ . The variance stabilizing transformation g(X̄n) = 2 sin−1
√

X̄n is a
(strongly) consistent estimator of ω = 2 sin−1

√
θ . This estimator is asymptotically

normal with an asymptotic variance AV {g(X̄n)} = 1

n
for all ω.
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Although consistent estimators satisfying (7.3.3) are called BAN, one can construct
sometimes asymptotically normal consistent estimators, which at some θ values

have an asymptotic variance, with v2(θ ) <
1

I (θ )
. Such estimators are called super

efficient. In Example 7.5, we illustrate such an estimator.

Le Cam (1953) proved that the set of point on which v2(θ ) <
1

I (θ )
has a Lebesgue

measure zero, as in Example 7.5.
The following are sufficient conditions for a consistent MLE to be a BAN esti-

mator.

C.1. The CR regularity conditions hold (see Theorem 5.2.2);

C.2.
∂

∂θ
S(Xn; θ ) is continuous in θ , a.s.;

C.3. θ̂n exists, and S(Xn; θ̂n) = 0 with probability greater than 1 − δ, 0 < δ arbi-
trary, for n sufficiently large.

C.4.
1

n
· ∂

∂θ
S(Xn; θ̂n)

p−→ −I (θ ), as n → ∞.

Theorem 7.3.1 (Asymptotic efficiency of MLE). Let θ̂n be an MLE of θ then, under
conditions C.1.–C.4.

√
n(θ̂n − θ )

d−→ N (0, 1/I (θ )), as n → ∞.

Sketch of the Proof. Let Bδ,θ,n be a Borel set in Bn such that, for all Xn ∈ Bδ,θ,n ,
θ̂n exists and S(Xn; θ̂n) = 0. Moreover, Pθ (Bδ,θ,n) ≥ 1 − δ. For Xn ∈ Bδ,θ,n , consider
the expansion

S(Xn; θ̂n) = S(Xn; θ ) + (θ̂n − θ ) · ∂

∂θ
S(Xn; θ∗

n ),

where |θ∗
n − θ | ≤ |θ̂n − θ |.

According to conditions (iii)–(v) in Theorem 7.2.1, and Slutzky’s Theorem,

√
n(θ̂n − θ ) = −

1√
n

S(X; θ )

1

n
· ∂

∂θ
S(Xn ; θ∗

n )

d−→ N (0, 1/I (θ )),

as n → ∞, since by the CLT

1√
n

S(Xn; θ )
d−→ N (0, I (θ )),

as n → ∞.
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7.4 SECOND-ORDER EFFICIENCY OF BAN ESTIMATORS

Often BAN estimators θ̂n are biased, with

Eθ {θ̂n} = θ + b

n
+ o

(
1

n

)
, as n → ∞. (7.4.1)

The problem then is how to compare two different BAN estimators of the same
parameter. Due to the bias, the asymptotic variance may not present their precision
correctly, when the sample size is not extremely large. Rao (1963) suggested to adjust
first an estimator θ̂n to reduce its bias to an order of magnitude of 1/n2. Let θ̂∗

n be the
adjusted estimator, and let

Vθ {θ̂∗
n } = 1

nI (θ )
+ D

n2
+ o

(
1

n2

)
, as n → ∞. (7.4.2)

The coefficient D of 1/n2 is called the second-order deficiency coefficient. Among
two BAN estimators, we prefer the one having a smaller second-order deficiency
coefficient.

Efron (1975) analyzed the structure of the second-order coefficient D in expo-
nential families in terms of their curvature, the Bhattacharyya second-order lower
bound, and the bias of the estimators. Akahira and Takeuchi (1981) and Pfanzagl
(1985) established the structure of the distributions of asymptotically high orders
most efficient estimators. They have shown that under the CR regularity conditions,
the distribution of the most efficient second-order estimator θ∗

n is

P{
√

nI (θ ) (θ∗
n − θ ) ≤ t} = �(t) + 3J1,2(θ ) + 2J3(θ )

6
√

n I 3/2(θ )
t2φ(t) + o

(
1√
n

)
,

(7.4.3)

where

J1,2(θ ) = Eθ

{
S(X ; θ ) · ∂2

∂θ2
log f (X ; θ )

}
, (7.4.4)

and

J3(θ ) = Eθ {S3(X ; θ )}. (7.4.5)

For additional reading, see also Barndorff-Nielsen and Cox (1994).
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7.5 LARGE SAMPLE CONFIDENCE INTERVALS

Generally, the large sample approximations to confidence limits are based on the
MLEs of the parameter(s) under consideration. This approach is meaningful in cases
where the MLEs are known. Moreover, under the regularity conditions given in the
theorem of Section 7.3, the MLEs are BAN estimators. Accordingly, if the sample
size is large, one can in regular cases employ the BAN property of MLE to construct
confidence intervals around the MLE. This is done by using the quantiles of the stan-
dard normal distribution, and the square root of the inverse of the Fisher information
function as the standard deviation of the (asymptotic) sampling distribution. In many
situations, the inverse of the Fisher information function depends on the unknown
parameters. The practice is to substitute for the unknown parameters their respective
MLEs. If the samples are very large this approach may be satisfactory. However, as
will be shown later, if the samples are not very large it may be useful to apply first a
variance stabilizing transformationg(θ ) and derive the confidence limits of g(θ ).

A transformation g(θ ) is called variance stabilizing if g′(θ ) = √
I (θ ). If θ̂n is

an MLE of θ then g(θ̂n) is an MLE of g(θ ). The asymptotic variance of g(θ̂n)
under the regularity conditions is (g′(θ ))2/nI (θ ). Accordingly, if g′(θ ) = √

I (θ ) then

the asymptotic variance of g(θ̂n) is
1

n
. For example, suppose that X1, . . . , Xn is a

sample of n i.i.d. binomial random variables, B(1, θ ). Then, the MLE of θ is X̄n .
The Fisher information function is In(θ ) = n/θ (1 − θ ). If g(θ ) = 2 sin−1

√
θ then

g′(θ ) = 1/
√
θ (1 − θ ). Hence, the asymptotic variance of g(X̄n) = 2 sin−1

√
X̄n is

1

n
.

Transformations stabilizing whole covariance matrices are discussed in the paper of
Holland (1973).

Let θ = t(g) be the inverse of a variance stabilizing transformation g(θ ), and
suppose (without loss of generality) that t(g) is strictly increasing. For cases satisfying
the BAN regularity conditions, if θ̂n is the MLE of θ ,

√
n(g(θ̂n) − g(θ ))

d−→ N (0, 1), as n → ∞. (7.5.1)

A (1 − α) confidence interval for g(θ ) is given asymptotically by (g(θ̂n) − z1−α/2/
√

n,
g(θ̂n) + z1−α/2/

√
n), where z1−α/2 = �−1(1 − α/2). Let gL and gU denote these

lower and upper confidence intervals. We assume that both limits are within the
range of the function g(θ ); otherwise, we can always truncate it in an appropriate
manner. After obtaining the limits gL and gU we make the inverse transformation on
these limits and thus obtain the limits θL = t(gL ) and θU = t(gU ). Indeed, since t(g)
is a one-to-one increasing transformation,

Pθ {θL ≤ θ ≤ θU } = Pθ {gL ≤ g(θ ) ≤ gU }

= Pθ

{
g(θ ) − z1−α/2√

n
≤ g(θ̂n) ≤ g(θ ) + z1−α/2√

n

}
≈ 1 − α.

(7.5.2)

Thus, (θL , θU ) is an asymptotically (1 − α)-confidence interval.
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7.6 EDGEWORTH AND SADDLEPOINT APPROXIMATIONS TO THE
DISTRIBUTION OF THE MLE: ONE-PARAMETER CANONICAL
EXPONENTIAL FAMILIES

The asymptotically normal distributions for the MLE require often large samples to
be effective. If the samples are not very large one could try to modify or correct the
approximation by the Edgeworth expansion. We restrict attention in this section to
the one-parameter exponential type families in canonical form.

According to (5.6.2), the MLE, ψ̂n , of the canonical parameter ψ satisfies the
equation

K ′(ψ̂n) = 1

n

n∑
i=1

U (Xi ) = Ūn. (7.6.1)

The cumulant generating function K (ψ) is analytic. Let G(x) be the inverse function
of K ′(ψ). G(x) is also analytic and one can write, for large samples,

ψ̂n = G(Ūn)

= G(K ′(ψ)) + (Ūn − K ′(ψ))G ′(K ′(ψ)) + op

(
1√
n

)
= ψ + (Ūn − K ′(ψ))/K ′′(ψ) + op

(
1√
n

)
.

(7.6.2)

Recall that K ′′(ψ) = I (ψ) is the Fisher information function, and for large samples,

√
nI (ψ) (ψ̂n − ψ) = √

n
Ūn − K ′(ψ)√

I (ψ)
+ op(1). (7.6.3)

Moreover, E{Ūn} = K ′(ψ) and V {√n Ūn} = I (ψ). Thus, by the CLT,

√
n

Ūn − K ′(ψ)√
I (ψ)

d−→ N (0, 1), as n → ∞. (7.6.4)

Equivalently,

√
n (ψ̂n − ψ)

d−→ N

(
0,

1

I (ψ)

)
, as n → ∞. (7.6.5)

This is a version of Theorem 7.3.1, in the present special case.
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If the sample is not very large, we can add terms to the distribution of√
nI (ψ) (ψ̂n − ψ) according to the Edgeworth expansion. We obtain

P{
√

nI (ψ) (ψ̂n − ψ) ≤ x} ∼= �(x) − β1

6
√

n
(x2 − 1)φ(x)

− x

n

[
β2 − 3

24
(x2 − 3) + β2

1

72
(x4 − 10x2 + 15)

]
φ(x),

(7.6.6)

where

β1 = K (3)(ψ)

(K (2)(ψ))3/2
, (7.6.7)

and

β2 − 3 = K (4)(ψ)

(K (2)(ψ))2
. (7.6.8)

Let Tn =
n∑

i=1

U (Xi ). Tn is the likelihood statistic. As shown in Reid (1988) the

saddlepoint approximation to the p.d.f. of the MLE, ψ̂n , is

gψ̂n
(x ;ψ) = cn(K (2)(x))1/2 exp{−(x − ψ)Tn − n(K (ψ) − K (x))}(1 + O(n−3/2)),

(7.6.9)

where cn is a factor of proportionality, such that
∫

gψ̂n
(x ;ψ)dμ(x) = 1.

Let L(θ ; Xn) and l(θ ; Xn) denote the likelihood and log-likelihood functions. Let
θ̂n denotes the MLE of θ , and

Jn(θ̂n) = −1

n
· ∂2

∂θ2
l(θ ; Xn)

∣∣
θ=θ̂n

. (7.6.10)

We have seen that Eθ {Jn(θ )} = I (θ ). Thus, Jn(θ )
a.s.−→ I (θ ), as n → ∞ (the Fisher

information function). Jn(θ̂n) is an MLE estimator of Jn(θ ). Thus, if θ̂n
p−→ θ , as

n → ∞, then, as in condition C.4. of Theorem 7.3.1, Jn(θ̂n)
p−→ I (θ ), as n → ∞.

The saddlepoint approximation to gθ̂n
(x ; θ ) in the general regular case is

gθ̂n
(x ; θ ) = cn(Jn(θ̂))1/2 L(θ ; Xn)

L(θ̂n; Xn)
. (7.6.11)

Formula (7.6.11) is called the Barndorff-Nielsenp∗-formula. The order of magni-
tude of its error, in large samples, is O(n−3/2).



448 LARGE SAMPLE THEORY FOR ESTIMATION AND TESTING

7.7 LARGE SAMPLE TESTS

For testing two simple hypotheses there exists a most powerful test of size α. We
have seen examples in which it is difficult to determine the exact critical level kα of
the test. Such a case was demonstrated in Example 4.4. In that example, we have
used the asymptotic distribution of the test statistic to approximate kα. Generally, if
X1, . . . , Xn are i.i.d. with common p.d.f. f (x ; θ ) let

R(X ) = f (X ; θ1)

f (X ; θ0)
, (7.7.1)

where the two sample hypotheses are H0 : θ = θ0 and H1 : θ = θ1. The most pow-
erful test of size α can be written as

φ(Xn) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1, if

n∑
i=1

log R(Xi ) > kα,

γα, if
n∑

i=1

log R(Xi ) = kα,

0, otherwise.

Thus, in large samples we can consider the test function φ(Sn) = I {Sn ≥ kα}, where

Sn =
n∑

i=1

log R(Xi ). Note that under H0, Eθ0{Sn} = −n(I (θ0, θ1) while under H1,

Eθ1{Sn} = nI (θ1, θ0), where I (θ , θ ′) is the Kullback–Leibler information.
Let σ 2

0 = Vθ0{log R(X1)}. Assume that 0 < σ 2
0 < ∞. Then, by the CLT,

lim
n→∞Pθ0

{
Sn + nI (θ0, θ1)√

n σ0
≤ x

}
= �(x). Hence, a large sample approximation to

kα is

kα = −nI (θ0, θ1) + Z1−α

√
n σ0. (7.7.2)

The large sample approximation to the power of the test is

ψ(θ1, σ1) = �

(√
n

I (θ 0, θ1) + I (θ1, θ 0)

σ1
− Z1−α

σ0

σ1

)
, (7.7.3)

where σ 2
1 = Vθ1{log R(X1)}. Generally, for testing H0 : θ = θ0 versus H1 : θ 
= θ0

where θ is a k-parameter vector, the following three test statistics are in common use,
in cases satisfying the CR regularity condition:

1. The Wald Statistic

Qw = n(θ̂n − θ0)′ J (θ̂ n)(θ̂n − θ0), (7.7.4)
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where θ̂n is the MLE of θ , and

J (θ̂n) = −H (θ )

∣∣∣∣
θ=θ̂n

. (7.7.5)

Here, H (θ ) is the matrix of partial derivatives

H (θ ) = 1

n

(
∂2

∂θi∂θ j

n∑
l=1

log f (Xl ; θ ); i, j = 1, . . . , k

)
.

An alternative statistic, which is asymptotically equivalent to Qw , is

Q∗
w = n(θ̂n − θ0)′ J (θ0)(θ̂n − θ0). (7.7.6)

One could also use the FIM, I (θ0), instead of J (θ0).

2. The Wilks’ Likelihood Ratio Statistic:

QL = 2{l(θ̂n; Xn) − l(θ0; Xn)}. (7.7.7)

3. Rao’s Efficient Score Statistic:

Q R = 1

n
S(Xn; θ0)′(J (θ0))−1S(Xn; θ0), (7.7.8)

where S(Xn; θ ) is the score function, namely, the gradient vector

�θ

n∑
i=1

log f (Xi ; θ ). Q R does not require the computation of the MLE θ̂n .

On the basis of the multivariate asymptotic normality of θ̂ n , we can show that all
these three test statistics have in the regular cases, under H0, an asymptotic χ2[k]
distribution. The asymptotic power function can be computed on the basis of the
non-central χ2[k; λ] distribution.

7.8 PITMAN’S ASYMPTOTIC EFFICIENCY OF TESTS

The Pitman’s asymptotic efficiency is an index of the relative performance of test
statistics in large samples. This index is called the Pitman’s asymptotic relative
efficiency (ARE). It was introduced by Pitman in 1948.

Let X1, . . . , Xn be i.i.d. random variables, having a common distribution F(x ; θ ),
θ ∈ �. Let Tn be a statistic. Suppose that there exist functions μ(θ ) and σn(θ )

so that, for each θ ∈ �, Zn = (Tn − μ(θ ))/σn(θ )
d−→ N (0, 1), as n → ∞. Often

σn(θ ) = c(θ )w(n), where w(n) = n−α for some α > 0.
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Consider the problem of testing the hypotheses H0 : θ ≤ θ0 against H1 : θ > θ0,
at level αn → α, as n → ∞. Let the sequence of test functions be

φn(Tn) = I {(Tn − μ(θ0))/σn(θ0) ≥ kn}, (7.8.1)

where kn → Z1−α . The corresponding power functions are

ψn(θ ; Tn) ≈ �

(
μ(θ ) − μ(θ0)

w(n)c(θ0)
· c(θ0)

c(θ )
− Z1−α

c(θ0)

c(θ )

)
. (7.8.2)

We assume that

1. μ(θ ) is continuously differentiable in the neighborhood of θ0, and μ′(θ0) > 0;

2. c(θ ) is continuous in the neighborhood of θ0, and c(θ0) > 0.

Under these assumptions, if θn = θ0 + δw(n) then, with δ > 0,

lim
n→∞ψn(θn; Tn) = �

(
δμ′(θ0)

c(θ0)
− Z1−α

)
= ψ∗. (7.8.3)

The function

J (θ ; T ) = (μ′(θ ))2

c2(θ )
(7.8.4)

is called the asymptotic efficacy of Tn .

Let Vn be an alternative test statistic, and Wn = (Vn − η(θ ))/(v(θ )w(n))
d−→

N (0, 1), as n → ∞. The asymptotic efficacy of Vn is J (θ ; V ) = (η′(θ ))2/v2(θ ). Con-

sider the case of w(n) = n−1/2. Let θn = θ0 + δ√
n

, δ > 0, be a sequence of local

alternatives. Let ψn(θn; Vn) be the sequence of power functions at θn = θ0 + δ/
√

n
and sample size n′(n) so that lim

n→∞ψn′(θn; Vn′ ) = ψ∗ = lim
n→∞ψn(θn; Tn). For this

n′(n) = n J (θ0; T )

J (θ0; V )
(7.8.5)

and

lim
n→∞

n

n′(n)
= J (θ0; V )

J (θ0; T )
=
(
η′(θ0)

μ′(θ0)

)2 c2(θ0)

v2(θ0)
. (7.8.6)

This limit (7.8.6) is the Pitman ARE of Vn relative to Tn .
We remark that the asymptotic distributions of Zn and Wn do not have to be N (0, 1),

but they should be the same. If Zn and Wn converge to two different distributions, the
Pitman ARE is not defined.
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7.9 ASYMPTOTIC PROPERTIES OF SAMPLE QUANTILES

Give a random sample of n i.i.d. random variables, the empirical distribution of the
sample is

Fn(x) = 1

n

n∑
i=1

I {Xi ≤ x}, −∞ < x < ∞. (7.9.1)

This is a step function, with jumps of size 1/n at the location of the sample random
variables {Xi , i = 1, . . . , n}. The pth quantile of a distribution F is defined as

ξp = F−1(p) = inf{x : F(x) ≥ p} (7.9.2)

according to this definition the quanitles are unique. Similarly, the pth sample quantile
are defined as ξn,p = F−1

n (p).

Theorem 7.9.1. Let 0 < p < 1. Suppose that F is differentiable at the pth quantile
ξp, and F ′(ξp) > 0, then ξn,p → ξp a.s. as n → ∞.

Proof. Let ε > 0 then

F(ξp − ε) < p < F(ξp + ε).

By SLLN

Fn(ξp − ε) → F(ξp − ε) a.s., as n → ∞

and

Fn(ξp + ε) → F(ξp + ε) a.s., as n → ∞.

Hence,

P{Fm(ξp − ε) < p < Fm(ξp + ε), ∀ m ≥ n} → 1

as n → ∞. Thus,

P{ξp − ε < F−1
m (p) < ξp + ε, ∀ m ≥ n} → 1

as n → ∞. That is,

P{sup
m≥n

|ξm,p − ξp| > ε} → 0, as n → ∞.

QED
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Note that if 0 < F(ξ ) < 1 then, by CLT,

lim
n→∞ P

{√
n(Fn(ξ ) − F(ξ ))√
F(ξ )(1 − F(ξ ))

≤ t

}
= �(t), (7.9.3)

for all −∞ < t < ∞. We show now that, under certain conditions, ξn,p is asymptot-
ically normal.

Theorem 7.9.2. Let 0 < p < 1. Suppose that F is continuous at ξp = F−1(p).
Then,

(i) If F ′(ξp−) > 0 then, for all t < 0,

lim
n→∞ P

{
n1/2(ξp,n − ξp)

(p(1 − p))1/2/F ′(ξp−)
≤ t

}
= �(t). (7.9.4)

(ii) If F ′(ξp+) > 0 then, for all t > 0,

lim
n→∞ P

{
n1/2(ξn,p − ξp)√
p(1 − p)/F ′(ξp+)

≤ t

}
= �(t). (7.9.5)

Proof. Fix t . Let A > 0 and define

Gn(t) = P

{
n1/2(ξn,p − ξp)

A
≤ t

}
. (7.9.6)

Thus,

Gn(t) = P{ξn,p ≤ ξp + t An−1/2}
= P{p ≤ Fn(ξp + t An−1/2)}.

(7.9.7)

Moreover, since nFn(ξp) ∼ B(n, F(ξp)),

Gn(t) = P

{
p ≤ 1

n
B(n, F(ξp + t An−1/2)

}
. (7.9.8)

By CLT,

P

{
B(n, F(ξp)) − nF(ξp)

(nF(ξp)F̄(ξp))1/2
≤ Z

}
→ �(z), (7.9.9)
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as n → ∞, where F̄(ξp) = 1 − F(ξp). Let

�n(t) = F(ξp + t An−1/2), (7.9.10)

and

Z∗
n (�) = B(n,�) − n�√

n�(1 − �)
. (7.9.11)

Then

Gn(t) = P{Z∗
n (�n(t)) ≥ −Cn(t)}, (7.9.12)

where

Cn(t) = n1/2(�n(t) − p)√
�n(t)(1 − �n(t))

. (7.9.13)

Since F is continuous at ξp,

�n(t)(1 − �n(t)) → p(1 − p), as n → ∞.

Moreover, if t > 0, F(ξp + t An−1/2) − F(ξp) = t A√
n

F ′(ξp+) + o

(
1√
n

)
. Hence, if

t > 0

Cn(t) → t A√
p(1 − p)

F ′(ξp+), as n → ∞. (7.9.14)

Similarly, if t < 0

Cn(t) → t A√
p(1 − p)

F ′(ξp−), as n → ∞. (7.9.15)

Thus, let

A =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

√
p(1 − p)

F ′(ξp−)
, if t < 0,

√
p(1 − p)

F ′(ξp+)
, if t > 0.

Then, lim
n→∞Cn(t) = t . Hence, from (7.9.12),

lim
n→∞ Gn(t) = �(t).

QED
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Corollary. If F is differentiable at ξp, and f (ξp) = d

dx
F(x)

∣∣
x=ξp

> 0, then ξn,p is

asymptotically N

(
ξp,

p(1 − p)

n f 2(ξp)

)
.

PART II: EXAMPLES

Example 7.1. Let X1, X2, . . . be a sequence of i.i.d. random variables, such that

E{|X1|} < ∞. By the SLLN, X̄n = 1

n

n∑
i=1

Xi
a.s.−→ μ, as n → ∞, where μ = E{X1}.

Thus, the sample mean X̄n is a strongly consistent estimator of μ. Similarly, if
E{|X1|r } < ∞, r ≥ 1, then the r th sample moment Mn,r is strongly consistent esti-
mator of μr = E{Xr

1}, i.e.,

Mn,r = 1

n

n∑
i=1

Xr
i

a.s.−→ μr , as n → ∞.

Thus, if σ 2 = V {X1}, and 0 < σ 2 < ∞,

σ̂ 2
n = Mn,2 − (Mn,1)2 a.s.−→

n→∞ σ 2.

That is, σ̂ 2
n is a strongly consistent estimator of σ 2. It follows that S2

n =
1

n − 1

n∑
i=1

(Xi − X̄n)2 is also a strongly consistent estimator of σ 2. Note that, since

Mn,r
a.s.−→ μr , as n → ∞ whenever E{|X1|r } < ∞, then for any continuous function

g(·), g(Mn,r )
a.s.−→ g(μr ), as n → ∞. Thus, if

β1 = μ∗
3

(μ∗
2)3/2

is the coefficient of skewness, the sample coefficient of skewness is strongly consistent
estimator of β1, i.e.,

β̂1,n =

1

n

n∑
i=1

(Xi − X̄n)3

(σ̂n)3

a.s.−→ β1, as n → ∞.

Example 7.2. Let X1, X2, . . . be a sequence of i.i.d. random variables having a rect-
angular distribution R(0, θ ), 0 < θ < ∞. Since μ1 = θ/2, θ̂1,n = 2X̄n is a strongly
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consistent estimator of θ . The MLE θ̂2,n = X (n) is also strongly consistent estimator
of θ . Actually, since for any 0 < ε < θ ,

P{θ̂2,n ≤ θ − ε} =
(

1 − ε

θ

)n
, n ≥ 1.

Hence, by Borel–Cantelli Lemma, P{θ̂2,n ≤ θ − ε, i.o.} = 0. This implies that

θ̂2,n
a.s.−→ θ , as n → ∞. The MLE is strongly consistent. The expected value

of the MLE is E{θ̂2,n} = n

n + 1
θ . The variance of the MLE is

V {θ̂2,n} = nθ2

(n + 1)2(n + 2)
.

The MSE of {θ̂2,n} is V {θ̂2,n} + Bias2{θ̂2,n}, i.e.,

MSE{θ̂2,n} = 2θ2

(n + 1)(n + 2)
.

The variance of θ̂1,n is V {θ̂1,n} = θ2

3n
. The relative efficiency of θ̂1,n against θ̂2,n is

Rel. eff. = MSE{θ̂2,n}
V {θ̂1,n}

= 6n

(n + 1)(n + 2)
→ 0,

as n → ∞. Thus, in large samples, 2X̄n is very inefficient estimator relative to the
MLE.

Example 7.3. Let X1, X2, . . . , Xn be i.i.d. random variables having a continuous
distribution F(x), symmetric around a point θ . θ is obviously the median of the

distribution, i.e., θ = F−1

(
1

2

)
. We index these distributions by θ and consider the

location family Fs = {Fθ : Fθ (x) = F(x − θ ), and F(−z) = 1 − F(z); −∞ < θ <

∞}. The functional form of F is not specified in this model. Thus, Fs is the family
of all symmetric, continuous distributions. We wish to test the hypotheses

H0 : θ = θ0 versus H1 : θ > θ0.

The following test is the Wilcoxon signed-rank test:
Let Yi = Xi − θ0, i = 1, . . . , n. Let S(Yi ) = I {Yi > 0}, i = 1, . . . , n. We consider

now the ordered absolute values of Yi , i.e.,

|Y |(1) < |Y |(2) < · · · < |Y |(n)
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and let R(Yi ) be the index ( j) denoting the place of Yi in the ordered absolute values,
i.e., R(Yi ) = j , j = 1, . . . , n if, and only if, |Yi | = |Y |( j). Define the test statistic

Tn =
n∑

i=1

S(Yi )R(Yi ).

The test of H0 versus H1 based on Tn , which rejects H0 if Tn is sufficiently large is
called the Wilcoxon signed-rank test. We show that this test is consistent. Note that

under H0, P0{S(Yi ) = 1} = 1

2
. Moreover, for each i = 1, . . . , n, under H0

P0{S(Yi ) = 1, |Yi | ≤ y} = P{0 ≤ Yi ≤ y}

= F(y) − 1

2

= 1

2
(2F(y) − 1)

= P0{S(Yi ) = 1}P0{|Yi | ≤ y}.

Thus, S(Yi ) and |Yi | are independent. This implies that, under H0, S(Y1), . . . , S(Yn)
are independent of R(Y1), . . . , R(Yn), and the distribution of Tn , under H0, is like that

of Tn =
n∑

j=1

jW j ∼
n∑

j=1

j B

(
1,

1

2

)
. It follows that, under H0,

μ0 = E0{Tn} = 1

2

n∑
j=1

j = n(n + 1)

4
.

Similarly, under H0,

V0{Tn} = 1

4

n∑
j=1

j2

= n(n + 1)(2n + 1)

24
.

According to Problem 3 of Section 1.12, the CLT holds, and

P0

{
Tn − μ0√

V0{Tn}
≤ x

}
→ �(x).



PART II: EXAMPLES 457

Thus, the test function

φ(Tn) =
⎧⎨⎩1, if Tn ≥ n(n + 1)

4
+ Z1−α

√
n(n + 1)(2n + 1)

24
0, otherwise

has, asymptotically size α, 0 < α < 1. This establishes part (i) of the definition of
consistency.

When θ > θ0 (under H1) the distribution of Tn is more complicated. We can

consider the test statistic Vn = Tn

n(n + 1)
. One can show (see Hettmansperger, 1984,

p. 47) that the asymptotic mean of Vn , as n → ∞, is
1

2
p2(θ ), and the asymptotic

variance of Vn is

AV = 1

n
(p4(θ ) − p2

2(θ )),

where

p2(θ ) = Pθ {Y1 + Y2 > 0},
p4(θ ) = Pθ {Y1 + Y2 > 0,Y1 + Y3 > 0}.

In addition, one can show that the asymptotic distribution of Vn (under H1) is normal
(see Hettmansperger, 1984).

Pθ

{
Tn >

n(n + 1)

4
+ Z1−α

√
n(n + 1)(2n + 1)

24

}

= Pθ

{
Vn >

1

4
+ Z1−α

√
2n + 1

24n(n + 1)

}
.

Finally, when θ > 0, p2(θ ) >
1

2
and

lim
n→∞ Pθ

{
Tn >

n(n + 1)

4
+ Z1−α

√
n(n + 1)(2n + 1)

24

}

= 1 − lim
n→∞�

⎛⎜⎜⎝
√

n

(
1

4
− 1

2
p2(θ )

)
√

p4(θ ) − p2
2(θ )

⎞⎟⎟⎠ = 1,

for all θ > 0. Thus, the Wilcoxon signed-rank test is consistent.
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Example 7.4. Let T1, T2, . . . , Tn be i.i.d. random variables having an exponential
distribution with mean β, 0 < β < ∞. The observable random variables are Xi =
min(Ti , t∗), i = 1, . . . , n; 0 < t∗ < ∞. This is the case of Type I censoring of the
random variables T1, . . . , Tn .

The likelihood function of β, 0 < β < ∞, is

L(β; Xn) = 1

βKn
exp

{
− 1

β

n∑
i=1

Xi

}
,

where Kn =
n∑

i=1

I {Xi < t∗}. Note that the MLE of β does not exist if Kn = 0.

However, P{Kn = 0} = e−nt∗/β → 0 as n → ∞. Thus, for sufficiently large n, the
MLE of β is

β̂n =

n∑
i=1

Xi

Kn
.

Note that by the SLLN,

1

n
Kn

a.s.−→ 1 − e−t∗/β, as n → ∞,

and

1

n

n∑
i=1

Xi
a.s.−→ E{X1}, as n → ∞.

Moreover,

E{X1} = 1

β

∫ t∗

0
te−t/βdt + t∗e−t∗/β

= β

(
1 − P

(
1;

t∗

β

))
+ t∗e−t∗/β

= β(1 − e−t∗/β).

Thus, β̂n
a.s.−→ β, as n → ∞. This establishes the strong consistency of β̂n .

Example 7.5. Let {Xn} be a sequence of i.i.d. random variables, X1 ∼ N (θ, 1),
−∞ < θ < ∞. Given a sample of n observations, the minimal sufficient statistic
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is X̄n = 1

n

n∑
j=1

X j . The Fisher information function is I (θ ) = 1, and X̄n is a BAN

estimator. Consider the estimator,

θ̂n =
⎧⎨⎩

1

2
X̄n, if |X̄n| ≤ log n√

n
X̄n, otherwise.

Let

�n =
{

Xn : |X̄n| ≤ log n√
n

}
.

Now,

Pθ {�n} =
{

2�(log n) − 1, if θ = 0,

�(log n − √
n θ ) + �(log n + √

n θ ) − 1, if θ 
= 0.

Thus,

lim
n→∞ Pθ {�n} =

{
1, if θ = 0,

0, if θ 
= 0.

We show now that θ̂n is consistent. Indeed, for any δ > 0,

Pθ {|θ̂n − θ | > δ}= Pθ {|θ̂n − θ | > δ, I�n (X̄n)=1} + Pθ {|θ̂n − θ | > δ, I�n (X̄n)=0}.

If θ = 0 then

Pθ {|θ̂n| > δ} = Pθ {|X̄n| > 2δ, I�n (X̄n) = 1} + Pθ {|X̄n| > δ, I�n (X̄n) = 0}
≤ Pθ {|X̄n| > 2δ} + Pθ {I�n (X̄n) = 0} → 0, as n → ∞,

since X̄n is consistent. Similarly, if θ 
= 0,

Pθ {|θ̂n| > δ} ≤ Pθ {I�n (X̄n) = 1} + Pθ {|X̄n − θ | > δ} → 0, as n → ∞.

Thus, θ̂n is consistent. Furthermore,

θ̂n = 1

2
X̄n I�n (X̄n) + X̄n(1 − I�n (X̄n))

= X̄n − 1

2
X̄n I�n (X̄n).
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Hence,

√
n(θ̂n − θ )

d−→
⎧⎨⎩N

(
0,

1

4

)
, if θ = 0,

N (0, 1), if θ 
= 0,

as n → ∞. This shows that θ̂n is asymptotically normal, with asymptotic variance

AVθ {θ̂n} =

⎧⎪⎪⎨⎪⎪⎩
1

4n
, if θ = 0,

1

n
, otherwise.

θ̂n is super efficient.

Example 7.6. Let X1, X2, . . . , Xn be i.i.d. random variables, X1 ∼ B(1, e−θ ), 0 <

θ < ∞. The MLE of θ after n observations is

θ̂n = − log

n∑
i=1

Xi

n
.

θ̂n does not exist if
n∑

i=1

Xi = 0. The probability of this event is (1 − e−θ )n . Thus, if

n ≥ N (δ, θ ) = log δ

log(1 − e−θ )
, then Pθ

{
n∑

i=1

Xi = 0

}
< δ. For n ≥ N (δ, θ ), let

Bn =
{

Xn :
n∑

i=1

Xi ≥ 1

}
,

then Pθ {Bn} > 1 − δ. On the set Bn , −1

n

∂

∂θ
S(Xn; θ̂n) = p̂n

1 − p̂n
, where p̂n =

1

n

n∑
i=1

Xi is the MLE of p = e−θ . Finally, the Fisher information function is

I (θ ) = e−θ /(1 − e−θ ), and

− 1

N

∂

∂θ
S(Xn; θ̂n)

a.s.−→
n→∞ I (θ ).

All the conditions of Theorem 7.3.1 hold, and

√
n(θ̂n − θ )

d−→ N

(
0,

1 − e−θ

e−θ

)
, as n → ∞.
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Example 7.7. Consider again the MLEs of the parameters of a Weibull distribu-
tionG1/β (λ, 1); 0 < β, λ < ∞, which have been developed in Example 5.19. The
likelihood function L(λ, β; Xn) is specified there. We derive here the asymptotic
covariance matrix of the MLEs λ and β. Note that the Weibull distributions satisfy
all the required regularity conditions.

Let Ii j , i = 1, 2, j = 1, 2 denote the elements of the Fisher information matrix.
These elements are defined as

I11 = E

{[
∂

∂λ
log L(λ, β; X)

]2
}
,

I12 = E

{[
∂

∂λ
log L(λ, β; X)

] [
∂

∂β
log L(λ, β; X)

]}
,

I22 = E

{[
∂

∂β
log L(λ, β; X)

]2
}
.

We will derive the formulae for these elements under the assumption of n = 1
observation. The resulting information matrix can then be multiplied by n to yield
that of a random sample of size n. This is due to the fact that the random variables
are i.i.d.

The partial derivatives of the log-likelihood are

∂

∂λ
log L(λ, β; X ) = 1

λ
− Xβ,

∂

∂β
log L(λ, β; X ) = 1

β
+ log X − λXβ log X.

Thus,

I11 = E

{(
1

λ
− Xβ

)2
}

= 1

λ2
,

since Xβ ∼ E(λ). It is much more complicated to derive the other elements of I (θ ).
For this purpose, we introduce first a few auxiliary results. Let M(t) be the moment
generating function of the extreme-value distribution. We note that

M ′(t) =
∫ ∞

−∞
ze(t−1)z−e−z

dz, t < 1,

M ′′(t) =
∫ ∞

∞
z2e(t−1)z−e−z

dz, t < 1.
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Accordingly,

d

dt
�(1 + t) =

∫ ∞

0
(log x)xt e−x dx

=
∫ ∞

−∞
ze−z(1+t)e−z

dz = M ′(−t), t > −1,

similarly,

d2

dt2
�(1 + t) = M ′′(−t), t > −1.

These identities are used in the following derivations:

I12 = E

{(
1

β
+ log X − λXβ log X

)(
1

λ
− Xβ

)}
= 1

λβ
[�′(3) − 2�′(2) + γ − log λ],

where γ = 0.577216 . . . is the Euler constant. Moreover, as compiled from the tables
of Abramowitz and Stegun (1968, p. 253)

�′(2) = 0.42278 . . . and �′(3) = 1.84557 . . .

We also obtain

I22 = 1

β2

[
1 + π2

6
+ (γ − log λ)2 + �′′(3) − 2�′′(2)

− 2 log λ(�′(3) − 2�′(2) − 1) + 2

λ
(γ − log λ)

]
,

where �′′(2) = 0.82367 and �′′(3) = 2.49293. The derivations of formulae for I12

and I22 are lengthy and tedious. We provide here, for example, the derivation of one
expectation:

λE{Xβ(log X )2} = 2λ

β2
E{Xβ(log Xβ)2}.
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However, Xβ ∼ E(λ) ∼ 1
λ
U , where U ∼ E(1). Therefore,

λE{Xβ (log X )2} = 2E

{
U

(
log

U

λ

)2
}
/β2

= 2

β2

{∫ ∞

−∞
z2e−2z−e−z

dz − 2 log λ

∫ ∞

−∞
ze−2z−e−z

dz + (log λ)2

}
= 2

β2
[�′′(2) − 2(log λ)�′(2) + (log λ)2].

The reader can derive other expressions similarly.
For each value of λ and β, we evaluate I11, I12, and I22. The asymptotic variances

and covariances of the MLEs, designated by AV and AC , are determined from the
inverse of the Fisher information matrix by

AV {λ̂} = I22

n[I11 I22 − I 2
12]

,

AV {β̂} = I11

n[I11 I22 − I 2
12]

,

and

AC(λ̂, β̂) = −I12

n[I11 I22 − I 2
12]

.

Applying these formulae to determine the asymptotic variances and asymptotic
covariance of λ̂ and β̂ of Example 5.20, we obtain, for λ = 1 and β = 1.75, the
numerical results I11 = 1, I12 = 0.901272, and I22 = 1.625513. Thus, for n = 50,
we have AV {λ̂} = 0.0246217, AV {β̂} = 0.0275935 and AC(λ̂, β̂) = −0.0221655.
The asymptotic standard errors (square roots of AV ) of λ̂ and β̂ are, 0.1569 and
0.1568, respectively. Thus, the estimates λ̂ = 0.839 and β̂ = 1.875 are not signifi-
cantly different from the true values λ = 1 and β = 1.75.

Example 7.8. Let X1, . . . , Xn be i.i.d. random variables with X1 ∼ E

(
1

ξ

)
, 0 <

ξ < ∞. Let Y1, . . . ,Yn be i.i.d. random variables, Y1 ∼ G

(
1

η
, 1

)
, 0 < η < ∞, and

assume that the Y -sample is independent of the X -sample.

The parameter to estimate is θ = ξ

η
. The MLE of θ is θ̂n = X̄n

Ȳn
, where X̄n and

Ȳn are the corresponding sample means. For each n ≥ 1, θ̂n ∼ θF[2n, 2n]. The
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asymptotic distribution of θ̂n is N

(
θ,

2θ2

n

)
, 0 < θ < ∞. θ̂n is a BAN estimator. To

find the asymptotic bias of θ̂n , verify that

E{θ̂n} = θ
2n

2n − 2

= θ

(
1 + 1

n − 1

)
.

The bias of the MLE is B(θ̂n) = θ

n − 1
, which is of O

(
1

n

)
. Thus, we adjust θ̂n by

θ̂∗
n =

(
1 − 1

n

)
θ̂n . The bias of θ̂∗

n is B(θ̂∗
n ) = 0. The variance of θ̂∗

n is

V {θ̂∗
n } = 2θ2

n

(
1 − 1

2n

)
(

1 − 2

n

)
= 2θ2

n

(
1 + 3

2n
+ 3

n2
+ o

(
1

n2

))
.

Thus, the second-order deficiency coefficients of θ̂∗
n is D = 3θ2. Note that θ̂∗

n is the
UMVU estimator of θ .

Example 7.9. Let X1, X2, . . . , Xn be i.i.d. Poisson random variables, with mean λ,
0 < λ < ∞. We consider θ = e−λ, 0 < θ < 1.

The UMVU of θ is

θ̃n =
(

1 − 1

n

)Tn

, n ≥ 1,

where Tn =
n∑

i=1

Xi . The MLE of θ is

θ̂n = exp{−X̄n}, n ≥ 1,

where X̄n = Tn/n. Note that θ̃n − θ̂n
a.s.−→ 0. The two estimators are asymptotically

equivalent. Using moment generating functions, we prove that

E{θ̂n} = exp{−nλ(1 − e−1/n)}

= e−λ + λ

2n
e−λ + O

(
1

n2

)
.
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Thus, adjusting the MLE for the bias, let

θ̂∗
n = e−X̄n − X̄n

2n
exp{−X̄n}.

Note that, by the delta method,

E{X̄n exp{−X̄n}} = λe−λ

2n
+ λ2

4n2
e−2λ + o

(
1

n2

)
.

Thus,

E{θ̂∗
n } = e−λ + O

(
1

n2

)
, as n → ∞.

The variance of the bias adjusted estimator θ̂∗
n is

V {θ̂ ∗
n } = V {e−X̄n } − 1

n
cov(e−X̄n , X̄ne−X̄n ) + O

(
1

n3

)
, as n → ∞.

Continuing the computations, we find

V {e−X̄n } = e−2λ

(
λ

n
+ 3λ2 − 2λ

2n2
+ o

(
1

n2

))
.

Similarly,

1

n
cov(e−X̄n , X̄ne−X̄n ) = λe−2λ(3λ − 2)

2n2
+ o

(
1

n2

)
.

It follows that

V {θ̂∗
n } = λe−2λ

n
+ o

(
1

n2

)
.

In the present example, the bias adjusted MLE is most efficient second-order estima-
tor. The variance of the UMVU θ̃n is

V {θ̃n} = λe−2λ

n
+ λ2e−2λ

2n2
+ o

(
1

n2

)
.

Thus, θ̃n has the deficiency coefficient D = λ2e−2λ/2.
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Example 7.10.

(a) In n = 100 Bernoulli trials, we observe 56 successes. The model is X ∼
B(100, θ ). The MLE of θ is θ̂ = 0.56 and that of g(θ ) = 2 sin−1(

√
θ ) is

g(0.56) = 1.69109. The 0.95-confidence limits for g(θ ) are gL = g(0.56) −
z.975/10 = 1.49509 and gU = 1.88709. The function g(θ ) varies in the range
[0, π ]. Thus, let g∗

L = max(0, gL ) and g∗
U = min(gU , π ). In the present case,

both gL and gU are in (0, π ). The inverse transformation is

θL = sin2(gL/2),

θU = sin2(gU/2).

In the present case, θL = 0.462 and θU = 0.656. We can also, as mentioned
earlier, determine the approximate confidence limits directly on θ by estimat-
ing the variance of θ . In this case, we obtain the limits

θL = θ̂ − z1−α/2√
100

√
θ̂ (1 − θ̂ ) = 0.463

θU = θ̂ + z1−α/2√
100

√
θ̂ (1 − θ̂ ) = 0.657.

Both approaches yield here close results, since the sample is sufficiently large.

(b) Let (X1,Y1), . . . , (Xn,Yn) be i.i.d. vectors having the bivariate normal distri-
bution, with expectation vector (ξ, η) and covariance matrix

�| =
(

σ 2 ρστ

ρστ τ 2

)
; −∞ < ξ, η < ∞, 0 < σ, τ < ∞, −1 < ρ < 1.

The MLE of ρ is the sample coefficient of correlation r = �(Xi − X̄ )(Yi −
Ȳ )/[�(Xi − X̄ )2 · �(Yi − Ȳ )2]1/2. By determining the inverse of the Fisher
information matrix one obtains that the asymptotic variance of r is AV {r} =
1

n
(1 − ρ2)2. Thus, if we make the transformation g(ρ) = 1

2
log

1 + ρ

1 − ρ
then

g′(ρ) = 1

1 − ρ2
. Thus, g(r ) = 1

2 log((1 + r )/(1 − r )) is a variance stabilizing

transformation for r , with an asymptotic variance of 1/n. Suppose that in a
sample of n = 100 we find a coefficient of correlation r = 0.79. Make the
transformation

g(0.79) = 1

2
log

1.79

0.21
= 1.0714.
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We obtain on the basis of this transformation the asymptotic limits

gL = 1.0714 − 0.196 = 0.8754

gU = 1.0714 + 0.196 = 1.2674.

The inverse transformation is ρ = (e2g − 1)/(e2g + 1). Thus, the confidence
interval of ρ has the limits ρL = 0.704 and ρU = 0.853. On the other hand, if
we use the formula

r ± z1−α/2√
n

(1 − r2).

We obtain the limits ρL = 0.716 and ρU = 0.864. The two methods yield
confidence intervals which are close, but not the same. A sample of size 100
is not large enough.

Example 7.11. In Example 6.6, we determined the confidence limits for the cross-
ratio productρ. We develop here the large sample approximation, according to the
two approaches discussed above. Let

ω = log ρ = log
θ11

1 − θ11
− log

θ12

1 − θ12
− log

θ21

1 − θ21
+ log

θ22

1 − θ22
.

Let θ̂i j = Xi j/ni j (i, j = 1, 2). θ̂i j is the MLE of θi j . Let ψi j = log(θi j/(1 − θi j )).
The MLE of ψi j is ψ̂i j = log(θ̂i j/(1 − θ̂i j )). The asymptotic distribution of ψ̂i j is
normal with mean ψi j and

AV

{
log

θ̂i j

1 − θ̂i j

}
= [ni jθi j (1 − θi j )]

−1.

Furthermore, the MLE of ω is

ω̂ = ψ̂11 − ψ̂12 − ψ̂21 + ψ̂22.

Since Xi j , (i, j) = 1, 2, are mutually independent so are the terms on the RHS of
ω̂. Accordingly, the asymptotic distribution of ω̂ is normal with expectation ω and
asymptotic variance

AV {ω̂} =
2∑

i=1

2∑
j=1

1

ni jθi j (1 − θi j )
.
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Since the values θi j are unknown we substitute their MLEs. We thus define the
standard error of ω̂ as

SE{ω̂} =
⎧⎨⎩

2∑
i=1

2∑
j=1

1

ni j θ̂i j (1 − θ̂i j )

⎫⎬⎭
1/2

.

According to the asymptotic normal distribution of ω̂, the asymptotic confidence
limits for ρ are

ρ̂(1) = ρ̂ exp{−z1−α/2 · SE{ω̂}},
ρ̂(2) = ρ̂ exp{z1−α/2SE{ω̂}},

where ρ̂ is the MLE of ρ = eω. These limits can be easily computed. For a numerical
example, consider the following table (Fleiss, 1973, p. 126) in which we present the
proportions of patients diagnosed as schizophrenic in two studies both performed in
New York and London.

New York London

Study n θ̂ n θ̂

1 105 0.771 105 0.324
2 192 0.615 174 0.394

These samples yield the MLE ρ̂ = 2.9. The asymptotic confidence limits at level
1 − α = 0.95 are ρ̂(1) = 1.38 and ρ̂(2) = 6.08. This result indicates that the interaction
parameter ρ is significantly greater than 1. We show now the other approach, using

the variance stabilizing transformation 2 sin−1(
√
θ ). Let ˆ̂θi j = (Xi j + 0.5)/(ni j + 1)

and Yi j = 2 sin−1( ˆ̂θi j ). On the basis of these variables, we set the 1 − α confidence
limits for ηi j = 2 sin−1(

√
θi j ). These are

η
(1)
i j = Yi j − z1−α/2/

√
ni j and η

(2)
i j = Yi j + z1−α/2/

√
ni j .

For these limits, we directly obtain the asymptotic confidence limits for ψi j that are

ψ
(k)
i j = 2 log tan(η̂(k)

i j /2), k = 1, 2,

where

η̂
(1)
i j = max(0, η(1)

i j ), i, j = 1, 2,



PART II: EXAMPLES 469

and

η̂
(2)
i j = min(π, η(2)

i j ), i, j = 1, 2.

We show now how to construct asymptotic confidence limits for ρ from these asymp-
totic confidence limits for ψi j .

Define

ˆ̂ω = 1

2

2∑
k=1

(ψ (k)
11 − ψ

(k)
12 − ψ

(k)
21 + ψ

(k)
22 ),

and

D = 1

4

2∑
i=1

2∑
j=1

(ψ (2)
i j − ψ

(1)
i j )2.

D is approximately equal to z2
1−α/2 AV { ˆ̂ω}. Indeed, from the asymptotic theory of

MLEs, Di j = (ψ (2)
i j − ψ

(1)
i j )/4 is approximately the asymptotic variance of ψi j times

z2
1−α/2. Accordingly,

√
D = z1−α/2SE{ ˆ̂ω},

and by employing the normal approximation, the asymptotic confidence limits for ρ
are

ρ(k) = exp{ ˆ̂ω + (−1)k
√

D}, k = 1, 2.

Thus, we obtain the approximate confidence limits for Fleiss’ example, ρ(1) = 1.40
and ρ(2) = 6.25. These limits are close to the ones obtained by the other approach.
For further details, see Zacks and Solomon (1976).

Example 7.12. Let X1, X2, . . . , Xn be i.i.d. random variables having the gamma
distribution G(1, ν), 0 < ν < ∞. This is a one-parameter exponential type family,
with canonical p.d.f.

f (x ; ν) = 1

x
exp{ν log x − log�(ν)}.

Here, K (ν) = log�(ν).
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The MLE of ν is the root of the equation

K ′(ν) = �′(ν)

�(ν)

= Ūn,

where Ūn = 1

n

n∑
i=1

log(Xi ). The function �′(ν)/�(ν) is known as the di-gamma, or

psi function, ψ(ν) (see Abramowitz and Stegun, 1968, p. 259). ψ(ν) is tabulated for
1 ≤ ν ≤ 2 in increments of � = 0.05. For ν values smaller than 1 or greater than 2
use the recursive equation

ψ(1 + ν) = ψ(ν) + 1

ν
.

The values of ν̂n can be determined by numerical interpolation.
The function ψ(ν) is analytic on the complex plane, excluding the points ν =

0,−1,−2, . . .. The nth order derivative of ψ(ν) is

ψ (n)(ν) = (−1)n
∫ ∞

0

tne−νt

1 − e−t
dt

= (−1)nn!
∞∑
j=0

1

( j + ν)n+1
.

Accordingly,

K ′(ν) = ψ(ν),

I (ν) = ψ ′(ν),

β1 = ψ (2)(ν)

(ψ ′(ν))3/2
,

β2 = ψ (3)(ν)

(ψ ′(ν))2
.

To assess the normal and the Edgeworth approximations to the distribution of ν̂n , we
have simulated 1000 independent random samples of size n = 20 from the gamma
distribution with ν = 1. In this case I (1) = 1.64493, β1 = −1.1395 and β2 − 3 =
2.4. In Table 7.1, we present some empirical quantiles of the simulations. We see that
the Edgeworth approximation is better than the normal for all standardized values of
ν̂n between the 0.2th and 0.8th quantiles. In the tails of the distribution, one could get
better results by the saddlepoint approximation.
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Table 7.1 Normal and Edgeworth
Approximations to the Distribution of
ν̂20, n = 20, ν = 1

Ẑ Exact Normal Edgeworth

−1.698 0.01 0.045 0.054
−1.418 0.05 0.078 0.083
−1.148 0.10 0.126 0.127
−0.687 0.20 0.246 0.238
−0.433 0.30 0.333 0.320
−0.208 0.40 0.417 0.401
−0.012 0.50 0.495 0.478

0.306 0.60 0.620 0.606
0.555 0.70 0.711 0.701
0.887 0.80 0.812 0.811
1.395 0.90 0.919 0.926
1.932 0.95 0.973 0.981
2.855 0.99 0.999 0.999

Example 7.13. Let X1, X2, . . . , Xn be i.i.d. random variables having the exponential
distribution X1 ∼ E(ψ), 0 < ψ < ∞. This is a one-parameter exponential family
with canonical p.d.f.

f (x ;ψ) = exp{ψU (x) − K (ψ)}, 0 < x < ∞,

where U (x) = −x and K (ψ) = −log(ψ).
The MLE of ψ is ψ̂n = 1/X̄n . The p.d.f. of ψ̂n is obtained from the density of X̄n

and is

gψ̂n
(x ;ψ) = (nψ)n

�(n)
· 1

xn+1
e−nψ/x ,

for 0 < x < ∞.
The approximation to the p.d.f. according to (7.6.9) yields

gψ̂n
(x ;ψ) = cn exp{−(x − ψ)Tn − n(− logψ + log x)}

= cn
ψn

xn+1
exp{n(x − ψ)/x}

= cn
ψnen

xn+1
e−nψ/x .

Substituting cn = nne−n/�(n) we get the exact equation.

Example 7.14. Let X1, X2, . . . , Xn be i.i.d. random variables, having a common nor-
mal distribution N (θ, 1). Consider the problem of testing the hypothesis H0 : θ ≤ 0
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against H1 : θ > 0. We have seen that the uniformly most powerful (UMP) test of
size α is

φ0
n = I

{
X̄n ≥ Z1−α√

n

}
,

where X̄n = 1

n

n∑
i=1

Xi and and Z1−α = �−1(1 − α). The power function of this UMP

test is

ψn(θ ) = �(
√

n θ − Z1−α), θ ≥ 0.

Let θ1 > 0 be specified. The number of observations required so that ψn(θ1) ≥ γ is

N (α, θ1, γ ) = least integer n greater than (Zγ + Z1−α)2/θ2
1 .

Note that

(i) lim
n→∞ψn(θ1) = 1 for each θ1 > 0

and

(ii) if δ > 0 and θ1 = δ√
n

then

lim
n→∞ψn

(
δ√
n

)
= �(δ − Z1−α) ≡ ψ∞,

where 0 < α < ψ∞ < 1.

Suppose that one wishes to consider a more general model, in which the p.d.f. of
X1 is f (x − θ ), −∞ < θ < ∞, where f (x) is symmetric about θ but not necessarily
equal to φ(x), and Vθ {X} = σ 2 for all −∞ < θ < ∞. We consider the hypotheses
H0 : θ ≤ 0 against H1 : θ > 0.

Due to the CLT, one can consider the sequence of test statistics

φ(1)
n (Xn) = I

{
X̄n ≥ anσ√

n

}
,

where an ↓ Z1−α as n → ∞, and the alternative sequence

φ(2)
n (Xn) = I

{
Me ≥ an

2 f (0)
√

n

}
,
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where Me is the sample median

Me =
{

X (m+1), if n = 2m + 1,
1

2
(X (m) + X(m+1)), if n = 2m.

According to Theorem 1.13.7,
√

n(Me − θ )
d−→ N

(
0,

1

4 f 2(θ )

)
as n → ∞. Thus,

the asymptotic power functions of these tests are

ψ (1)
n (θ ) ≈ �

(
θ

σ

√
n − Z1−α

)
, θ > 0,

and

ψ (2)
n (θ ) ≈ �

(
2θ f (0)

√
n − Z1−α

)
, θ > 0.

Bothψ (1)
n (θ1) andψ (2)

n (θ1) converge to 1 as n → ∞, for any θ1 > 0, which shows their
consistency. We wish, however, to compare the behavior of the sequences of power

functions for θn = δ√
n

. Note that each hypothesis, with θ1,n = δ√
n

is an alternative

one. But, since θ1,n → 0 as n → ∞, these alternative hypotheses are called local
hypotheses. Here we get

ψ (1)
n

(
δ√
n

)
≈ �

(
δ

σ
− Z1−α

)
= ψ∗

and

ψ (2)
n

(
δ√
n

)
≈ � (2 f (0)δ − Z1−α) = ψ∗∗.

To insure that ψ∗ = ψ∗∗ one has to consider for ψ (2) a sequence of alternatives
δ√
n

with sample size n′ = n

4 f 2(0)
so that

ψn′

(
δ√
n

)
≈ �

(
2

δ√
n

f (0)
√

n′ − Z1−α

)
= ψ∗.

The Pitman ARE of φ(2)
n to φ(1)

n is defined as the limit of n/n′(n) as n → ∞. In
the present example,

ARE(φ(2), φ(1)) = 4 f 2(0).



474 LARGE SAMPLE THEORY FOR ESTIMATION AND TESTING

If the original model of X ∼ N (θ, 1), f (0) = 1√
2π

and ARE of ψ (2) to ψ (1) is 0.637.

On the other hand, if f (x) = 1

2
e−|x |, which is the Laplace distribution, then the ARE

of ψ (2) to ψ (1) is 1.

Example 7.15. In Example 7.3, we discussed the Wilcoxon signed-rank test of H0 :
θ ≤ θ0 versus H1 : θ > θ0, when the distribution function F is absolutely continuous
and symmetric around θ . We show here the Pitman’s asymptotic efficiency of this
test relative to the t-test. The t-test is valid only in cases where σ 2

f = V {X} and

0 < σ 2
f < ∞. The t-statistic is tn = √

n
(X̄n − θ0)

Sn
, where S2

n is the sample variance.

Since Sn
a.s.−→ σ f , as n → ∞, we consider

φn(tn) = I

{√
n(X̄n − θ0)

Sn
≥ t1−α[n − 1]

}
.

The asymptotic efficacy of the t-test is

J (θ ; tn) = 1

σ 2
f

,

where σ 2
f is the variance of X , under the p.d.f. f (x). Indeed, μ(θ ) = θ .

Consider the Wilcoxon signed-rank statistic Tn , given by (7.1.3). The test function,
for large n, is given by (7.1.8). For this test

μ(θ ) = Pθ {Y1 > 0} + (n − 1)

2
p2(θ ),

where p2(θ ) is given in Example 7.3. Thus,

μ(θ ) = (1 − F(−θ )) + (n − 1)

2

∫ ∞

−∞
(1 − F(−x − θ )) f (x − θ )dx .

Hence,

μ′(0) = f (0) + (n − 1)

2

∫ ∞

−∞
f 2(x)dx − 1

2
.

Using σ 2(0) = (n + 1)(2n + 1)

24
, we obtain the asymptotic efficacy of

J (θ ; Tn) = 12

(∫ ∞

−∞
f 2(x)dx

)2

+ O

(
1

n

)
,
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as n → ∞. Thus, the Pitman ARE of Tn versus tn is

ARE(Tn, tn) = 12σ 2
f

(∫ ∞

−∞
f 2(x)dx

)2

. (7.9.16)

Thus, if f (x) = φ(x) (standard normal) ARE(Tn, tn) = 0.9549. On the other hand, if

f (x) = 1

2
exp{−|x |} (standard Laplace) then ARE(Tn, tn) = 1.5. These results deem

the Wilcoxon signed-rank test to be asymptotically very efficient nonparametric
test.

Example 7.16. Let X1, . . . , Xn be i.i.d. random variables, having a common Cauchy
distribution, with a location parameter θ , −∞ < θ < ∞, i.e.,

f (x ; θ ) = 1

π (1 + (x − θ )2)
, −∞ < x < ∞.

We derive a confidence interval for θ , for large n (asymptotic). Let θ̂n be the sample
median, i.e.,

θ̂n = F−1
n

(
1

2

)
.

Note that, due to the symmetry of f (x ; θ ) around θ , θ = F−1

(
1

2

)
. Moreover,

f (θ ; θ ) = 1

π
.

Hence, the (1 − α) confidence limits for θ are

θ̂n ± Z1−α/2
π

2
√

n
.

PART III: PROBLEMS

Section 7.1

7.1.1 Let Xi = α + βzi + εi , i = 1, . . . , n, be a simple linear regression model,
where z1, . . . , zn are prescribed constants, and ε1, . . . , εn are independent
random variables with E{ei } = 0 and V {εi } = σ 2, 0 < σ 2 < ∞, for all i =
1, . . . , n. Let α̂n and β̂n be the LSE of α and β.
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(i) Show that if
n∑

i=1

(zi − z̄n)2 → ∞, as n → ∞, then β̂n
p−→ β, i.e., β̂n is

consistent.

(ii) What is a sufficient condition for the consistency of α̂n?

7.1.2 Suppose that X1, X2, . . . , Xn, . . . are i.i.d. random variables and 0 <

E{X4
1} < ∞. Give a strongly consistent estimator of the kurtosis coefficient

β2 = μ∗
4

(μ∗
2)2

.

7.1.3 Let X1, . . . , Xk be independent random variables having binomial distribu-
tions B(n, θi ), i = 1, . . . , k. Consider the null hypothesis H0 : θ1 = · · · = θk

against the alternative H1 :
k∑

i=1

(θi − θ̄ )2 > 0, where θ̄ = 1

k

k∑
i=1

θi . Let pi =

Xi/n and p̄ = 1

k

k∑
i=1

pi . Show that the test function

φ(X) =

⎧⎪⎨⎪⎩1, if
n

p̄(1 − p̄)

k∑
i=1

(pi − p̄)2 > χ2
1−α[k − 1],

0, otherwise,

has a size αn converging to α as n → ∞. Show that this test is consistent.

7.1.4 In continuation of Problem 3, define Yi = 2 sin−1 √
pi , i = 1, . . . , k.

(i) Show that the asymptotic distribution of Yi , as n → ∞, is N (ηi ,
1
n ), where

ηi = 2 sin−1
√
θi .

(ii) Show that Q = n
k∑

i=1

(Yi − Ȳ )2, where Ȳ = 1

k

k∑
i=1

Yi , is distributed asymp-

totically (as n → ∞) like χ2[k − 1; λθ )], where λ(θ) = n

2

k∑
i=1

(ηi − η̄)2;

η̄ = 1

k

k∑
i=1

ηi . Thus, prove the consistency of the test.

(iii) Derive the formula for computing the asymptotic power of the test φ(X) =
I {Q ≥ χ2

1−α[k − 1]}.

(iv) Assuming that
k∑

i=1

(ηi − η̄)2 is independent of n, how large should n be so

that the probability of rejecting H0 when
k∑

i=1

(ηi − η̄)2 ≥ 10−1 will not be

smaller than 0.9?
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Section 7.2

7.2.1 Let X1, X2, . . . , Xn, . . . be i.i.d. random variables, X1 ∼ G(1, ν), 0 < ν ≤
ν∗ < ∞. Show that all conditions of Theorem 7.2.1 are satisfied, and hence
the MLE, ν̂n

a.s.−→ ν as n → ∞ (strongly consistent).

7.2.2 Let X1, X2, . . . , Xn, . . . be i.i.d. random variables, X1 ∼ β(ν, 1), 0 < ν < ∞.
Show that the MLE, ν̂n , is strongly consistent.

7.2.3 Consider the Hardy–Weinberg genetic model, in which (J1, J2) ∼
M N (n, (p1(θ ), p2(θ ))), where p1(θ ) = θ2 and p2(θ ) = 2θ (1 − θ ), 0 < θ <

1. Show that the MLE of θ , θ̂n, is strongly consistent.

7.2.4 Let X1, X2, . . . , Xn be i.i.d. random variables from G(λ, 1), 0 < λ < ∞.
Show that the following estimators ω̂(X̄n) are consistent estimators of ω(λ):

(i) ω̂(X̄n) = − log X̄n , ω(λ) = log λ;

(ii) ω̂(X̄n) = X̄2
n , ω(λ) = 1/λ2;

(iii) ω̂(X̄n) = exp{−1/X̄n}, ω(λ) = exp{−λ}.

7.2.5 Let X1, . . . , Xn be i.i.d. from N (μ, σ 2), −∞ < μ < ∞, 0 < σ < ∞. Show
that

(i) log(1 + X̄2
n) is a consistent estimator of log(1 + μ2);

(ii) φ(X̄n/S) is a consistent estimator of φ(μ/σ ), where S2 is the sample
variance.

Section 7.3

7.3.1 Let (Xi ,Yi ), i = 1, . . . , n be i.i.d. random vectors, where(
X
Y

)
∼ N

([
ξ

η

]
,

(
σ 2

1 ρσ1σ2

ρσ1σ2 σ 2
2

))
,

−∞ < ξ < ∞, 0 < η < ∞, 0 < σ1, σ2 < ∞, −1 < ρ < 1. Find the asymp-

totic distribution of Wn = X̄n/Ȳn , where X̄n = 1

n

n∑
i=1

Xi and Ȳn = 1

n

n∑
i=1

Yi .

7.3.2 Let X1, X2, . . . , Xn, . . . be i.i.d. random variables having a Cauchy distribu-
tion with location parameter θ , i.e.,

f (x ; θ ) = 1

π
· 1

1 + (x − θ )2
, −∞ < x < ∞, −∞ < θ < ∞.

Let Me be the sample median, or Me = F−1
n

(
1

2

)
. Is Me a BAN estimator?
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7.3.3 Derive the asymptotic variances of the MLEs of Problems 1–3 of Section 5.6
and compare the results with the large sample approximations of Problem 4
of Section 5.6.

7.3.4 Let X1, . . . , Xn be i.i.d. random variables. The distribution of
X1 as that of N (μ, σ 2). Derive the asymptotic variance of the MLE of
�(μ/σ ).

7.3.5 Let X1, . . . , Xn be i.i.d. random variables having a log-normal distribution
L N (μ, σ 2). What is the asymptotic covariance matrix of the MLE of ξ =
exp{μ + σ 2/2} and D2 = ξ 2 exp{σ 2 − 1}?

Section 7.4

7.4.1 Let X1, X2, . . . , Xn be i.i.d. random variables having a normal distribution
N (μ, σ 2), −∞ < μ < ∞, 0 < σ < ∞. Let θ = eμ.

(i) What is the bias of the MLE θ̂n?

(ii) Let ˆ̂θ n be the bias adjusted MLE. What is ˆ̂θ n , and what is the order of its
bias, in terms of n?

(iii) What is the second order deficiency coefficient of ˆ̂θn?

7.4.2 Let X1, X2, . . . , Xn be i.i.d. random variables, X1 ∼ G

(
1

β
, 1

)
, 0 < β < ∞.

Let θ = e−1/β , 0 < θ < 1.

(i) What is the MLE of θ?

(ii) Use the delta method to find the bias of the MLE, θ̂n , up to O

(
1

n2

)
.

(iii) What is the second-order deficiency coefficient of the bias adjusted
MLE?

7.4.3 Let X1, X2, . . . , Xn be i.i.d. random variables having a one-parameter canoni-
cal exponential type p.d.f. Show that the first order bias term of the MLE ψ̂n is

Bn(ψ) = − 1

2n
· K (3)(ψ)

I (ψ)
.

Section 7.5

7.5.1 In a random sample of size n = 50 of random vectors (X,Y ) from a bivariate
normal distribution, −∞ < μ, η < ∞, 0 < σ1, σ2 < ∞, −1 < ρ < 1, the
MLE of ρ is ρ̂ = 0.85. Apply the variance stabilizing transformation to

determine asymptotic confidence limits of φ = sin−1(ρ); −π

2
< φ <

π

2
.
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7.5.2 Let S2
n be the sample variance in a random sample from a normal distribution

N (μ, σ 2). Show that the asymptotic variance of

Wn = 1√
2

log(S2
n ) is AV {Wn} = 1

n
.

Suppose that n = 250 and S2
n = 17.39. Apply the above transformation to

determine asymptotic confidence limits, at level 1 − α = 0.95, for σ 2.

7.5.3 Let X1, . . . , Xn be a random sample (i.i.d.) from N (μ, σ 2); −∞ < μ < ∞,
0 < σ 2 < ∞.

(i) Show that the asymptotic variance of the MLE of σ is σ 2/2n.

(ii) Determine asymptotic confidence intervals at level (1 − α) for ω = μ +
Zγ σ .

(iii) Determine asymptotic confidence intervals at level (1 − α) for μ/σ and
for �(μ/σ ).

7.5.4 Let X1, . . . , Xn be a random sample from a location parameter Laplace dis-
tribution; −∞ < μ < ∞. Determine a (1 − α)-level asymptotic confidence
interval for μ.

Section 7.6

7.6.1 Let X1, X2, . . . , Xn be i.i.d. random variables having a one-parameter
Beta(ν, ν) distribution.

(i) Write the common p.d.f. f (x ; ν) in a canonical exponential type form.

(ii) What is the MLE, ν̂n?

(iii) Write the Edgeworth expansion approximation to the distribution of the
MLE ν̂n .

7.6.2 In continuation of the previous problem, derive the p∗-formula of the density
of the MLE, ν̂n?

PART IV: SOLUTION OF SELECTED PROBLEMS

7.1.3 Let θ ′ = (θ1, . . . , θk ) and p′ = (p1, . . . , pk). Let D = (diag(θi (1 − θi )),
i = 1, . . . , k) be a k × k diagonal matrix. Generally, we denote Xn ∼
AN

(
ξ ,

1

n
V

)
if

√
n(Xn − ξ )

d−→ N (0, V ) as n → ∞. [AN (·, ·) stands for

‘asymptotically normal’]. In the present case, p ∼ AN

(
θ ,

1

n
D

)
.
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Let H0 : θ1 = θ2 = · · · = θk = θ . Then, if H0 is true,

p
H0∼ AN

(
θ1k,

θ (1 − θ )

n
Ik

)
.

Now,
k∑

i=1

(pi − p̄k )2 = p′
(

Ik − 1

k
Jk

)
p, where Jk = 1k1′

k . Since(
Ik − 1

k
Jk

)
is idempotent, of rank (k − 1), np′

(
Ik − 1

k
Jk

)
p

d−→
n→∞

θ (1 − θ )χ2[k − 1]. Moreover, p̄k = 1

k

k∑
i=1

pi → θ a.s., as n → ∞. Thus, by

Slutsky’s Theorem

n
k∑

i=1
(pi − p̄k)2

p̄k(1 − p̄k)
d−→ χ2[k − 1],

and

lim
n→∞ P

⎧⎪⎪⎪⎨⎪⎪⎪⎩
n

k∑
i=1

(pi − p̄k)2

p̄k(1 − p̄k)
≥ χ2

1−α[k − 1]

⎫⎪⎪⎪⎬⎪⎪⎪⎭ = α.

If H0 is not true,
k∑

i=1

(θi − θ̄k)2 > 0. Also,

lim
n→∞

k∑
i=1

(pi − p̄k)2 =
k∑

i=1

(θi − θ̄k )2 > 0 a.s.

Thus, under H1,

lim
n→∞ P

⎧⎪⎪⎪⎨⎪⎪⎪⎩
n

k∑
i=1

(pi − p̄k)2

p̄k(1 − p̄k)
≤ χ2

1−α[k − 1]

⎫⎪⎪⎪⎬⎪⎪⎪⎭ = 0.

Thus, the test is consistent.

7.2.3 The MLE of θ is θ̂n = 2J1 + J2

2n
. J1 ∼ B(n, θ2). Hence,

J1

n
a.s.−→ θ2 and

J2

n
a.s.−→ 2θ (1 − θ ). Thus, lim

n→∞θ̂n = θ a.s.
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7.3.1 By SLLN, lim
n→∞

X̄n

Ȳn
= ξ

η
a.s.

√
n

(
X̄n

Ȳn
− ξ

η

)
d−→ N (0, D2) as n → ∞,

where

D2 = σ 2
1

1

η2
+ σ 2

2
ξ 2

η4
− 2

ξ

η3
ρσ1σ2.

Thus,
X̄n

Ȳn
∼ AN

(
ξ

η
,

1

n
D2

)
.

7.3.2 As shown in Example 7.16,

f (X ; θ ) = 1

π (1 + (x − θ )2)
, −∞ < x < ∞.

Also,

θ̂n = F−1
n

(
1

2

)
∼ AN

(
θ,

π2

4n

)
.

On the other hand, the Fisher information is In(θ ) = n

2
. Thus, AV (θ̂n) =

π2

4n
>

1

In(θ )
= 2

n
. Thus, θ̂n is not a BAN estimator.

7.4.2
(i) X ∼ βG(1, 1). Hence, the MLE of β is X̄n . It follows that the MLE of

θ = e−1/β is θ̂n = e−1/X̄n .

(ii)

θ̂n − θ = (X̄n − β)
1

β2
e−1/β + 1

2
(X̄n − β)2e−1/β · 1

β3

(
1

β
− 2

)
+op

(
1

n

)
.
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Hence,

Bias(θ̂n) = E{θ̂n − θ}

= β2e−1/β

2nβ3

(
−2 + 1

β

)
+ o

(
1

n

)
= e−1/β

2nβ2
(1 − 2β) + o

(
1

n

)
.

The bias adjusted estimator is

ˆ̂θn = e−1/X̄n

(
1 − 1

2n X̄n

(
1

X̄n
− 2

))
= e−1/X̄n

(
1 + 1

n X̄n
− 1

2n X̄2
n

)
.

(iii) Let f (x) = e−1/x

(
1 + 1

nx
− 1

2nx2

)
. Then

f ′(x) = 1

x2
e−1/x

(
1 + 1

nx
− 1

2nx2

)
+ e−1/x

(
− 1

nx2
+ 1

nx3

)
= 1

x2
e−1/x

(
1 − 1

n
+ 2

nx
− 1

2nx2

)
.

It follows that

AV { ˆ̂θn} = e−2/β

nβ2
− 2e−2/β

n2β2

(
1 − 2

β
+ 1

2β2

)
+ O

(
1

n3

)
.

Accordingly, the second-order deficiency coefficient of ˆ̂θn is

D = −2e−2/β

β2

(
1 − 2

β
+ 1

2β2

)
.
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7.6.1 X1, . . . , Xn are i.i.d. like Beta(ν, ν), 0 < ν < ∞.

(i) f (x ; ν) = 1

B(ν, ν)
xν−1(1 − x)ν−1, 0 < x < 1

= 1

B(ν, ν)x(1 − x)
eν log(x(1−x))

= 1

x(1 − x)
exp{ν log(x(1 − x)) − K (ν)},

where K (ν) = log B(ν, ν).

(ii) The likelihood function is equivalent to

L(ν | X) = exp

(
ν

n∑
i=1

log(Xi (1 − Xi )) − nK (ν)

)
.

The log likelihood is

l(ν | X) = ν

n∑
i=1

log(Xi (1 − Xi )) − nK (ν).

Note that the derivative of K (ν) is

K ′(ν) = 2

(
�′(ν)

�(ν)
− �′(2ν)

�(2ν)

)
.

It follows that the MLE of ν is the root of

− 1

2n

n∑
i=1

log(Xi (1 − Xi )) = −�′(ν)

�(ν)
+ �′(2ν)

�(2ν)
.

The function
d

dν
log�(ν) is also called the psi function,

i.e., ψ(ν) = d

dν
log�(ν). As shown in Abramowitz and Stegun

(1968, p. 259), ψ(2ν) − ψ(ν) = 1

2
(ψ

(
ν + 1

2

)
− ψ(ν)) + log 2. Also,

−1

n

n∑
i=1

log(Xi (1 − Xi )) > log 4. Thus, the MLE is the value of ν for

which

ψ

(
ν + 1

2

)
− ψ(ν) = −1

n

n∑
i=1

log(Xi (1 − Xi )) − 1

2
log(2).
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(iii) Since Beta(ν, ν) is symmetric distribution around x = 1

2
, X ∼ (1 − X )

and hence

V

(
n∑

i=1

log(Xi (1 − Xi ))

)
= 4nV {log X}.

Thus, since X1, . . . , Xn are i.i.d., the Fisher information is I (ν) =
4V {log X}. The first four central moments of Beta(ν, ν) are μ∗

i = 0;

μ∗
2 = 1

4(2ν + 1)
; μ∗

3 = 0 and μ∗
4 = 2ν2 + 8ν + 5

16(2ν + 1)
. Thus,

β1 = 0,

and

β2 = (2ν2 + 8ν + 5)(2ν + 1).

It follows that the Edgeworth asymptotic approximation to the distribu-
tion of the MLE, ν̂n , is

P{
√

nI (ν) (ν̂n − ν) ≤ x} ∼= �(x) − x(x2 − 3)

24n

(
2ν2 + 8ν + 5

16(2ν + 1)
− 3

)
.



C H A P T E R 8

Bayesian Analysis in Testing
and Estimation

PART I: THEORY

This chapter is devoted to some topics of estimation and testing hypotheses from the
point of view of statistical decision theory. The decision theoretic approach provides
a general framework for both estimation of parameters and testing hypotheses. The
objective is to study classes of procedures in terms of certain associated risk functions
and determine the existence of optimal procedures. The results that we have presented
in the previous chapters on minimum mean-squared-error (MSE) estimators and on
most powerful tests can be considered as part of the general statistical decision theory.
We have seen that uniformly minimum MSE estimators and uniformly most powerful
tests exist only in special cases. One could overcome this difficulty by considering
procedures that yield minimum average risk, where the risk is defined as the expected
loss due to erroneous decision, according to the particular distribution Fθ . The MSE
in estimation and the error probabilities in testing are special risk functions. The
risk functions depend on the parameters θ of the parent distribution. The average
risk can be defined as an expected risk according to some probability distribution on
the parameter space. Statistical inference that considers the parameter(s) as random
variables is called a Bayesian inference. The expected risk with respect to the
distribution of θ is called in Bayesian theory the prior risk, and the probability
measure on the parameter space is called a prior distribution. The estimators or
test functions that minimize the prior risk, with respect to some prior distribution,
are called Bayes procedures for the specified prior distribution. Bayes procedures
have certain desirable properties. This chapter is devoted, therefore, to the study of
the structure of optimal decision rules in the framework of Bayesian theory. We start
Section 8.1 with a general discussion of the basic Bayesian tools and information
functions. We outline the decision theory and provide an example of an optimal
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statistical decision procedure. In Section 8.2, we discuss testing of hypotheses from
the Bayesian point of view, and in Section 8.3, we present Bayes credibility intervals.
The Bayesian theory of point estimation is discussed in Section 8.4. Section 8.5
discusses analytical and numerical techniques for evaluating posterior distributions
on complex cases. Section 8.6 is devoted to empirical Bayes procedures.

8.1 THE BAYESIAN FRAMEWORK

8.1.1 Prior, Posterior, and Predictive Distributions

In the previous chapters, we discussed problems of statistical inference, testing
hypotheses, and estimation, considering the parameters of the statistical models as
fixed unknown constants. This is the so-called classical approach to the problems
of statistical inference. In the Bayesian approach, the unknown parameters are con-
sidered as values determined at random according to some specified distribution,
called the prior distribution. This prior distribution can be conceived as a normal-
ized nonnegative weight function that the statistician assigns to the various possible
parameter values. It can express his degree of belief in the various parameter values
or the amount of prior information available on the parameters. For the philosophi-
cal foundations of the Bayesian theory, see the books of DeFinneti (1974), Barnett
(1973), Hacking (1965), Savage (1962), and Schervish (1995). We discuss here only
the basic mathematical structure.

Let F = {F(x ; θ ); θ ∈ �} be a family of distribution functions specified by the
statistical model. The parameters θ of the elements of F are real or vector valued
parameters. The parameter space � is specified by the model. Let H be a family of
distribution functions defined on the parameter space �. The statistician chooses an
element H (θ ) ofH and assigns it the role of a prior distribution. The actual parameter
value θ0 of the distribution of the observable random variable X is considered to be
a realization of a random variable having the distribution H (θ ). After observing the
value of X the statistician adjusts his prior information on the value of the parameter
θ by converting H (θ ) to the posterior distribution H (θ | X ). This is done by Bayes
Theorem according to which if h(θ ) is the prior probability density function (p.d.f.)
of θ and f (x ; θ ) the p.d.f. of X under θ , then the posterior p.d.f. of θ is

h(θ | x) = h(θ ) f (x ; θ )/
∫
�

f (x ; θ )dH(θ ). (8.1.1)

If we are given a sample of n observations or random variables X1, X2, . . . , Xn ,
whose distributions belong to a family F , the question is whether these random
variables are independent identically distributed (i.i.d.) given θ , or whether θ might
be randomly chosen from H (θ ) for each observation.

At the beginning, we study the case that X1, . . . , Xn are conditionally i.i.d., given θ .
This is the classical Bayesian model. In Section 8.6, we study the so-called empirical
Bayes model, in which θ is randomly chosen from H (θ ) for each observation. In
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the classical model, if the family F admits a sufficient statistic T (X ), then for any
prior distribution H (θ ), the posterior distribution is a function of T (X ), and can be
determined from the distribution of T (X ) under θ . Indeed, by the Neyman–Fisher
Factorization Theorem, if T (X ) is sufficient for F then f (x ; θ ) = k(x)g(T (x); θ ).
Hence,

h(θ | x) = h(θ )g(T (x); θ )/
∫
�

g(T (x); θ )dH(θ ). (8.1.2)

Thus, the posterior p.d.f. is a function of T (X ). Moreover, the p.d.f. of T (X ) is
g∗(t ; θ ) = k∗(t)g(t ; θ ), where k∗(t) is independent of θ . It follows that the conditional
p.d.f. of θ given {T (X ) = t} coincides with h(θ | x) on the sets {x ; T (x) = t} for
all t .

Bayes predictive distributions are the marginal distributions of the observed
random variables, according to the model. More specifically, if a random vector X
has a joint distribution F(x; θ ) and the prior distribution of θ is H (θ ) then the joint
predictive distribution of X under H is

FH (x) =
∫
�

F(x; θ )dH(θ ). (8.1.3)

A most important question in Bayesian analysis is what prior distribution to choose.
The answer is, generally, that the prior distribution should reflect possible prior
knowledge available on possible values of the parameter. In many situations, the
prior information on the parameters is vague. In such cases, we may use formal prior
distributions, which are discussed in Section 8.1.3. On the other hand, in certain
scientific or technological experiments much is known about possible values of the
parameters. This may guide in selecting a prior distribution, as illustrated in the
examples.

There are many examples of posterior distribution that belong to the same para-
metric family of the prior distribution. Generally, if the family of prior distributions
H relative to a specific family F yields posteriors in H, we say that F and H are
conjugate families. For more discussion on conjugate prior distributions, see Raiffa
and Schlaifer (1961). In Example 8.2, we illustrate a few conjugate prior families.

The situation when conjugate prior structure exists is relatively simple and gener-
ally leads to analytic expression of the posterior distribution. In research, however,
we often encounter much more difficult problems, as illustrated in Example 8.3. In
such cases, we cannot often express the posterior distribution in analytic form, and
have to resort to numerical evaluations to be discussed in Section 8.5.

8.1.2 Noninformative and Improper Prior Distributions

It is sometimes tempting to obtain posterior densities by multiplying the likelihood
function by a function h(θ ), which is not a proper p.d.f. For example, suppose that
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X | θ ∼ N (θ, 1). In this case L(θ ; X ) = exp

{
−1

2
(θ − x)2

}
. This likelihood function

is integrable with respect to dθ . Indeed,

∫ ∞

−∞
exp

{
−1

2
(θ − X )2

}
dθ =

√
2π.

Thus, if we consider formally the function h(θ )dθ = cdθ or h(θ ) = c then

h(θ | X ) = 1√
2π

exp

{
−1

2
(θ − X )2

}
, (8.1.4)

which is the p.d.f. of N (X, 1). The function h(θ ) = c, c > 0 for all θ is called an

improper prior density since
∫ ∞

−∞
cdθ = ∞. Another example is when X | λ ∼

P(λ), i.e., L(λ | X ) = e−λλx . If we use the improper prior density h(λ) = c > 0 for
all λ > 0 then the posterior p.d.f. is

h(λ | X ) = 1

X !
λX e−λ, 0 < λ < ∞. (8.1.5)

This is a proper p.d.f. of G(1, X + 1) despite the fact that h(λ) is an improper prior
density. Some people justify the use of an improper prior by arguing that it provides
a “diffused” prior, yielding an equal weight to all points in the parameter space. For
example, the improper priors that lead to the proper posterior densities (8.1.4) and
(8.1.5) may reflect a state of ignorance, in which all points θ in (−∞,∞) or λ in
(0,∞) are “equally” likely.

Lindley (1956) defines a prior density h(θ ) to be noninformative, if it maximizes
the predictive gain in information on θ when a random sample of size n is observed. He
shows then that, in large samples, if the family F satisfies the Cramer–Rao regularity
conditions, and the maximum likelihood estimator (MLE) θ̂n is minimal sufficient
for F , then the noninformative prior density is proportional to |I (θ )|1/2, where |I (θ)|
is the determinant of the Fisher information matrix. As will be shown in Example
8.4, h(θ) ∝ |I (θ )|1/2 is sometimes a proper p.d.f. and sometimes an improper one.

Jeffreys (1961) justified the use of the noninformative prior |I (θ )|1/2 on the
basis of invariance. He argued that if a statistical model F = { f (x ; θ ); θ ∈ �} is
reparametrized to F∗ = { f ∗(x ;ω);ω ∈ �}, where ω = φ(θ) then the prior density
h(θ ) should be chosen so that h(θ | X ) = h(ω | X ).

Let θ = φ−1(ω) and let J (ω) be the Jacobian of the transformation, then the
posterior p.d.f. of ω is

h∗(ω | X ) ∝ h(φ−1(ω)) f (x ;φ−1(ω))|J (ω)|. (8.1.6)
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Recall that the Fisher information matrix of ω is

I ∗(ω) = J−1(ω)I (φ−1(ω))J−1(ω). (8.1.7)

Thus, if h(θ) ∝ |I (θ)|1/2 then from (8.1.7) and (8.1.8), since

|I ∗(ω)|1/2 = |I (φ−1(ω))|1/2/|J (ω)|, (8.1.8)

we obtain

h∗(ω | X ) ∝ f (x ;φ−1(ω))|I ∗(ω)|1/2. (8.1.9)

The structure of h(θ | X ) and of h∗(ω | X ) is similar. This is the “invariance” property
of the posterior, with respect to transformations of the parameter.

A prior density proportional to |I (θ)|1/2 is called a Jeffreys prior density.

8.1.3 Risk Functions and Bayes Procedures

In statistical decision theory, we consider the problems of inference in terms of
a specified set of actions, A, and their outcomes. The outcome of the decision is
expressed in terms of some utility function, which provides numerical quantities
associated with actions of A and the given parameters, θ , characterizing the elements
of the family F specified by the model. Instead of discussing utility functions, we
discuss here loss functions, L(a, θ ), a ∈ A, θ ∈ �, associated with actions and
parameters. The loss functions are nonnegative functions that assume the value zero
if the action chosen does not imply some utility loss when θ is the true state of Nature.
One of the important questions is what type of loss function to consider. The answer
to this question depends on the decision problem and on the structure of the model.
In the classical approach to testing hypotheses, the loss function assumes the value
zero if no error is committed and the value one if an error of either kind is done. In a
decision theoretic approach, testing hypotheses can be performed with more general
loss functions, as will be shown in Section 8.2. In estimation theory, the squared-error
loss function (θ̂ (x) − θ )2 is frequently applied, when θ̂(x) is an estimator of θ . A
generalization of this type of loss function, which is of theoretical importance, is the
general class of quadratic loss function, given by

L(θ̂(x), θ ) = Q(θ )(θ̂(x) − θ )2, (8.1.10)

where Q(θ ) > 0 is an appropriate function of θ . For example, (θ̂(x) − θ )2/θ2 is a
quadratic loss function. Another type of loss function used in estimation theory is
the type of function that depends on θ̂ (x) and θ only through the absolute value
of their difference. That is, L(θ̂(x), θ ) = W (|θ̂(x) − θ |). For example, |θ̂(x) − θ |ν
where ν > 0, or log(1 + |θ̂(x) − θ |). Bilinear convex functions of the form

L(θ̂ , θ) = a1(θ̂ − θ )− + a2(θ̂ − θ )+ (8.1.11)
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are also in use, where a1, a2 are positive constants; (θ̂ − θ )− = − min(θ̂ − θ, 0) and
(θ̂ − θ )+ = max(θ̂ − θ, 0). If the value of θ is known one can always choose a proper
action to insure no loss. The essence of statistical decision problems is that the true
parameter θ is unknown and decisions are made under uncertainty. The random
vector X = (X1, . . . , Xn) provides information about the unknown value of θ . A
function from the sample space X of X into the action space A is called a decision
function. We denote it by d(X) and require that it should be a statistic. Let D denotes
a specified set or class of proper decision functions. Using a decision function d(X)
the associated loss L(d(X), θ ) is a random variable, for each θ . The expected loss
under θ , associated with a decision function d(X), is called the risk function and
is denoted by R(d, θ ) = Eθ {L(d(X), θ )}. Given the structure of a statistical decision
problem, the objective is to select an optimal decision function from D. Ideally, we
would like to choose a decision function d0(X) that minimizes the associated risk
function R(d, θ ) uniformly in θ . Such a uniformly optimal decision function may not
exist, since the function d0 for which R(d0, θ ) = inf

D
R(d, θ ) generally depends on

the particular value of θ under consideration. There are several ways to overcome this
difficulty. One approach is to restrict attention to a subclass of decision functions, like
unbiased or invariant decision functions. Another approach for determining optimal
decision functions is the Bayesian approach. We define here the notion of Bayes
decision function in a general context.

Consider a specified prior distribution, H (θ ), defined over the parameter space
�. With respect to this prior distribution, we define the prior risk, ρ(d, H ), as the
expected risk value when θ varies over �, i.e.,

ρ(d, H ) =
∫
�

R(d, θ )h(θ )dθ, (8.1.12)

where h(θ ) is the corresponding p.d.f. A Bayes decision function, with respect to
a prior distribution H , is a decision function dH (x) that minimizes the prior risk
ρ(d, H ), i.e.,

ρ(dH , H ) = inf
D

ρ(d, H ). (8.1.13)

Under some general conditions, a Bayes decision function dH (x) exists. The Bayes
decision function can be generally determined by minimizing the posterior expecta-
tion of the loss function for a given value x of the random variable X . Indeed, since
L(d, θ ) ≥ 0 one can interchange the integration operations below and write

ρ(d, H ) =
∫
�

{∫
χ

L(d(x), θ ) f (x ; θ )dx

}
h(θ )dθ

=
∫
χ

fH (x)

{∫
�

L(d(x), θ )
f (x ; θ )h(θ )

fH (x)
dθ

}
dx,

(8.1.14)



PART I: THEORY 491

where fH (x) =
∫

f (x ; τ )h(τ )dτ is the predictive p.d.f. The conditional p.d.f.

h(θ | x) = f (x ; θ )h(θ )/ fH (x) is the posterior p.d.f. of θ , given X = x . Similarly,
the conditional expectation

R(d(x), H ) =
∫
�

L(d(x), θ )h(θ | x)dθ (8.1.15)

is called the posterior risk of d(x) under H . Thus, for a given X = x, we can
choose d(x) to minimize R(d(x), H ). Since L(d(x), θ ) ≥ 0 for all θ ∈ � and d ∈ D,

the minimization of the posterior risk minimizes also the prior risk ρ(d, H ). Thus,
dH (X ) is a Bayes decision function.

8.2 BAYESIAN TESTING OF HYPOTHESIS

8.2.1 Testing Simple Hypothesis

We start with the problem of testing two simple hypotheses H0 and H1. Let F0(x)
and F1(x) be two specified distribution functions. The hypothesis H0 specifies the
parent distribution of X as F0(x), H1 specified it as F1(x). Let f0(x) and f1(x) be
the p.d.f.s corresponding to F0(x) and F1(x), respectively. Let π , 0 ≤ π ≤ 1, be the
prior probability that H0 is true. In the special case of two simple hypotheses, the loss
function can assign 1 unit to the case of rejecting H0 when it is true and b units to
the case of rejecting H1 when it is true. The prior risks associated with accepting H0

and H1 are, respectively, ρ0(π ) = (1 − π )b and ρ1(π ) = π . For a given value of π,
we accept hypothesis Hi (i = 0, 1) if ρi (π ) is the minimal prior risk. Thus, a Bayes
rule, prior to making observations is

d =
{

0, if π ≥ b/(1 + b),
1, otherwise,

(8.2.1)

where d = i is the decision to accept Hi (i = 0, 1).
Suppose that a sample of n i.i.d. random variables X1, . . . , Xn has been observed.

After observing the sample, we determine the posterior probability π (Xn) that H0 is
true. This posterior probability is given by

π (Xn) = π

n∏
j=1

f0(X j )/

⎡⎣π ·
n∏

j=1

f0(X j ) + (1 − π )
n∏

j=1

f1(X j )

⎤⎦ . (8.2.2)
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We use the decision rule (8.2.1) with π replaced by π (Xn). Thus, the Bayes decision
function is

d(Xn) =
⎧⎨⎩0, if π (Xn) ≥ b

1 + b
,

1, otherwise.
(8.2.3)

The Bayes decision function can be written in terms of the test function discussed in
Chapter 4 as

φπ (Xn) =

⎧⎪⎨⎪⎩1, if
n∏

j=1

f1(X j )

f0(X j )
≥ π

b(1 − π )
,

0, otherwise.

(8.2.4)

The Bayes test function φπ (Xn) is similar to the Neyman–Pearson most powerful
test, except that the Bayes test is not necessarily randomized even if the distributions

Fi (x) are discrete. Moreover, the likelihood ratio
n∏

j=1

f1(X j )/ f0(X j ) is compared to

the ratio of the prior risks.
We discuss now some of the important optimality characteristics of Bayes tests

of two simple hypotheses. Let R0(φ) and R1(φ) denote the risks associated with an
arbitrary test statistic φ, when H0 or H1 are true, respectively. Let R0(π ) and R1(π )
denote the corresponding risk values of a Bayes test function, with respect to a prior
probability π . Generally

R0(φ) = c1ε0(φ); 0 < c1 < ∞

and

R1(φ) = c2ε1(φ); 0 < c2 < ∞,

where ε0(φ) and ε1(φ) are the error probabilities of the test statistic φ, c1 and c2

are costs of erroneous decisions. The set R = {R0(φ), R1(φ)); all test functions φ}
is called the risk set. Since for every 0 ≤ α ≤ 1 and any functions φ(1) and φ(2),
αφ(1) + (1 − α)φ(2) is also a test function, and since

Ri (αφ
(1) + (1 − α)φ(2)) = αRi (φ

(1)) + (1 − α)Ri (φ
(2)), i = 0, 1 (8.2.5)

the risk set R is convex. Moreover, the set

S = {(R0(π ), R1(π )); 0 ≤ π ≤ 1} (8.2.6)

of all risk points corresponding to the Bayes tests is the lower boundary for R. Indeed,
according to (8.2.4) and the Neyman–Pearson Lemma, R1(π ) is the smallest possible
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risk of all test functions φ with R0(φ) = R0(π ). Accordingly, all the Bayes tests
constitute a complete class in the sense that, for any test function outside the class,
there exists a corresponding Bayes test with a risk point having component smaller
or equal to those of that particular test and at least one component is strictly smaller
(Ferguson, 1967, Ch. 2). From the decision theoretic point of view there is no sense in
considering test functions that do not belong to the complete class. These results can
be generalized to the case of testing k simple hypotheses (Blackwell and Girshick,
1954; Ferguson, 1967).

8.2.2 Testing Composite Hypotheses

Let �0 and �1 be the sets of θ -points corresponding to the (composite) hypotheses
H0 and H1, respectively. These sets contain finite or infinite number of points. Let
H (θ ) be a prior distribution function specified over � = �0 ∪ �1. The posterior
probability of H0, given n i.i.d. random variables X1, . . . , Xn , is

π (Xn) =

∫
�0

n∏
i=1

f (Xi ; θ )dH(θ )

∫
�

nθ∏
i=1

f (Xi ; θ )dH(θ )

, (8.2.7)

where f (x ; θ ) is the p.d.f. of X under θ . The notation in (8.2.7) signifies that if the sets
are discrete the corresponding integrals are sums and dH(θ ) are prior probabilities,
otherwise dH(θ ) = h(θ )dθ , where h(θ ) is a p.d.f. The Bayes decision rule is obtained
by computing the posterior risk associated with accepting H0 or with accepting H1

and making the decision associated with the minimal posterior risk. The form of the
Bayes test depends, therefore, on the loss function employed.

If the loss functions associated with accepting H0 or H1 are

L0(θ ) = c0 I {θ ∈ �1} and L1(θ ) = c1 I {θ ∈ �0}

then the associated posterior risk functions are

R0(X) = c0

∫
�1

f (X; θ )dH(θ )/
∫
�

f (X; θ )dH(θ ) (8.2.8)

and

R1(X) = c1

∫
�0

f (X; θ )dH(θ )/
∫
�

f (X; θ )dH(θ ).
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In this case, the Bayes test function is

φH (X) =
⎧⎨⎩1, if c1

∫
�0

f (X; θ )dH(θ ) < c0

∫
�1

f (X; θ )dH(θ ),

0, otherwise.
(8.2.9)

In other words, the hypothesis H0 is rejected if the predictive likelihood ratio

�H (X) =
∫
�1

f (X; θ )dH(θ )/
∫
�0

f (X; θ )dH(θ ) (8.2.10)

is greater than the loss ratio c1/c0. This can be considered as a generalization of
(8.2.4). The predictive likelihood ratio �H (X) is called also the Bayes Factor in
favor of H1 against H0 (Good, 1965, 1967).

Cornfield (1969) suggested as a test function the ratio of the posterior odds in
favor of H0, i.e., P[H0 | X]/(1 − P[H0 | X]), to the prior odds π/(1 − π ) where π =
P[H0] is the prior probability of H0. The rule is to reject H0 when this ratio is smaller
than a suitable constant. Cornfield called this statistic the relative betting odds. Note
that this relative betting odds is [�H (X)π/(1 − π )]−1. We see that Cornfield’s test
function is equivalent to (8.2.9) for suitably chosen cost factors.

Karlin (l956) and Karlin and Rubin (1956) proved that in monotone likelihood
ratio families the Bayes test function is monotone in the sufficient statistic T (X). For
testing H0 : θ ≤ θ0 against H1 : θ > θ0, the Bayes procedure rejects H0 whenever
T (X) ≥ ξ0. The result can be further generalized to the problem of testing multiple
hypotheses (Zacks, 1971; Ch. 10).

The problem of testing the composite hypothesis that all the probabilities in a
multinomial distribution have the same value has drawn considerable attention in the
statistical literature; see in particular the papers of Good (1967), Good and Crook
(1974), and Good (1975). The Bayes test procedure proposed by Good (1967) is based
on the symmetric Dirichlet prior distribution. More specifically if X = (X1, . . . , Xk)′

is a random vector having the multinomial distribution M(n, θ) then the parameter
vector θ is ascribed the prior distribution with p.d.f.

h(θ1, . . . , θk) = �(kν)

�k(ν)

k∏
i=1

θν−1
i , (8.2.11)

0 < θ1, . . . , θk < 1 and
k∑

i=1

θi = 1. The Bayes factor for testing h0 : θ = 1

k
1 against

the composite alternative hypothesis H1 : θ 
= 1

k
1, where 1 = (1, . . . , 1)′, according

to (8.2.10) is

�(ν; X) =
kn�(kν)

k∏
i=1

�(ν + Xi )

�k(ν)�(νk + n)
. (8.2.12)
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From the purely Bayesian point of view, the statistician should be able to choose an
appropriate value of ν and some cost ratio c1/c0 for erroneous decisions, according
to subjective judgment, and reject H0 if �(ν; X) ≥ c1/c0. In practice, it is generally
not so simple to judge what are the appropriate values of ν and c1/c0. Good and
Crook (1974) suggested two alternative ways to solve this problem. One suggestion
is to consider an integrated Bayes factor

�(X) =
∫ ∞

0
φ(ν)�(ν; X)dν, (8.2.13)

where φ(ν) is the p.d.f. of a log-Cauchy distribution, i.e.,

φ(ν) = 1

νπ
· 1

1 + (log ν)2
, 0 < ν < ∞. (8.2.14)

The second suggestion is to find the value ν0 for which �(ν; X) is maximized and
reject H0 if �∗ = (2 log�(ν0; X))1/2 exceeds the (1 − α)-quantile of the asymptotic
distribution of �∗ under H0. We see that non-Bayesian (frequentists) considerations
are introduced in order to arrive at an appropriate critical level for �∗. Good and
Crook call this approach a “Bayes/Non-Bayes compromise.” We have presented this
problem and the approaches suggested for its solution to show that in practical work
a nondogmatic approach is needed. It may be reasonable to derive a test statistic in a
Bayesian framework and apply it in a non-Bayesian manner.

8.2.3 Bayes Sequential Testing of Hypotheses

We consider in the present section an application of the general theory of Section 8.1.5
to the case of testing two simple hypotheses. We have seen in Section 8.2.1 that the
Bayes decision test function, after observing Xn , is to reject H0 if the posterior proba-
bility,π (Xn), that H0 is true is less than or equal to a constantπ∗. The associated Bayes
risk is ρ(0)(π (Xn)) = π (Xn)I {π (Xn) ≤ π∗} + b(1 − π (Xn))I {π (Xn) > π∗}, where
π∗ = b/(1 + b). If π (Xn) = π then the posterior probability of H0 after the (n + 1)st

observation is ψ(π,Xn+1) =
(

1 + 1 − π

π
R(Xn+1)

)−1

, where R(x) = f1(x)

f0(x)
is the

likelihood ratio. The predictive risk associated with an additional observation is

ρ̄1(π ) = c + E{ρ(0)(ψ(π, X ))}, (8.2.15)

where c is the cost of one observation, and the expectation is with respect to the
predictive distribution of X given π . We can show that the function ρ̄1(π ) is concave
on [0, 1] and thus continuous on (0, 1). Moreover, ρ̄1(0) ≥ c and ρ̄1(1) ≥ c. Note
that the function ψ(π, X ) → 0 w.p.l if π → 0 and ψ(π, X ) → 1 w.p.l if π → 1.
Since ρ(0)(π ) is bounded by π∗, we obtain by the Lebesgue Dominated Convergence
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Theorem that E{ρ0(ψ(π, X ))} → 0 asπ → 0 or asπ → 1. The Bayes risk associated
with an additional observation is

ρ(1)(π ) = min{ρ(0)(π ), ρ̄1(π )}. (8.2.16)

Thus, if c ≥ b/(1 + b) it is not optimal to make any observation. On the other hand, if
c < b/(1 + b) there exist two points π (1)

1 and π
(1)
2 , such that 0 < π

(1)
1 < π∗ < π

(1)
2 <

1, and

ρ(1)(π ) =
{
ρ(0)(π ), if π ≤ π

(1)
1 or π ≥ π

(1)
2 ,

ρ̄1(π ), otherwise.
(8.2.17)

Let

ρ̄2(π ) = c + E{ρ(1)(ψ(π, X ))}, 0 ≤ π ≤ 1, (8.2.18)

and let

ρ(2)(π ) = min{ρ(0)(π ), ρ̄2(π )}, 0 ≤ π ≤ 1. (8.2.19)

Since ρ(1)(ψ(π, X )) ≤ ρ0(ψ(π, X )) for each π with probability one, we obtain that
ρ̄2(π ) ≤ ρ̄1(π ) for all 0 ≤ π ≤ 1. Thus, ρ(2)(π ) ≤ ρ(1)(π ) for allπ , 0 ≤ π ≤ 1. ρ̄2(π )
is also a concave function of π on [0, 1] and ρ̄2(0) = ρ̄2(1) = c. Thus, there exists
π

(2)
1 ≤ π

(1)
1 and π

(2)
2 ≥ π

(1)
2 such that

ρ(2)(π ) =
{
ρ(0)(π ), if π ≤ π

(2)
1 or π ≥ π

(2)
2 ,

ρ̄2(π ), otherwise.
(8.2.20)

We define now recursively, for each π on [0, 1],

ρ̄n(π ) = c + E{ρ(n−1)(ψ(π, X ))}, n ≥ 1; (8.2.21)

and

ρ(n)(π ) = min{ρ(0)(π ), ρ̄n(π )}. (8.2.22)

These functions constitute for each π monotone sequences ρ̄n(π ) ≤ ρ̄n−1 and
ρ(n)(π ) ≤ ρ(n−1)(π ) for every n ≥ 1. Moreover, for each n there exist 0 < π

(n)
1 ≤

π
(n−1)
1 < π

(n−1)
2 ≤ π

(n)
2 < 1 such that

ρ(n)(π ) =
{
ρ(0)(π ), if π ≤ π

(n)
1 or π ≥ π

(n)
2 ,

ρ̄n(π ), otherwise.
(8.2.23)
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Let ρ(π ) = lim
n→∞ρ(n)(π ) for each π in [0, 1] and ρ̄(π ) = E{ρ(ψ(π, X ))}. By the

Lebesgue Monotone Convergence Theorem, we prove that ρ̄(π ) = lim
n→∞ρ̄n(π ) for

each π ∈ [0, 1]. The boundary points π
(n)
1 and π

(n)
2 converge to π1 and π2, respec-

tively, where 0 < π1 < π2 < 1. Consider now a nontruncated Bayes sequential pro-
cedure, with the stopping variable

N = min{n ≥ 0 : ρ(0)(π (Xn)) = ρ(π (Xn))}, (8.2.24)

where X0 ≡ 0 and π (X0) ≡ π . Since under H0, π (Xn) → 1 with probability one and
under H1, π (Xn) → 0 with probability 1, the stopping variable (8.2.24) is finite with
probability one.

It is generally very difficult to determine the exact Bayes risk function ρ(π ) and the
exact boundary points π1 and π2. One can prove, however, that the Wald sequential
probability ratio test (SPRT) (see Section 4.8.1) is a Bayes sequential procedure in
the class of all stopping variables for which N ≥ 1, corresponding to some prior
probability π and cost parameter b. For a proof of this result, see Ghosh (1970, p. 93)
or Zacks (1971, p. 456). A large sample approximation to the risk function ρ(π )
was given by Chernoff (1959). Chernoff has shown that in the SPRT given by the
boundaries (A, B) if A → −∞ and B → ∞, we have

A ≈ log c − log
I (0, 1)b(1 − π )

π
,

B ≈ log
1

c
+ log

I (1, 0)π

1 − π
,

(8.2.25)

where the cost of observations c → 0 and I (0, 1), I (1, 0) are the Kullback–Leibler
information numbers. Moreover, as c → 0

ρ(π ) ≈ (−c log c)

(
π

I (0, 1)
+ 1 − π

I (1, 0)

)
. (8.2.26)

Shiryayev (1973, p. 127) derived an expression for the Bayes risk ρ(π ) associated
with a continuous version of the Bayes sequential procedure related to a Wiener
process. Reduction of the testing problem for the mean of a normal distribution to
a free boundary problem related to the Wiener process was done also by Chernoff
(1961, 1965, 1968); see also the book of Dynkin and Yushkevich (1969).

A simpler sequential stopping rule for testing two simple hypotheses is

Nε = min{n ≥ 1 : π (Xn) ≤ ε or π (Xn) ≥ 1 − ε}. (8.2.27)
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If π (XN ) ≤ ε then H0 is rejected, and if π (XN ) ≥ 1 − ε then H0 is accepted. This
stopping rule is equivalent to a Wald SPRT (A, B) with the limits

A = επ

(1 − ε)(1 − π )
and B = (1 − ε)π

ε(1 − π )
.

If π = 1

2
then, according to the results of Section 4.8.1, the average error probability

is less than or equal to ε. This result can be extended to the problem of testing k
simple hypotheses (k ≥ 2), as shown in the following.

Let H1, . . . , Hk be k hypotheses (k ≥ 2) concerning the distribution of a random
variable (vector) X . According to Hj , the p.d.f. of X is f j (x ; θ ), θ ∈ � j , j = 1, . . . , k.
The parameter θ is a nuisance parameter, whose parameter space � j may depend
on Hj . Let G j (θ), j = 1, . . . , k, be a prior distribution on � j , and let π j be the

prior probability that Hj is the true hypothesis,
k∑

j=1

π j = 1. Given n observations on

X1, . . . , Xn , which are assumed to be conditionally i.i.d., we compute the predictive
likelihood of Hj , namely,

L j (Xn) =
∫
� j

n∏
i=1

f (Xi ; θ )dG j (θ), (8.2.28)

j = 1, . . . , k. Finally, the posterior probability of Hj , after n observations, is

π j (Xn) = π j L j (Xn)
k∑

i=1

π j Li (Xn)

, j = 1, . . . , k. (8.2.29)

We consider the following Bayesian stopping variable, for some 0 < ε < 1.

Nε = min{n, n ≥ 1 : max
1≤ j≤k

π j (Xn) ≥ 1 − ε}. (8.2.30)

Obviously, one considers small values of ε, 0 < ε < 1/2, and for such ε, there is a
unique value j0

ε such that π j0
ε
(XNε

) ≥ 1 − ε. At stopping, hypothesis Hj0
ε

is accepted.
For each n ≥ 1, partition the sample space X (n) of Xn to (k + 1) disjoint sets

D(n)
j = {xn : π j (xn) ≥ 1 − ε}, j = 1, . . . , k
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and D(n)
0 = X n −

k⋃
j=1

D(n)
j . As long as xn ∈ D(n)

0 we continue sampling. Thus, Nε =

min

⎧⎨⎩n ≥ 1 : xn ∈
k⋃

j=1

D(n)
j

⎫⎬⎭. In this sequential testing procedure, decision errors

occur at stopping, when the wrong hypothesis is accepted. Thus, let δi j denote the
predictive probability of accepting Hi when Hj is the correct hypothesis. That is,

δi j =
∞∑

n=1

∫
{xn∈D(n)

i }
L j (xn)dμ(xn). (8.2.31)

Note that, for π∗ = 1 − ε, π j (xn) ≥ π∗ if, and only if,

∑
i 
= j

πi Li (xn) ≤ 1 − π∗

π∗ π j L j (xn). (8.2.32)

Let α j denote the predictive error probability of rejecting Hj when it is true, i.e.,

α j =
∑
i 
= j

δi j .

The average predictive error probability is ᾱπ =
k∑

j=1

π jα j .

Theorem 8.2.1. For the stopping variable Nε , the average predictive error proba-
bility is ᾱπ ≤ ε.

Proof. From the inequality (8.2.32), we obtain

δi j ≤
∞∑

n=1

∫
D(n)

i

[
1 − π∗

π∗ · πi

π j
Li (xn) −

∑
l 
=i 
= j

πl

π j
Ll(xn)

]
dμ(xn)

= 1 − π∗

π∗ · πi

π j
(1 − αi ) −

∑
l 
=i 
= j

πl

π j
δil .

(8.2.33)

Summing over i , we get

α j =
∑
i 
= j

δi j ≤ 1 − π∗

π∗
1

π j

∑
i 
= j

πi (1 − α) − 1

π j

∑
i 
= j

∑
l 
=i 
= j

πlδil



500 BAYESIAN ANALYSIS IN TESTING AND ESTIMATION

or

π jα j ≤ 1 − π∗

π∗
∑
i 
= j

πi (1 − αi ) −
∑
i 
= j

∑
l 
=i 
= j

πlδil .

Summing over j , we obtain

ᾱπ ≤ 1 − π∗

π∗
∑

j

∑
i 
= j

= πi (1 − αi ) −
∑

j

∑
i 
= j

∑
l 
=i 
= j

πlδil . (8.2.34)

The first term on the RHS of (8.2.34) is

1 − π∗

π∗
∑

j

∑
i 
= j

πi (1 − αi ) = 1 − π∗

π∗
∑

j

(1 − ᾱπ − π j (1 − α j ))

= 1 − π∗

π∗ (k − 1)(1 − ᾱπ ).

(8.2.35)

The second term on the RHS of (8.2.34) is

−
∑

j

∑
i 
= j

∑
l 
=i 
= j

πlδil = −
∑

j

∑
l 
= j

πl(αl − δ jl)

= −
∑

j

(ᾱπ − π jα j ) +
∑

j

∑
l 
= j

πlδ jl

= −(k − 1)ᾱπ + ᾱπ = −(k − 2)ᾱπ .

(8.2.36)

Substitution of (8.2.35) and (8.2.36) into (8.2.34) yields

ᾱπ ≤ 1 − π∗

π∗ (1 − ᾱπ )

or

ᾱπ ≤ ε.

QED

Thus, the Bayes sequential procedure given by the stopping variable Nε and the
associated decision rule can provide an excellent testing procedure when the number
of hypothesis k is large. Rogatko and Zacks (1993) applied this procedure for testing
the correct gene order. In this problem, if one wishes to order m gene loci on a
chromosome, the number of hypotheses to test is k = m!/2.



PART I: THEORY 501

8.3 BAYESIAN CREDIBILITY AND PREDICTION INTERVALS

8.3.1 Credibility Intervals

Let F = {F(x ; θ ); θ ∈ �} be a parametric family of distribution functions. Let H (θ )
be a specified prior distribution of θ and H (θ | X) be the corresponding posterior
distribution, given X. If θ is real then an interval (Lα(X), L̄α(X)) is called a Bayes
credibility interval of level 1 − α if for all X (with probability 1)

PH {Lα(X) ≤ θ ≤ L̄α(X) | X} ≥ 1 − α. (8.3.1)

In multiparameter cases, we can speak of Bayes credibility regions. Bayes tolerance
intervals are defined similarly.

Box and Tiao (1973) discuss Bayes intervals, called highest posterior density
(HPD) intervals. These intervals are defined as θ intervals for which the posterior
coverage probability is at least (1 − α) and every θ -point within the interval has
a posterior density not smaller than that of any θ -point outside the interval. More
generally, a region RH (X) is called a (1 − α) HPD region if

(i) PH (θ ∈ RH (X) | X] ≥ 1 − α, for all X; and

(ii) h(θ | x) ≥ h(φ | x), for every θ ∈ RH (x) and φ 
∈ RH (x).

The HPD intervals in cases of unimodal posterior distributions provide in nonsym-
metric cases Bayes credibility intervals that are not equal tail ones. For various
interesting examples, see Box and Tiao (1973).

8.3.2 Prediction Intervals

Suppose X is a random variable (vector) having a p.d.f. f (x ; θ ), θ ∈ �. If θ is known,
an interval Iα(θ ) is called a prediction interval for X , at level (1 − α) if

Pθ {X ∈ Iα(θ)} = 1 − α. (8.3.2)

When θ is unknown, one can use a Bayesian predictive distribution to determine an
interval Iα(H ) such that the predictive probability of {X ∈ Iα(H )} is at least 1 − α.
This predictive interval depends on the prior distribution H (θ ). After observing
X1, . . . , Xn , one can determine prediction interval (region) for (Xn+1, . . . , Xn+m) by
using the posterior distribution H (θ | Xn) for the predictive distribution fH (x | xn) =∫
�

f (x; θ )dH(θ | xn). In Example 8.12, we illustrate such prediction intervals. For

additional theory and examples, see Geisser (1993).
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8.4 BAYESIAN ESTIMATION

8.4.1 General Discussion and Examples

When the objective is to provide a point estimate of the parameter θ or a function
ω = g(θ ) we identify the action space with the parameter space. The decision function
d(X) is an estimator with domain χ and range �, or � = g(�). For various loss
functions the Bayes decision is an estimator θ̂H (X) that minimizes the posterior risk.
In the following table, we present some loss functions and the corresponding Bayes
estimators.

In the examples, we derived Bayesian estimators for several models of interest,
and show the dependence of the resulting estimators on the loss function and on the
prior distributions.

Loss Function Bayes Estimator

(θ̂ − θ )2 θ̂ (X) = EH {θ | X}
(The posterior expectation)

Q(θ )(θ̂ 2 − θ )2 EH {θQ(θ ) | X}/EH {Q(θ ) | X}
|θ̂ − θ | θ̂ (X) = median of the posterior

distribution, i.e., H−1(.5 | X).

a(θ̂ − θ )− + b(θ̂ − θ )+ The a
a+b quantile of H (θ | X);

i.e., H−1( a
a+b | X).

8.4.2 Hierarchical Models

Lindley and Smith (1972) and Smith (1973a, b) advocated a somewhat more compli-
cated methodology. They argue that the choice of a proper prior should be based on the
notion of exchangeability. Random variables W1, W2, . . . , Wk are called exchange-
able if the joint distribution of (W1, . . . , Wk) is the same as that of (Wi1 , . . . , Wik ),
where (i1, . . . , ik) is any permutation of (1, 2, . . . , k). The joint p.d.f. of exchange-
able random variables can be represented as a mixture of appropriate p.d.f.s of i.i.d.
random variables. More specifically, if, conditional on w , W1, . . . , Wk are i.i.d. with

p.d.f. f (W1, . . . , Wk ; w) =
k∏

i=1

g(Wi ,w), and if w is given a probability distribution

P(w) then the p.d.f.

f ∗(W1, . . . , Wr ) =
∫ k∏

i=1

g(Wi ; w)d P(w) (8.4.1)

represents a distribution of exchangeable random variables. If the vector X represents
the means of k independent samples the present model coincides with the Model II
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of ANOVA, with known variance components and an unknown grand mean μ. This
model is a special case of a Bayesian linear model called by Lindley and Smith a
three-stage linear model or hierarchical models. The general formulation of such a
model is

X ∼ N (A1θ1, V ),

θ 1 ∼ N (A2θ2, �| ),

and

θ2 ∼ N (A3θ3,C),

where X is an n × 1 vector, θ i are pi × 1 (i = 1, 2, 3), A1, A2, A3 are known constant
matrices, and V , �| , C are known covariance matrices. Lindley and Smith (1972)
have shown that for a noninformative prior for θ 2 obtained by letting C−1 → 0, the
Bayes estimator of θ , for the loss function L(θ̂1, θ ) = ||θ̂1 − θ1||2, is given by

θ̂1 = B−1 A′
1X, (8.4.2)

where

B = A′
1V −1 A1 + �| −1 − �| −1 A2(A′

2�| −1 A2)−1 A′
2�| −1. (8.4.3)

We see that this Bayes estimator coincides with the LSE, (A′ A)−1 A′ X , when V = I
and �| −1 → 0. This result depends very strongly on the knowledge of the covariance
matrix V . Lindley and Smith (1972) suggested an iterative solution for a Bayesian
analysis when V is unknown. Interesting special results for models of one way and
two-way ANOVA can be found in Smith (1973b).

A comprehensive Bayesian analysis of the hierarchical Model II of ANOVA is
given in Chapter 5 of Box and Tiao (1973).

In Gelman et al. (1995, pp. 129–134), we find an interesting example of a
hierarchical model in which

Ji | θi ∼ B(ni , θi ), i = 1, . . . , k.

θ1, . . . , θk are conditionally i.i.d., with

θi | α, β ∼ Beta(α, β), i = 1, . . . , k

and (α, β) have an improper prior p.d.f.

h(α, β) ∝ (α + β)−5/2.
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According to this model, θ = (θ1, . . . , θk ) is a vector of priorly exchangeable (not
independent) parameters. We can easily show that the posterior joint p.d.f. of θ , given
J = (J1, . . . , Jk) and (α, β) is

h(θ | J, α, β) =
k∏

j=1

1

B(α + Jj , β + n j − Jj )
θ
α+J j −1
j (1 − θ j )

β+n j −Jj −1. (8.4.4)

In addition, the posterior p.d.f. of (α, β) is

g(α, β | J) ∝ g(α, β)
k∏

j=1

B(α + Ji , β + n j − J j )

B(α, β)
. (8.4.5)

The objective is to obtain the joint posterior p.d.f.

h(θ | J) =
∫ ∞

0

∫ ∞

0
h(θ | J, α, β)g(α, β | J)dαdβ

=
∫ ∞

0

∫ ∞

0
g(α, β)

k∏
j=1

1

B(α, β)
θ
α+Jj −1
j (1 − θ j )

β+n j −J j −1dαdβ.

From h(θ | J) one can derive a credibility region for θ , etc.

8.4.3 The Normal Dynamic Linear Model

In time-series analysis for econometrics, signal processing in engineering and other
areas of applications, one often encounters series of random vectors that are related
according to the following linear dynamic model

Yn = Aθn + εn,

θ n = Gθn−1 + ωn, n ≥ 1,
(8.4.6)

where A and G are known matrices, which are (for simplicity) fixed. {εn} is a sequence
of i.i.d. random vectors; {ωn} is a sequence of i.i.d. random vectors; {εn} and {ωn}
are independent sequences, and

εn ∼ N (0, V ),

ωn ∼ N (0,�).
(8.4.7)

We further assume that θ0 has a prior normal distribution, i.e.,

θ0 ∼ N (η0,C0), (8.4.8)
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and that θ0 is independent of {εt } and {ωt}. This model is called the normal random
walk model.

We compute now the posterior distribution of θ1, given Y1. From multivariate
normal theory, since

Y1 | θ1 ∼ N (Aθ1, V ),

θ1 | θ0 ∼ N (Gθ0,�),

and

θ0 ∼ N (η0,C0),

we obtain

θ 1 ∼ N (Gη0,� + GC0G ′).

Let F1 = � + GC0G ′. Then, we obtain after some manipulations

θ1 | Y1 ∼ N (η1,C1),

where

η1 = Gη0 + F1 A′[V + AF1 A′]−1(Y1 − AGη0), (8.4.9)

and

C1 = F1 − Fj A′[V + AF1 A′]−1 AF1. (8.4.10)

Define, recursively for j ≥ 1

Fj = � + GC j−1G ′,

and

C j = Fj − Fj A′[V + AFj A′]−1 AFj

η j = Gη j−1 + Fj A′[V + AFj A′]−1(Y j − AGη j−1).
(8.4.11)

The recursive equations (8.4.11) are called the Kalman filter. Note that, for each
n ≥ 1, ηn depends on Dn = (Y1, . . . ,Yn). Moreover, we can prove by induction on
n, that

θn | Dn ∼ N (ηn,Cn), (8.4.12)
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for all n ≥ 1. For additional theory and applications in Bayesian forecasting and
smoothing, see Harrison and Stevens (1976), West, Harrison, and Migon (1985), and
the book of West and Harrison (1997). We illustrate this sequential Bayesian process
in Example 8.19.

8.5 APPROXIMATION METHODS

In this section, we discuss two types of methods to approximate posterior distributions
and posterior expectations. The first type is analytical, which is usually effective in
large samples. The second type of approximation is numerical. The numerical approx-
imations are based either on numerical integration or on simulations. Approximations
are required when an exact functional form for the factor of proportionality in the pos-
terior density is not available. We have seen such examples earlier, like the posterior
p.d.f. (8.1.4).

8.5.1 Analytical Approximations

The analytic approximations are saddle-point approximations, based on variations of
the Laplace method, which is explained now.

Consider the problem of evaluating the integral

I =
∫

· · ·
∫

f (θ) exp{−nk(θ)}dθ , (8.5.1)

where θ is m-dimensional, and k(θ ) has sufficiently high-order continuous partial
derivatives. Consider first the case of m = 1. Let θ̂ be an argument maximizing
−k(θ ). Make a Taylor expansion of k(θ ) around θ̂ , i.e.,

k(θ ) = k(θ̂) + (θ − θ̂)k ′(θ̂ ) + 1

2
(θ − θ̂ )2k ′′(θ̂) + o(θ − θ̂ )2, as θ → θ̂ . (8.5.2)

k ′(θ̂) = 0 and k ′′(θ̂) > 0. Thus, substituting (8.5.2) in (8.5.1), the integral I is approx-
imated by

I ∼=
∫

f (θ ) exp
{
−nk(θ̂ ) − n

2
k ′′(θ̂ )(θ − θ̂ )2

}
dθ

= exp{−nk(θ̂)}
√

2π

nk′′(θ̂)
EN { f (θ )},

(8.5.3)

where EN { f (θ )} is the expected value of f (θ ), with respect to the normal dis-

tribution with mean θ̂ and variance σ̂ 2
n = 1

nk′′(θ̂ )
. The expectation EN { f (θ )} can
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be sometimes computed exactly, or one can apply the delta method to obtain the
approximation

EN { f (θ )} = f (θ̂) + 1

2n

f ′′(θ̂ )

k ′′(θ̂)
+ O(n−3/2). (8.5.4)

Often we see the simpler approximation, in which f (θ̂ ) is used for EN { f (θ̂)}. In this
case, the approximation error is O(n−1). If we use f (θ̂ ) for EN { f (θ )}, we obtain the
approximation

I ∼= exp{−nk(θ̂ )} f (θ̂ )

√
2π

nk ′′(θ )
. (8.5.5)

In the m > 1 case, the approximating formula becomes

Î =
(

2π

n

)m/2

|�| (θ̂)|1/2 f (θ̂ ) exp{−nk(θ̂)}, (8.5.6)

where

�| −1(θ̂ ) =
(

∂2

∂θi∂θ j
k(θ), i, j = 1, . . . ,m

) ∣∣∣∣
θ=θ̂

. (8.5.7)

These approximating formulae can be applied in Bayesian analysis, by letting −nk(θ )
be the log-likelihood function, l(θ∗ | Xn); θ̂ be the MLE, θ̂n , and �| −1(θ̂) be J(θ̂n)
given in (7.7.15). Accordingly, the posterior p.d.f., when the prior p.d.f. is h(θ), is
approximated by

h(θ | Xn) ∼= Cn(Xn)h(θ) exp
{
−n

2
(θ − θ̂n)′ J (θ̂n)(θ − θ̂n)

}
. (8.5.8)

In this formula, θ̂n is the MLE of θ and

Cn(Xn) =
[∫

· · ·
∫

h(θ) exp
{
−n

2
(θ − θ̂n)′J(θ̂n)(θ − θ̂n)

}
dθ

]−1

= [(2π )
m
2 | J(θ̂n)|−1/2 EN {h(θ)}]−1.

(8.5.9)

If we approximate EN {h(θ)} by h(θ̂ n), then the approximating formula reduces to

h(θ | Xn) ∼= nm/2

(2π )m/2
|J (θ̂n)|1/2 exp

{
−n

2
(θ − θ̂n)′J(θ̂n) · (θ − θ̂n)

}
. (8.5.10)
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This is a large sample normal approximation to the posterior density of θ . We can
write this, for large samples, as

θ | Xn ≈ N

(
θ̂n,

1

n
(Jn(θ̂n))−1

)
. (8.5.11)

Note that Equation (8.5.11) does not depend on the prior distribution, and is not
expected therefore to yield good approximation to h(θ | Xn) if the samples are not
very large.

One can improve upon the normal approximation (8.5.11) by combining the
likelihood function and the prior density h(θ) in the definition of k(θ). Thus, let

k̃(θ ) = −1

n
(l(θ | Xn) + log h(θ)). (8.5.12)

Let θ̃ be a value of θ maximizing −nk̃(θ), or θ̃n the root of

�θ l(θ | Xn) + 1

h(θ)
�θ h(θ) = 0. (8.5.13)

Let

J̃(θ) = J(θ ) − 1

n

(
∂2

∂θi∂θ j
log h(θ)

)
. (8.5.14)

Then, the saddle-point approximation to the posterior p.d.f. h(θ | Xn) is

h∗(θ | Xn) =
( n

2π

)m/2
|J̃(θ̃n)|1/2 · h(θ)L(θ | Xn)

h(θ̃n)L(θ̃n | Xn)
. (8.5.15)

This formula is similar to Barndorff-Nielsen p∗-formula (7.7.15) and reduces to the
p∗-formula if h(θ)dθ ∝ dθ . The normal approximation is given by (8.5.11), in which
θ̂n is replaced by θ̃n and J(θ̂n) is replaced by J̃(θ̃n).

For additional reading on analytic approximation for large samples, see Gamerman
(1997, Ch. 3), Reid (1995, pp. 351–368), and Tierney and Kadane (1986).

8.5.2 Numerical Approximations

In this section, we discuss two types of numerical approximations: numerical inte-
grations and simulations. The reader is referred to Evans and Swartz (2001).
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I. Numerical Integrations
We have seen in the previous sections that, in order to evaluate posterior p.d.f., one
has to evaluate integrals of the form

I =
∫ ∞

−∞
L(θ | Xn)h(θ )dθ. (8.5.16)

Sometimes these integrals are quite complicated, like that of the RHS of Equa-
tion (8.1.4).

Suppose that, as in (8.5.16), the range of integration is from −∞ to ∞ and
I < ∞. Consider first the case where θ is real. Making the one-to-one transformation
ω = eθ /(1 + eθ ), the integral of (8.5.16) is reduced to

I =
∫ 1

0
q

(
log

ω

1 − ω

)
1

ω(1 − ω)
dω, (8.5.17)

where q(θ ) = L(θ | Xn)h(θ ). There are many different methods of numerical inte-
gration. A summary of various methods and their accuracy is given in Abramowitz
and Stegun (1968, p. 885). The reader is referred also to the book of Davis and
Rabinowitz (1984).

If we define f (ω) so that

f (ω) = q

(
log

ω

1 − ω

)
1

ω3/2(1 − ω)1/2
(8.5.18)

then, an n-point approximation to I is given by

În =
n∑

i=1

pi f (ωi ), (8.5.19)

where

ωi = cos2

(
π

2
· 2i − 1

2n + 1

)
, i = 1, . . . , n

pi = 2π

2n + 1
ωi , i = 1, . . . , n.

(8.5.20)

The error in this approximation is

Rn = π

(2n)!24n+1
f (2n)(ξ ), 0 < ξ < 1. (8.5.21)
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Integrals of the form

I =
∫ 1

−1
q(u)du =

∫ 1

0
q(u)du +

∫ 1

0
q(−u)du. (8.5.22)

Thus, (8.5.22) can be computed according to (8.5.19). Another method is to use an
n-points Gaussian quadrature formula:

I ∗
n =

n∑
i=1

ωi q(ui ), (8.5.23)

where ui and wi are tabulated in Table 25.4 of Abramowitz and Stegun (1968,
p. 916). Often it suffices to use n = 8 or n = 12 points in (8.5.23).

II. Simulation

The basic theorem applied in simulations to compute an integral I =
∫

f (θ )dH(θ )

is the strong law of large numbers (SLLN). We have seen in Chapter 1 that if
X1, X2, . . . is a sequence of i.i.d. random variables having a distribution FX (x), and

if
∫ ∞

−∞
|g(x)|dF(x) < ∞ then

1

n

n∑
i=1

g(Xi )
a.s.−→

n→∞

∫ ∞

−∞
g(x)dF(x).

This important result is applied to approximate an integral
∫ ∞

−∞
f (θ )dH(θ ) by a

sequence θ1, θ2, . . . of i.i.d. random variables, generated from the prior distribution
H (θ ). Thus, for large n,

∫ ∞

−∞
f (θ )dH(θ ) ∼= 1

n

n∑
i=1

f (θi ). (8.5.24)

Computer programs are available in all statistical packages that simulate realizations
of a sequence of i.i.d. random variables, having specified distributions. All programs
use linear congruential generators to generate “pseudo” random numbers that have
approximately uniform distribution on (0, 1). For discussion of these generators, see
Bratley, Fox, and Schrage (1983).

Having generated i.i.d. uniform R(0, 1) random variables U1,U2, . . . ,Un , one
can obtain a simulation of i.i.d. random variables having a specific c.d.f. F , by the
transformation

Xi = F−1(Ui ), i = 1, . . . , n. (8.5.25)
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In some special cases, one can use different transformations. For example, if U1, U2

are independent R(0, 1) random variables then the Box-Muller transformation

X1 = (−2 log U1)1/2 cos(2πU2),

X2 = (−2 log U1)1/2 sin(2πU2),
(8.5.26)

yields two independent random variables having a standard normal distribution. It is
easier to simulate a N (0, 1) random variable according to (8.5.26) than according to
X = �−1(U ). In today’s technology, one could choose from a rich menu of simulation
procedures for many of the common distributions.

If a prior distribution H (θ) is not in a simulation menu, or if h(θ )dθ is not

proper, one can approximate
∫ ∞

−∞
f (θ )h(θ)dθ by generating θ 1, . . . , θn from another

convenient distribution, λ(θ)dθ say, and using the formula

∫ ∞

−∞
f (θ)h(θ)dθ ∼= 1

n

n∑
i=1

f (θ i )
h(θ i )

λ(θ i )
. (8.5.27)

The method of simulating from a substitute p.d.f.λ(θ ) is called importance sampling,
and λ(θ) is called an importance density. The choice of λ(θ) should follow the
following guidelines:

(i) The support of λ(θ) should be the same as that of h(θ);

(ii) λ(θ) should be similar in shape, as much as possible, to h(θ); i.e., λ(θ) should
have the same means, standard deviations and other features, as those of h(θ).

The second guideline is sometimes complicated. For example, if h(θ )d(θ )

is the improper prior dθ and I =
∫ ∞

−∞
f (θ )dθ , where

∫ ∞

−∞
| f (θ )|dθ < ∞, one

could use first the monotone transformation x = eθ /(1 + eθ ) to reduce I to I =∫ 1

0
f

(
log

x

1 − x

)
dx

x(1 − x)
. One can use then a beta, β(p, q), importance density

to simulate from, and approximate I by

Ĩ = 1

n

n∑
i=1

f

(
log

Xi

1 − Xi

)
B(p, q)

X p
i (1 − Xi )q

.

It would be simpler to use β(1, 1), which is the uniform R(0, 1).
An important question is, how large should the simulation sample be, so that the

approximation will be sufficiently precise. For large values of n, the approximation
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În = 1√
n

n∑
i=1

f (θ i )h(θ i ) is, by Central Limit Theorem, approximately distributed like

N

(
I,

τ 2

n

)
, where

τ 2 = VS{ f (θ )h(θ)}.

VS(·) is the variance according to the simulation density. Thus, n could be chosen

sufficiently large, so that Z1−α/2 · τ√
n

< δ. This will guarantee that with confidence

probability close to (1 − α) the true value of I is within Î ± δ. The problem, however,
is that generally τ 2 is not simple or is unknown. To overcome this problem one could
use a sequential sampling procedure, which attains asymptotically the fixed width
confidence interval. Such a procedure was discussed in Section 6.7.

We should remark in this connection that simulation results are less accurate
than those of numerical integration. One should use, as far as possible, numerical
integration rather than simulation.

To illustrate this point, suppose that we wish to compute numerically

I = 1√
2π

∫ ∞

−∞
exp

{
−1

2
x2

}
dx = 1.

Reduce I , as in (8.5.17), to

I = 1√
2π

∫ 1

0
exp

{
−1

2

(
log

u

1 − u

)2
}

du

u(1 − u)
.

Simulation of N = 10, 000 random variables Ui ∼ R(0, 1) yields the approximation

Î10,000 = 1

10, 000
√

2π

10,000∑
i=1

exp

{
−1

2

(
log

Ui

1 − ui

)2
}

1

ui (1 − ui )
.

= 1.001595.

On the other hand, a 10-point numerical integration, according to (8.5.29), yields

Î10 = 1.

When θ is m-dimensional, m ≥ 2, numerical integration might become too difficult.
In such cases, simulations might be the answer.
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8.6 EMPIRICAL BAYES ESTIMATORS

Empirical Bayes estimators were introduced by Robbins (1956) for cases of repetitive
estimation under similar conditions, when Bayes estimators are desired but the statis-
tician does not wish to make specific assumptions about the prior distribution. The
following example illustrates this approach. Suppose that X has a Poisson distribution
P(λ), and λ has some prior distribution H (λ), 0 < λ < ∞. The Bayes estimator of
λ for the squared-error loss function is

E{λ | X} =

∫ ∞

0
λp(X ; λ)dH(λ)∫ ∞

0
p(X ; λ)dH(λ)

,

where p(x ; λ) denotes the p.d.f. of P(λ) at the point x . Since λp(x ; λ) = (x + 1) ·
p(x + 1; λ) for every λ and each x = 0, 1, . . . we can express the above Bayes
estimator in the form

EH {λ | X} = (X + 1)

∫ ∞

0
p(X + 1; λ)dH(λ)∫ ∞

0
p(X ; λ)dH(λ)

= (X + 1)pH (X + 1)/pH (X ),

(8.6.1)

where pH (x) is the predictive p.d.f. at x . Obviously, in order to determine
the posterior expectation we have to know the prior distribution H (λ). On
the other hand, if the problem is repetitive in the sense that a sequence
(X1, λ1), (X2, λ2), . . . , (Xn, λn), . . . , is generated independently so that λ1, λ2, . . .

are i.i.d. having the same prior distribution H (λ), and X1, . . . , Xn are conditionally
independent, given λ1, . . . , λn , then we consider the sequence of observable random
variables X1, . . . , Xn, . . . as i.i.d. from the mixture of Poisson distribution with p.d.f.
pH ( j), j = 0, 1, 2, . . .. Thus, if on the nth epoch, we observe Xn = i0 we estimate,
on the basis of all the data, the value of pH (i0 + 1)/pH (i0). A consistent estimator

of pH ( j), for any j = 0, 1, . . . is
1

n

n∑
i=1

I {Xi = j}, where I {Xi = j} is the indicator

function of {Xi = j}. This follows from the SLLN. Thus, a consistent estimator of
the Bayes estimator EH {λ | Xn} is

λ̂n = (Xn + 1)

n∑
i=1

I {Xi = Xn + 1}
n∑

i=1

I {Xi = Xn}
. (8.6.2)
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This estimator is independent of the unknown H (λ), and for large values of n is
approximately equal to EH {λ | Xn}. The estimator λ̂n is called an empirical Bayes
estimator. The question is whether the prior risks, under the true H (λ), of the esti-
mators λn converge, as n → ∞, to the Bayes risk under H (λ). A general discussion
of this issue with sufficient conditions for such convergence of the associated prior
risks is given in the paper of Robbins (1964).

Many papers were written on the application of the empirical Bayes estimation
method to repetitive estimation problems in which it is difficult or impossible to
specify the prior distribution exactly. We have to remark in this connection that the
empirical Bayes estimators are only asymptotically optimal. We have an adaptive
decision process which corrects itself and approaches the optimal decisions only
when n grows. How fast does it approach the optimal decisions? It depends on the
amount of a priori knowledge of the true prior distribution. The initial estimators may
be far from the true Bayes estimators. A few studies have been conducted to estimate
the rate of approach of the prior risks associated with the empirical Bayes decisions to
the true Bayes risk. Lin (1974) considered the one parameter exponential family and
the estimation of a function λ(θ ) under squared-error loss. The true Bayes estimator is

λ̂(x) =
∫

λ(θ ) f (x ; θ )dH(θ )/
∫

f (x ; θ )dH(θ ),

and it is assumed that λ̂(x) fH (x) can be expressed in the form
m∑

i=0

ωt (x) f (i)
H (x), where

f (i)
H (x) is the i th order derivative of fH (x) with respect to x . The empirical Bayes

estimators considered are based on consistent estimators of the p.d.f. fH (x) and its
derivatives. For the particular estimators suggested it is shown that the rate of approach
is of the order 0(n−α) with 0 < α ≤ 1/3, where n is the number of observations.

In Example 8.26, we show that if the form of the prior is known, the rate of
approach becomes considerably faster. When the form of the prior distribution is
known the estimators are called semi-empirical Bayes, or parametric empirical
Bayes.

For further reading on the empirical Bayes method, see the book of Maritz (1970)
and the papers of Casella (1985), Efron and Morris (1971, l972a, 1972b), and Susarla
(1982).

The E-M algorithm discussed in Example 8.27 is a very important procedure for
estimation and overcoming problems of missing values. The book by McLachlan and
Krishnan (1997) provides the theory and many interesting examples.

PART II: EXAMPLES

Example 8.1. The experiment under consideration is to produce concrete under
certain conditions of mixing the ingredients, temperature of the air, humidity, etc.
Prior experience shows that concrete cubes manufactured in that manner will have a
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compressive strength X after 3 days of hardening, which has a log-normal distribution
L N (μ, σ 2). Furthermore, it is expected that 95% of such concrete cubes will have
compressive strength in the range of 216–264 (kg/cm2).

According to our model, Y = log X ∼ N (μ, σ 2). Taking the (natural) logarithms
of the range limits, we expect most Y values to be within the interval (5.375,5.580).

The conditional distribution of Y given (μ, σ 2) is

Y | μ, σ 2 ∼ N (μ, σ 2).

Suppose that σ 2 is fixed at σ 2 = 0.001, and μ has a prior normal distribution μ ∼
N (μ0, τ

2), then the predictive distribution of Y is N (μ0, σ
2 + τ 2). Substituting μ0 =

5.475, the predictive probability that Y ∈ (5.375, 5.580), if
√
σ 2 + τ 2 = 0.051 is

0.95. Thus, we choose τ 2 = 0.0015 for the prior distribution of μ.
From this model of Y | μ, σ 2 ∼ N (μ, σ 2) and μ ∼ N (μ0, τ

2). The bivariate dis-
tribution of (Y, μ) is (

Y

μ

)
∼ N

([
μ0

μ0

]
,

[
σ 2 + τ 2 τ 2

τ 2 τ 2

])
.

Hence, the conditional distribution of μ given {Y = y} is, as shown in Section 2.9,

μ | Y = y ∼ N

(
μ0 + τ 2

σ 2 + τ 2
(y − μ0), τ 2 σ 2

σ 2 + τ 2

)
∼ N (219 + 0.6y, 0.0006).

The posterior distribution of μ, given {Y = y} is normal.

Example 8.2. (a) X1, X2, . . . , Xn given λ are conditionally i.i.d., having a Poisson
distribution P(λ), i.e., F = {P(λ), 0 < λ < ∞}.

Let H = {G(�,α), 0 < α,� < ∞}, i.e., H is a family of prior gamma distribu-

tions for λ. The minimal sufficient statistics, given λ, is Tn =
n∑

i=1

Xi . Tn | λ ∼ P(λn).

Thus, the posterior p.d.f. of λ, given Tn, is

h(λ | Tn) ∝ λTn e−nλ · λα−1e−λ�

= λTn+α−1e−λ(n+�).

Hence, λ | Tn ∼ G(n + �, Tn + α). The posterior distribution belongs to H.
(b) F = {G(λ, α), 0 < λ < ∞}, α fixed. H = {G(�, ν), 0 < ν,� < ∞}.

h(λ | X ) ∝ λαe−λX · λν−1e−λ�

= λν+α−1e−λ(X+�)

Thus, λ | X ∼ G(X + �, ν + α).
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Example 8.3. The following problem is often encountered in high technology
industry.

The number of soldering points on a typical printed circut board (PCB) is often very
large. There is an automated soldering technology, called “wave soldering,” which
involves a large number of different factors (conditions) represented by variables
X1, X2, · · · , Xk . Let J denote the number of faults in the soldering points on a
PCB. One can model J as having conditional Poisson distribution with mean λ,
which depends on the manufacturing conditions X1, . . . , Xk according to a log-linear
relationship

log λ = β0 +
k∑

i=1

βi xi = β ′x,

where β ′ = (β0, . . . , βk) and x = (1, x1, . . . , xk). β is generally an unknown para-
metric vector. In order to estimate β, one can design an experiment in which the
values of the control variables X1, . . . , Xk are changed.

Let Ji be the number of observed faulty soldering points on a PCB, under control
conditions given by xi (i = 1, . . . , N ). The likelihood function of β, given J1, . . . , JN

and x1, . . . , xN , is

L(β | J1, . . . , JN , x1, . . . , xN ) =
N∏

i=1

exp{Ji x′
iβ − eβ ′xi }

= exp{w′
N β −

N∑
i=1

ex′
i β},

where wN =
N∑

i=1

Ji xi . If we ascribe β a prior multinormal distribution, i.e.,

β ∼ N (β0, V ) then the posterior p.d.f. of β, given DN = (J1, . . . , JN , x1, . . . , xN ),
is

h(β | DN ) ∝ exp

{
w′

N β −
N∑

i=1

ex′
i β − 1

2
(β − β0)′V −1(β − β0)

}
.

It is very difficult to express analytically the proportionality factor, even in special
cases, to make the RHS of h(β | DN ) a p.d.f.

Example 8.4. In this example, we derive the Jeffreys prior density for several
models.

A. F = {b(x ; n, θ ), 0 < θ < 1}.
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This is the family of binomial probability distributions. The Fisher information
function is

I (θ ) = 1

θ (1 − θ )
, 0 < θ < 1.

Thus, the Jeffreys prior for θ is

h(θ ) ∝ θ−1/2(1 − θ )−1/2, 0 < θ < 1.

In this case, the prior density is

h(θ ) = 1

π
θ−1/2(1 − θ )−1/2, 0 < θ < 1.

This is a proper prior density. The posterior distribution of θ , given X , under the

above prior is Beta

(
X + 1

2
, n − X + 1

2

)
.

B. F = {N (μ, σ 2); −∞ < μ < ∞, 0 < σ < ∞}.
The Fisher information matrix is given in (3.8.8). The determinant of this matrix

is |I (μ, σ 2)| = 1/2σ 6. Thus, the Jeffreys prior for this model is

h(μ, σ 2) ∝ dμ
1

(σ 2)3/2
.

Using this improper prior density the posterior p.d.f. of (μ, σ 2), given X1, . . . , Xn,

is

h(μ, σ 2 | X̄n, Q) =
√

nQ
n
2 e− 1

2σ2 (n(μ−X̄n )2+Q)

�

(
1

2

)
�
(n

2

)
2

n+1
2 (σ 2)

n+3
2

,

where X̄n = 1

n

n∑
i=1

Xi , Q =
n∑

i=1

(Xi − X̄n)2. The parameter φ = 1

σ 2
is called the pre-

cision parameter. In terms of μ and φ, the improper prior density is

h(μ, φ) ∝ φ−1/2.

The posterior density of (μ, φ) correspondingly is

h(μ, φ | X̄n, Q) =
√

nQ
n
2 e− φ

2 [n(μ−X̄n )2+Q]φ
n−1

2

�

(
1

2

)
�
(n

2

)
2

n+1
2

.



518 BAYESIAN ANALYSIS IN TESTING AND ESTIMATION

Example 8.5. Consider a simple inventory system in which a certain commodity
is stocked at the beginning of every day, according to a policy determined by the
following considerations. The daily demand (in number of units) is a random variable
X whose distribution belongs to a specified parametric family F . Let X1, X2, . . .

denote a sequence of i.i.d. random variables, whose common distribution F(x ; θ )
belongs to F and which represent the observed demand on consecutive days. The
stock level at the beginning of each day, Sn , n = 1, 2, . . . can be adjusted by increasing
or decreasing the available stock at the end of the previous day. We consider the
following inventory cost function

K (s, x) = c(s − x)+ − h(s − x)−,

where c, 0 < c < ∞, is the daily cost of holding a unit in stock and h, 0 < h < ∞
is the cost (or penalty) for a shortage of one unit. Here (s − x)+ = max(0, s − x)
and (s − x)− = − min(0, s − x). If the distribution of X , F(x ; θ ) is known, then the
expected cost R(S, θ ) = Eθ {K (S, X )} is minimized by

S0(θ ) = F−1

(
h

c + h
; θ

)
,

where F−1(γ ; θ ) is the γ -quantile of F(x ; θ ). If θ is unknown we cannot determine
S0(θ ). We show now a Bayesian approach to the determination of the stock levels.
Let H (θ ) be a specific prior distribution of θ . The prior expected daily cost is

ρ(S, H ) =
∫
�

R(S, θ )h(θ )dθ,

or, since all the terms are nonnegative

ρ(S, H ) =
∫
�

h(θ )

{ ∞∑
x=0

f (x ; θ )K (S, x)

}
dθ

=
∞∑

x=0

K (S, x)
∫
�

f (x ; θ )h(θ )dθ.

The value of S which minimizes ρ(S, H ) is similar to (8.1.27),

S0(H ) = F−1
H

(
h

c + h

)
,

i.e., the h/(c + h)th-quantile of the predictive distribution FH (x).
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After observing the value x1 of X1, we convert the prior distribution H (θ ) to a
posterior distribution H1(θ | x1) and determine the predictive p.d.f. for the second
day, namely

fH1 (y) =
∫
�

f (y; θ )h1(θ | x1)dθ.

The expected cost for the second day is

ρ(S2, H ) =
∞∑

y=0

K (S2, y) fH (y).

Moreover, by the law of the iterated expectations

fH (y) =
∞∑

x=0

fH1 (y | x) fH (x).

Hence,

ρ(S2, H ) =
∞∑

x=0

fH (x)
∞∑

y=0

K (S2, y) fH1 (y | x).

The conditional expectation
∞∑

y=0

K (S2, y) fH1 (y | x) is the posterior expected cost

given X1 = x ; or the predictive cost for the second day. The optimal choice of S2 given
X1 = x is, therefore, the h/(c + h)-quantile of the predictive distribution FH1 (y | x)

i.e., S0
2 (H ) = F−1

H1

(
h

c + h
| x

)
. Since this function minimizes the predictive risk

for every x , it minimizes ρ(S2, H ). In the same manner, we prove that after n days,
given Xn = (x1, . . . , xn) the optimal stock level for the beginning of the (n + 1)st

day is the
h

c + h
-quantile of the predictive distribution of Xn+1, given Xn = xn , i.e.,

S0
n+1(xn) = F−1

Hn

(
h

c + h
| xn

)
, where the predictive p.d.f. of Xn+1, given Xn = x is

fHn (y | x) =
∫
�

f (y; θ )h(θ | x)dθ,

and h(θ | x) is the posterior p.d.f. of θ given Xn = x . The optimal stock levels are
determined sequentially for each day on the basis of the demand of the previous days.
Such a procedure is called an adaptive procedure. In particular, if X1, X2, . . . is a
sequence of i.i.d. Poisson random variables (r.v.s), P(θ ) and if the prior distribution
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H (θ ) is the gamma distribution, G

(
1

τ
, ν

)
, the posterior distribution of θ after n

observations is the gamma distribution G

(
1

τ
+ n, ν + Tn

)
, where Tn =

n∑
i=1

Xi . Let

g(θ | n + 1
τ
, ν + Tn) denote the p.d.f. of this posterior distribution. The predictive

distribution of Xn+1 given Xn , which actually depends only on Tn , is

fHn (y | Tn) = 1

y!

∫ ∞

0
e−θ θ yg

(
θ | 1

τ
+ n, ν + Tn

)
dθ

= �(ν + y + Tn)

�(y + 1)�(ν + Tn)
ψ y

n (1 − ψn)ν+Tn ,

where ψn = τ/(1 + (n + 1)τ ). This is the p.d.f. of the negative binomial N B(ψn,

ν + Tn). It is interesting that in the present case the predictive distribution belongs
to the family of the negative-binomial distributions for all n = 1, 2, . . .. We can also
include the case of n = 0 by defining T0 = 0. What changes from one day to another
are the parameters (ψn, ν + Tn). Thus, the optimal stock level at the beginning of the
(n + 1)st day is the h/(c + h)-quantile of the N B(ψn, ν + Tn).

Example 8.6. Consider the testing problem connected with the problem of detect-
ing disturbances in a manufacturing process. Suppose that the quality of a product is
presented by a random variable X having a normal distribution N (θ, 1). When the
manufacturing process is under control the value of θ should be θ0. Every hour an
observation is taken on a product chosen at random from the process. Consider the
situation after n hours. Let X1, . . . , Xn be independent random variables represent-
ing the n observations. It is suspected that after k hours of operation 1 < k < n a
malfunctioning occurred and the expected value θ shifted to a value θ1 greater than
θ0. The loss due to such a shift is (θ1 − θ0) [$] per hour. If a shift really occurred the
process should be stopped and rectified. On the other hand, if a shift has not occurred
and the process is stopped a loss of K [$] is charged. The prior probability that the
shift occurred is ψ . We present here the Bayes test of the two hypotheses

H0 : X1, . . . , Xn are i.i.d. like N (θ0, 1)

against

H1 :X1, . . . , Xk are i.i.d. like N (θ0, 1) and

Xk+1, . . . , Xn are i.i.d. like N (θ1, 1),

for a specified k, 1 ≤ k ≤ n − 1; which is performed after the nth observation.
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The likelihood functions under H0 and under H1 are, respectively, when Xn = xn

L0(xn) = exp

{
−1

2

n∑
i=1

(xi − θ0)2

}
,

and

L1(xn) = exp

{
−1

2

[
k∑

i=1

(xi − θ0)2 +
n∑

i=k+1

(xi − θ1)2

]}
.

Thus, the posterior probability that H0 is true is

π (xn) = πL0(xn)/{πL0(xn) + (1 − π )L1(xn)},

where π = 1 − ψ . The ratio of prior risks is in the present case Kπ/((1 − π )(n −
k)(θ1 − θ0)). The Bayes test implies that H0 should be rejected if

X̄∗
n−k ≥ θ0 + θ1

2
+ 1

(n − k)(θ1 − θ0)
log

Kπ

(1 − π )(n − k)(θ1 − θ0)
,

where X̄∗
n−k = 1

n − k

n∑
j=k+1

X j .

The Bayes (minimal prior) risk associated with this test is

ρ(π ) = πK ε0(π ) + (1 − π )(n − k)(θ1 − θ0)ε1(π ),

where ε0(π ) and ε1(π ) are the error probabilities of rejecting H0 or H1 when they are
true. These error probabilities are given by

ε0(π ) = Pθ0

[
X̄∗

n−k ≥ θ0 + θ1

2
+ An−k(π )

]
= 1 − �

(√
n − k

(
θ1 − θ0

2
+ An−k(π )

))
,

where �(z) is the standard normal integral and

An−k(π ) = 1

(n − k)(θ1 − θ0)

(
log

K

(n − k)(θ1 − θ0)
+ log

π

1 − π

)
.

Similarly,

ε1(π ) = 1 − �

(√
n − k

(
θ1 − θ0

2
− An−k(π )

))
.



522 BAYESIAN ANALYSIS IN TESTING AND ESTIMATION

The function An−k(π ) is monotone increasing in π and lim
π→0

An−k(π ) = −∞,

lim
π→1

An−k(π ) = ∞. Accordingly, ε0(0) = 1, ε1(0) = 0 and ε0(1) = 0, ε1(1) = 1.

Example 8.7. Consider the detection problem of Example 8.6 but now the point of
shift k is unknown. If θ0 and θ1 are known then we have a problem of testing the
simple hypothesis H0 (of Example 8.6) against the composite hypothesis

H1 : X1, . . . , Xk ∼ N (θ0, 1), Xk+1, . . . , Xn ∼ N (θ1, 1) for k = 1, . . . , n − 1.

Let π0 be the prior probability of H0 and π j , j = 1, . . . , n − 1, the prior probabilities
under H1 that {k = j}. The posterior probability of H0 is then

�0(Xn) =
(

1 + 1√
n

n−1∑
j=1

π j

π0

√
j(n − j) ·

· exp

{
− n

2

[
j

n
(X̄ j − θ0)2 +

(
1 − j

n

)
(X̄∗

n− j − θ1)2 − (X̄n − θ0)2

]})−1

,

where X̄ j = 1

j

j∑
i=1

Xi , j = 1, . . . , n and X̄∗
n− j = 1

n − j

n∑
i=n− j+1

Xi . The posterior

probability of {k = j} is, for j = 1, . . . , n − 1,

� j (Xn) = �0(Xn)
π j

π0

1√
n

√
j(n − j) ·

· exp

{
−n

2

[
j

n
(X̄ j − θ0)2 +

(
1 − j

n

)
(X̄∗

n− j − θ j ) − (X̄n − θ0)2

]}
.

Let Ri (Xn) (i = 0, 1) denote the posterior risk associated with accepting Hi . These
functions are given by

R0(Xn) = |θ1 − θ0|
n−1∑
j=1

(n − j)� j (Xn),

and

R1(Xn) = K�0(Xn),
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H0 is rejected if R1(Xn) ≤ R0(Xn), or when

n−1∑
j=1

(n − j)π j

√
j(n − j) exp

{
− i

2
(X̄ j − θ0)2 − n

2

(
1 − j

n

)
(X̄∗

n− j − θ1)2

}

≥ Kπ0
√

n

|θ1 − θ0| exp
{
−n

2
(X̄n − θ0)2

}
.

Example 8.8. We consider here the problem of testing whether the mean of a
normal distribution is negative or positive. Let X1, . . . , Xn be i.i.d. random variables
having a N (θ, 1) distribution. The null hypothesis is H0 : θ ≤ 0 and the alternative
hypothesis is H1 : θ > 0. We assign the unknown θ a prior normal distribution, i.e.,
θ ∼ N (0, τ 2). Thus, the prior probability of H0 is π = 1

2 . The loss function L0(θ ) of
accepting H0 and that of accepting H1, L1(θ ), are of the form

L0(θ ) =
{

0, if θ ≤ 0,
θ2, if θ > 0,

L1(θ ) =
{
θ2, if θ < 0,
0, if θ ≥ 0.

For the determination of the posterior risk functions, we have to determine first the
posterior distribution of θ given Xn . Since X̄n is a minimal sufficient statistic the
conditional distribution of θ given X̄n is the normal

N

(
X̄n

τ 2
n

1 + τ 2
n

,
1

n

τ 2
n

1 + τ 2
n

)
.

(See Example 8.9 for elaboration.) It follows that the posterior risk associated with
accepting H0 is

R0(X̄n) =
√

n(1 + 1/τ 2n)1/2

√
2π

∫ ∞

0
θ2 exp

{
−n

2

(
1 + 1

τ 2n

)
(θ − θ̂ (X̄n))2

}
dθ,

where θ̂(X̄n) is the posterior mean. Generally, if X ∼ N (ξ, D2) then

1√
2π D

∫ ∞

0
x2 exp

{
− 1

2D2
(x − ξ )2

}
dx = (ξ 2 + D2)�

(
ξ

D

)
+ ξ Dφ

(
ξ

D

)
.

Substituting the expressions

ξ = X̄n

(
1 + 1

τ 2n

)−1

and D2 = 1

n(1 + τ 2/n)
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we obtain that

R0(X̄n) =
(

1 + 1

nτ 2

)−1 (1

n
+ X̄2

n

)
�

(
√

n X̄n

(
1 + 1

nτ 2

)−1/2
)

+ X̄n√
n

(
1 + 1

nτ 2

)−3/2

φ

(
√

n X̄n

(
1 + 1

nτ 2

)−1/2
)
.

In a similar fashion, we prove that the posterior risk associated with accepting H1 is

R1(X̄n) =
(

1 + 1

τ 2n

)−1 (1

n
+ X̄2

n

)
�

(
−√

n X̄n

(
1 + 1

nτ 2

)−1/2
)

− X̄n√
n

(
1 + 1

nτ 2

)−3/2

φ

(
√

n X̄n

(
1 + 1

nτ 2

)−1/2
)
.

The Bayes test procedure is to reject H0 whenever R1(X̄n) ≤ R0(X̄n). Thus, H0

should be rejected whenever

(
1

n
+ X̄2

n

)[
2�

(
√

n X̄n

(
1 + 1

nτ 2

)−1/2
)

− 1

]

≥ −2X̄n√
n

(
1 + 1

nτ 2

)−1/2

φ

(
√

n X̄n

(
1 + 1

nτ 2

)−1/2
)
.

But this holds if, and only if, X̄n ≥ 0.

Example 8.9. Let X1, X2, . . . be i.i.d. random variables having a normal distribution
with mean μ, and variance σ 2 = 1. We wish to test k = 3 composite hypotheses
H−1 : −∞ < μ < −1; H0 : −1 ≤ μ ≤ 1; H1 : μ > 1. Let μ have a prior normal
distribution, μ ∼ N (0, τ 2). Thus, let

π−1 = �

(
− 1

τ

)
, π0 = �

(
1

τ

)
− �

(
− 1

τ

)

and π1 = 1 − �

(
1

τ

)
, be the prior probabilities of H−1, H0, and H1, respectively.

Furthermore, let

G−1(μ) =

⎧⎪⎪⎨⎪⎪⎩
�(μ/τ )

�

(
− 1

τ

) , if μ < −1,

1, if μ ≥ −1,



PART II: EXAMPLES 525

G0(μ) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0, if μ < −1,

�
(μ
τ

)
− �

(
− 1

τ

)
�

(
1

τ

)
− �

(
− 1

τ

) , if −1 ≤ μ ≤ 1,

1, if μ ≥ 1,

and

G1(μ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, if μ < 1,

�
(μ
τ

)
− �

(
1

τ

)
1 − �

(
1

τ

) , if 1 ≤ μ.

The predictive likelihood functions of the three hypotheses are then

L−1(X̄n) = 1

π−1

(
1 − �

(
1 + nτ 2 + nτ 2 X̄n

τ
√

1 + nτ 2

))
·
√

n

1 + nτ 2
exp

{
− n

2(1 + nτ 2)
X̄2

n

}
,

L0(X̄n) = 1

π0

(
�

(
1 + nτ 2 − nτ 2 X̄n

τ
√

1 + nτ 2

)
+ �

(
1 + nτ 2 + nτ 2 X̄n

τ
√

1 + nτ 2

)
− 1

)
·

·
√

n

1 + nτ 2
exp

{
− n

2(1 + nτ 2)
X̄2

n

}
,

and

L1(X̄n) = 1

π1

(
1 − �

(
1 + nτ 2 − nτ 2 X̄n

τ
√

1 + nτ 2

))
·
√

n

1 + nτ 2
exp

{
− n

2(1 + nτ 2)
X̄2

n

}
.

It follows that the posterior probabilities of Hj , j = −1, 0, 1 are as follows:

π j (X̄n) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 − �

(
1 + nτ 2(1 + X̄n)

τ
√

1 + nτ 2

)
, j = −1,

�

(
1 + nτ 2(1 − X̄n)

τ
√

1 + nτ 2

)
+ �

(
1 + nτ 2(1 + X̄n)

τ
√

1 + nτ 2

)
− 1, j = 0,

1 − �

(
1 + nτ 2(1 − X̄n)

τ
√

1 + nτ 2

)
, j = 1.
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Thus, π−1(X̄n) ≥ 1 − ε if

X̄n ≤ −

⎛⎜⎜⎜⎝1 + 1

nτ 2
+ Z1−ε

(
1 + 1

nτ 2

)1/2

√
nτ

⎞⎟⎟⎟⎠ .

Similarly, π1(X̄n) ≥ 1 − ε if

X̄n ≥ 1 + 1

nτ 2
+ Z1−ε

√
1 + 1/nτ 2

√
n τ

.

Thus, if bn = 1 + 1

nτ 2
+ Z1−ε

√
1 + 1

nτ 2
/τ

√
n then bn and −bn are outer stopping

boundaries. In the region (−bn, bn), we have two inner boundaries (−cn, cn) such
that if |X̄n| < cn then H0 is accepted. The boundaries ±cn can be obtained by solving
the equation

�

(
1 + nτ 2(1 − cn)

τ
√

1 + nτ 2

)
+ �

(
1 + nτ 2(1 + cn)

τ
√

1 + nτ 2

)
= 2 − ε.

cn ≥ 0 and cn > 0 only if n > n0, where �

(√
1 + n0τ 2

τ

)
= 1 − ε

2
, or n0 =(

Z 2
1−ε/2 − 1

τ 2

)+
.

Example 8.10. Consider the problem of estimating circular probabilities in the
normal case. In Example 6.4, we derived the uniformly most accurate (UMA) lower
confidence limit of the function

ψ(σ 2, ρ) = 1 − Eρ

{
P

(
J ;

1

2σ 2

)}
,

where J is a N B

(
1 − 1

ρ
,

1

2

)
random variable for cases of known ρ. We derive here

the Bayes lower credibility limit of ψ(σ 2, ρ) for cases of known ρ. The minimal suf-

ficient statistic is T2n =
n∑

i=1

X2
i + 1

ρ

n∑
j=1

Y 2
j . This statistic is distributed like σ 2χ2[2n]

or like G

(
1

2σ 2
, n

)
. Let ω = 1

σ 2
and let ω ∼ G(τ, ν). The posterior distribution of

ω, given T2n , is

ω | T2n ∼ G(T2n + τ, n + ν).
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Accordingly, if G−1(p | T2n + τ, n + ν) designates the pth quantile of this posterior
distribution,

P{ω ≥ G−1(α | T2n + τ, n + ν) | T2n} = 1 − α,

with probability one (with respect to the mixed prior distribution of T2n). Thus, we
obtain that a 1 − α Bayes upper credibility limit for σ 2 is

σ̄ 2
α = 1

2G−1(α | T2n + τ, n + ν)

= T2n + τ

2G−1(α | 1, n + ν)
.

Note that if τ , and ν are close to zero then the Bayes credibility limit is very close
to the non-Bayes UMA upper confidence limit derived in Example 7.4. Finally, the
(1 − α) Bayes lower credibility limit for ψ(σ 2, ρ) is ψ(σ̄ 2

α , ρ).

Example 8.11. We consider in the present example the problem of inverse regres-
sion. Suppose that the relationship between a controlled experimental variable x and
an observed random variable Y (x) is describable by a linear regression

Y (x) = α + βx + ε,

where ε is a random variable such that E{ε} = 0 and E{ε2} = σ 2. The regression
coefficients α and β are unknown. Given the results on n observations at x1, . . . , xn ,
estimate the value of ξ at which E{Y (ξ )} = η, where η is a preassigned value. We
derive here Bayes confidence limits for ξ = (η − α)/β, under the assumption that m
random variables are observed independently at x1 and x2, where x2 = x1 + �. Both
x1 and � are determined by the design. Furthermore, we assume that the distribution
of ε is N (0, σ 2) and that (α, β) has a prior bivariate normal distribution with mean
(α0, β0) and covariance matrix V = (vi j ; i, j = 1, 2). For the sake of simplicity, we
assume in the present example that σ 2 is known. The results can be easily extended
to the case of unknown σ 2.

The minimal sufficient statistic is (Ȳ1, Ȳ2) where Ȳi is the mean of the m observa-
tions at xi (i = 1, 2). The posterior distribution of (α, β) given (Ȳ1, Ȳ2) is the bivariate
normal with mean vector(

α1

β1

)
=
(
α0

β0

)
+ V X ′

(
σ 2

m
I + X V X ′

)−1

·
(

Ȳ1 − (α0 + β0x1)
Ȳ2 − (α0 + β0x2)

)
,

where

X =
(

1 x1

1 x2

)
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and I is the 2 × 2 identity matrix. Note that X is nonsingular. X is called the design
matrix. The covariance matrix of the posterior distribution is

�| = V − V X ′
(
σ 2

m
I + X V X ′

)−1

X V .

Let us denote the elements of �| by �| i j , i, j = 1, 2. The problem is to determine
the Bayes credibility interval to the parameter ξ = (η − α)/β. Let ξ

α
and ξ̄α denote

the limits of such a (1 − α) Bayes credibility interval. These limits should satisfy the
posterior confidence level requirement

P

{
ξ
α

≤ η − α

β
≤ ξ̄α | Ȳ1, Ȳ2

}
≥ 1 − α.

If we consider equal tail probabilities, these confidence limits are obtained by solving
simultaneously the equations

�

(
η − α1 − β1ξα

D1/2

)
= α/2,

�

(
η − α1 − β1ξ̄α

D̄1/2

)
= 1 − α/2,

where D = �| 11 + 2ξ
α
�| 12 + ξ 2

α
�| 22 and similarly D̄ = �| 11 + 2ξ̄α�| 12 + ξ̄α�| 22. By

inverting, we can realize that the credibility limits ξ
α

and ξ̄α are the two roots of the
quadratic equation

(η − α1 − β1ξ )2 = χ2
1−α[1](�| 11 + 2ξ�| 12 + ξ 2�| 22),

or

Aξ2 − 2Bξ + C = 0,

where

A = β2
1 − χ2

1−α[1]�| 22,

B = β1(η − α1)2 + χ 2
1−α[1]�| 12,

C = (η − α1)2 − χ 2
1−α[1]�| 11.
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The two roots (if they exist) are

ξ1,2 = (η − α1) + χ2
1−α[1]�| 12/β1

β1 − χ2
1−α[1]�| 22/β1

± (χ2
1−α[1])1/2{(n − α1)2�| 11 + 2(η − α1)β1�| 12 + β2

1�| 22 − χ 2
1−α[1]|�| |}1/2

β2
1 − χ 2

1−α[1]�| 22
,

where |�| | denotes the determinant of the posterior covariance matrix. These credi-
bility limits exist if the discriminant

�∗ = (η − α1, β1)�|
(
η − α1

β1

)
− χ2

1−α[1]|�| |

is nonnegative. After some algebraic manipulations, we obtain that

|�| | = σ 2

m
|V | ·

∣∣∣∣(σ 2

m
+ tr{X V X ′}

)
I − X V X ′

∣∣∣∣ ,
where tr{·} is the trace of the matrix in { }. Thus, if m is sufficiently large, �∗ > 0
and the two credibility limits exist with probability one.

Example 8.12. Suppose that X1, . . . , Xn+1 are i.i.d. random variables, having a
Poisson distribution P(λ), 0 < λ < ∞. We ascribe λ a prior gamma distribution, i.e.,
λ ∼ G(�,α).

After observing X1, . . . , Xn , the posterior distribution of λ, given Tn =
n∑

i=1

Xi

is λ | Tn ∼ G(� + n, Tn + α). The predictive distribution of Xn+1, given Tn , is the
negative-binomial, i.e.,

Xn+1 | Tn ∼ N B(ψn, Tn + α),

where

ψn = � + n

� + n + 1
.

Let N B−1(p;ψ, α) denote the pth quantile of N B(ψ, α). The prediction interval for
Xn+1, after observing X1, . . . , Xn , at level 1 − α, is(

N B−1
(α

2
;ψn, Tn + α

)
, N B−1

(
1 − α

2
;ψn, Tn + α

))
.

According to Equation (2.3.12), the pth quantile of N B(ψ, α) is N B−1(p | ψ, α) =
least integer k, k ≥ 1, such that I1−ψ (α, k + 1) ≥ p.
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Example 8.13. Suppose that an n-dimensional random vector Xn has the multi-
normal distribution Xn | μ ∼ N (μ1n,Vn), where −∞ < μ < ∞ is unknown. The
covariance matrix Vn is known. Assume that μ has a prior normal distribution,
μ ∼ N (μ0, τ

2). The posterior distribution of μ, given Xn , is μ | Xn ∼ N (η(Xn), Dn),
where

η(Xn) = μ0 + τ 21′
n(Vn + τ 2 Jn)−1(Xn − μ01n)

and

Dn = τ 2(1 − τ 21′
n(Vn + τ 2 Jn)−11n).

Accordingly, the predictive distribution, of yet unobserved m-dimensional vector
Ym | μ ∼ N (μ1m, Vm), is

Yn | Xn ∼ N (η(Xn)1m, Vm + Dn Jm).

Thus, a prediction region for Ym , at level (1 − α) is the ellipsoid of concentration

(Ym − η(Xn)1m)′(Vm + Dn Jm)−1(Ym − η(Xn)1m) ≤ χ2
1−α[m].

Example 8.14. A new drug is introduced and the physician wishes to determine
a lower prediction limit with confidence probability of γ = 0.95 for the number of
patients in a group of n = 10 that will be cured. If Xn is the number of patients cured
among n and if θ is the individual probability to be cured the model is binomial,
i.e., Xn ∼ B(n, θ ). The lower prediction limit, for a given value of θ, is an integer
kγ (θ ) such that Pθ {Xn ≥ kγ (θ )} ≥ γ . If B−1(p; n, θ ) denotes the pth quantile of the
binomial B(n, θ ) then kγ (θ ) = max(0, B−1(1 − γ ; n, θ ) − 1). Since the value of θ is
unknown, we cannot determine kγ (θ ). Lower tolerance limits, which were discussed
in Section 6.5, could provide estimates to the unknown kγ (θ ). A statistician may
feel, however, that lower tolerance limits are too conservative, since he has good a
priori information about θ . Suppose a statistician believes that θ is approximately
equal to 0.8, and therefore, assigns θ a prior beta distribution β(p, q) with mean
0.8 and variance 0.01. Setting the equations for the mean and variance of a β(p, q)
distribution (see Table 2.1 of Chapter 2), and solving for p and q, we obtain p = 12
and q = 3. We consider now the predictive distribution of Xn under β(12, 3) prior
distribution of θ . This predictive distribution has a probability function

pH ( j) =
(

n

j

)
B(12 + j, 3 + n − j)

B(12, 3)
, j = 0, . . . , n.
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For n = 10, we obtain the following predictive p.d.f. pH ( j) and c.d.f. fH ( j). Accord-
ing to this predictive distribution, the probability of at least 5 cures out of 10 patients
is 0.972 and for at least 6 cures is 0.925.

j pH ( j) FH ( j)

0 0.000034 0.000034
1 0.000337 0.000378
2 0.001790 0.002160
3 0.006681 0.008841
4 0.019488 0.028329
5 0.046770 0.075099
6 0.094654 0.169752
7 0.162263 0.332016
8 0.231225 0.563241
9 0.256917 0.820158

10 0.179842 1.000000

Example 8.15. Suppose that in a given (rather simple) inventory system (see Exam-
ple 8.2) the monthly demand, X of some commodity is a random variable having a
Poisson distribution P(θ ), 0 < θ < ∞. We wish to derive a Bayes estimator of the
expected demand θ . In many of the studies on Bayes estimator of θ , a prior gamma

distribution G

(
1

τ
, ν

)
is assumed for θ . The prior parameters τ and ν, 0 < τ , ν < ∞,

are specified. Note that the prior expectation of θ is ντ and its prior variance is ντ 2.
A large prior variance is generally chosen if the prior information on θ is vague.
This yields a flat prior distribution. On the other hand, if the prior information on
θ is strong in the sense that we have a high prior confidence that θ lies close to a
value θ0 say, pick ντ = θ0 and ντ 2 very small, by choosing τ to be small. In any
case, the posterior distribution of θ, given a sample of n i.i.d. random variables

X1, . . . , Xn , is determined in the following manner. Tn =
n∑

i=1

Xi is a minimal suf-

ficient statistic, where Tn ∼ P(nθ ). The derivation of the posterior density can be
based on the p.d.f. of Tn . Thus, the product of the p.d.f. of Tn by the prior p.d.f. of
θ is proportional to θ t+ν−1e−θ(n+1/τ ), where Tn = t . The factors that were omitted
from the product of the p.d.fs are independent of θ and are, therefore, irrelevant.
We recognize in the function θ t+ν−1e−θ(n+1/τ ) the kernel (the factor depending on
θ ) of a gamma p.d.f. Accordingly, the posterior distribution of θ, given Tn , is the

gamma distribution G

(
n + 1

τ
, Tn + ν

)
. If we choose a squared-error loss function,

then the posterior expectation is the Bayes estimator. We thus obtain the estimator

θ̂ = (Tn + ν)/

(
n + 1

τ

)
. Note that the unbiased and the MLE of θ is Tn/n which is
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not useful as long as Tn = 0, since we know that θ > 0. If certain commodities have a
very slow demand (a frequently encountered phenomenon among replacement parts)
then Tn may be zero even when n is moderately large. On the other hand, the Bayes
estimator θ is always positive.

Example 8.16. (a) Let X1, . . . , X N be i.i.d. random variables having a normal
distribution N (θ, 1), −∞ < θ < ∞. The minimal sufficient statistic is the sample
mean X̄ . We assume that θ has a prior normal distribution N (0, τ 2). We derive the
Bayes estimator for the zero-one loss function,

L(θ̂ , θ) = I {θ ; |θ̂ − θ | ≥ δ}.

The posterior distribution of θ given X̄ is normal N (X̄ (1 + 1/nτ 2)−1, (n + 1/τ 2)−1).
This can be verified by simple normal regression theory, recognizing that the joint
distribution of (X̄ , θ ) is the bivariate normal, with zero expectation and covariance
matrix

V =
( 1

n
+ τ 2 τ 2

τ 2 τ 2

)
.

Thus, the posterior risk is the posterior probability of the event {|θ̂ − θ | ≥ δ}. This is
given by

R(θ̂ , τ 2) = 1 − �

⎛⎜⎜⎜⎝ θ̂ + δ − X̄ (1 + 1/nτ 2)−1(
n + 1

τ 2

)−1/2

⎞⎟⎟⎟⎠

+ �

⎛⎜⎜⎜⎝ θ̂ − δ − X̄ (1 + 1
nτ 2 )−1(

n + 1

τ 2

)−1/2

⎞⎟⎟⎟⎠ .

We can show then (Zacks, 1971; p. 265) that the Bayes estimator of θ is the posterior
expectation, i.e.,

θ̂ (X̄ ) = X̄

(
1 + 1

nτ 2

)−1

.

In this example, the minimization of the posterior variance and the maximization of
the posterior probability of covering θ by the interval (θ̂ − δ, θ̂ + δ) is the same. This
is due to the normal prior and posterior distributions.
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(b) Continuing with the same model, suppose that we wish to estimate the tail
probability

ψ = Pθ {X ≥ ξ0} = 1 − �(ξ0 − θ ) = �(θ − ξ0).

Since the posterior distribution of θ − ξ0 given X̄ is normal, the Bayes estimator for
a squared-error loss is the posterior expectation

EH {�(θ − ξ0) | X̄} = �

⎛⎜⎜⎜⎝
X̄

(
1 + 1

nτ 2

)−1

− ξ0(
1 + τ 2

1 + nτ 2

)1/2

⎞⎟⎟⎟⎠ .

Note that this Bayes estimator is strongly consistent since, by the SLLN, X̄ → θ

almost surely (a.s.), and �(·) is a continuous function. Hence, the Bayes estimator
converges to �(θ − ξ0) a.s. as n → ∞. It is interesting to compare this estimator
to the minimum variance unbiased estimator (MVUE) and to the MLE of the tail
probability. All these estimators are very close in large samples.

If the loss function is the absolute deviation, |ψ̂ − ψ |, rather than the squared-error,
(ψ̂ − ψ)2, then the Bayes estimator of ψ is the median of the posterior distribution
of �(θ − ξ0). Since the �-function is strictly increasing this median is �(θ.5 − ξ0),
where θ0.5 is the median of the posterior distribution of θ given X̄ . We thus obtain
that the Bayes estimator for absolute deviation loss is

ψ̂ = �

(
X̄

(
1 + 1

nτ 2

)−1

− ξ0

)
.

This is different from the posterior expectation.

Example 8.17. In this example, we derive Bayes estimators for the parameters μ and
σ 2 in the normal model N (μ, σ 2) for squared-error loss. We assume that X1, . . . , Xn ,
given (μ, σ 2), are i.i.d. N (μ, σ 2). The minimal sufficient statistic is (X̄n, Q), where

X̄n = 1

n

n∑
i=1

Xi and Q =
n∑

i=1

(Xi − X̄n)2. Let φ = 1/σ 2 be the precision parameter,

and consider the reparametrization (μ, σ 2) → (μ, φ).
The likelihood function is

L(μ, φ) = φn/2 exp

{
−φ

2
[n(μ − X̄n)2 + Q]

}
.

The following is a commonly assumed joint prior distribution for (μ, φ), namely,

μ | φ ∼ N (μ0, τ
2/φ),
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and

φ ∼ G

(
ψ

2
,

n0

2

)
, n0 > 2,

where n0 is an integer, and 0 < ψ < ∞. This joint prior distribution is called the

Normal-Gamma prior, and denoted by N G

(
μ0, τ

2,
n0

2
,
ψ

2

)
. Since X̄n and Q are

conditionally independent, given (μ, φ), and since the distribution of Q is independent
of μ, the posterior distribution of μ | X̄n, φ is normal with mean

μ̂B = 1

1 + τ 2n
μ0 + τ 2n

1 + τ 2n
X̄n

and variance

V {μ | φ, T } = τ 2

φ(1 + nτ 2)
.

μ̂B is a Bayesian estimator of μ for the squared-error loss function. The posterior
risk of μ̂B is

V {μ | X̄n, Q} = E{V {μ | X̄n, φ} | X̄ , Q} + V {E{μ | X̄n, φ} | X̄ , Q}.

The second term on the RHS is zero. Thus, the posterior risk of μ̂B is

V {μ | X̄ , Q} = τ 2

1 + nτ 2
E

{
1

φ
| X̄ , Q

}
.

The posterior distribution of φ depends only on Q. Indeed, if we denote generally by
p(X̄ | μ, φ) and p(Q | φ) the conditional p.d.f. of X̄ and Q then

h(μ, φ | X̄ , Q) ∝ p(X̄ | μ, φ)p(Q | φ)h(μ | φ)g(φ)

∝ h(μ | X̄ , φ)p(Q | φ)g(φ).

Hence, the marginal posterior p.d.f. of φ is

h∗(φ | X̄ , Q) =
∫ ∞

−∞
h(μ, φ | X̄ , Q)dμ

∝ p(Q | φ)g(φ).
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Thus, from our model, the posterior distribution of φ, given Q, is the gamma

G

(
Q + ψ

2
,

n + n0 − 1

2

)
. It follows that

E

{
1

φ
| Q, X̄

}
= E

{
1

φ
| Q

}
= ψ + Q

n0 + n − 3
.

Thus, the posterior risk of μ̂B is

V {μ | X̄ , Q} = τ 2

1 + nτ 2
· Q + ψ

n + n0 − 3
.

The Bayesian estimator of σ 2 is

σ̂ 2
B = E

{
1

φ
| Q

}
= Q + ψ

n + n0 − 3
.

The posterior risk of σ̂ 2
B is

V

{
1

φ
| Q

}
= (Q + ψ)2

(n + n0 − 3)(n + n0 − 5)
− (Q + ψ)2

(n + n0 − 3)2

= 2(Q + ψ)2

(n + n0 − 3)2(n + n0 − 5)
,

which is finite if n + n0 > 5.

Example 8.18. Consider the model of the previous example, but with priorly inde-
pendent parameters μ and φ, i.e., we assume that h(μ, φ) = h(μ)g(φ), where

h(μ) = 1√
2π τ

exp

{
− 1

2τ 2
(μ − μ0)2

}
and

g(φ) =
(

(ψ/2)
n0
2

)
�
(n0

2

) φ
n0
2 −1e−φ

ψ

2 .

If p(X̄ | μ, φ) and p(Q | φ) are the p.d.f. of X̄ and of Q, given μ, φ, respectively,
then the joint posterior p.d.f. of (μ, φ), given (X̄ , Q), is

h(μ, φ | X̄ , Q) = A(X̄ , Q)p(X̄ | μ, φ)p(Q | φ)h(μ)g(φ),
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where A(X̄ , Q) > 0 is a normalizing factor. The marginal posterior p.d.f. of μ, given
(X̄ , Q), is

h∗(μ | X̄ , Q) = A(X̄ , Q)h(μ) ·
∫ ∞

0
p(X̄ | μ, φ)p(Q | φ)g(φ)dφ.

It is straightforward to show that the integral on the RHS of (8.4.18) is proportional

to

[
1 + n

Q + ψ
(μ − X̄ )2

]− n0+n
2

. Thus,

h∗(μ | X̄ , Q) = A∗(X̄ , Q) exp

{
− 1

2τ 2
(μ − μ0)2

}
·
[

1 + n

Q + ψ
(μ − X̄ )2

]− n0+n
2

.

A simple analytic expression for the normalizing factor A∗(X̄ , Q) is not available.
One can resort to numerical integration to obtain the Bayesian estimator ofμ, namely,

μ̂B = A∗(X̄ , Q)
∫ ∞

−∞
μe− 1

2τ2 (μ−μ0)2 ·
[

1 + n

Q + ψ
(μ − X̄ )2

]− n0+n
2

dμ.

By the Lebesgue Dominated Convergence Theorem

lim
n→∞

∫ ∞

−∞
μ exp

{
− 1

2τ 2
(μ − μ0)2

}
·
[

1 + n

Q + ψ
(μ − X̄ )2

]− n0+n
2

dμ

=
∫ ∞

−∞
μ exp

{
− 1

2τ 2
(μ − μ0)2

}
lim

n→∞ ·

·
[

1 + n

Q + ψ
(μ − X̄ )2

]− n0+n
2

dμ.

Thus, for large values of n,

μ̂B ≈
μ0

τ 2
+ X̄

σ̂ 2
n

1

τ 2
+ 1

σ̂ 2

,

where σ̂ 2
n = Q + ψ

n
.

In a similar manner, we can show that the marginal posterior p.d.f. of φ is

g∗(φ | X̄ , Q) = B∗(X̄ , Q)
φ

n0+n−1
2 −1√

1 + nτ 2φ
exp

{
− φn

2(1 + nτ 2φ)
(X̄ − μ)2 − φ · Q + ψ

2

}
,
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where B∗(X̄ , Q) > 0 is a normalizing factor. Note that for large values of n, g∗(φ |
X̄ , Q) is approximately the p.d.f. of G

(
Q + ψ

2
,

n0 + n − 1

2

)
.

In Chapter 5, we discussed the least-squares and MVUEs of the parameters in linear
models. Here, we consider Bayesian estimators for linear models. Comprehensive
Bayesian analysis of various linear models is given in the books of Box and Tiao
(1973) and of Zellner (1971). The analysis in Zellner’s book (see Chapter III) follows
a straightforward methodology of deriving the posterior distribution of the regression
coefficients for informative and noninformative priors. Box and Tiao provide also
geometrical representation of the posterior distributions (probability contours) and
the HPD-regions of the parameters. Moreover, by analyzing the HPD-regions Box and
Tiao establish the Bayesian justification to the analysis of variance and simultaneous
confidence intervals of arbitrary contrasts (the Scheffé S-method). In Example 8.11,
we derived the posterior distribution of the regression coefficients of the linear model
Y = α + βx + ε, where ε ∼ N (0, σ 2) and (α, β) have a prior normal distribution.
In a similar fashion the posterior distribution of β in the multiple regression model
Y = Xβ + ε can be obtained by assuming that ε ∼ N (0, V ) and the prior distribution
of β is N (β0,B). By applying the multinormal theory, we readily obtain that the
posterior distribution of β, given Y, is

β | Y ∼ N (β0 + BX′(V + XBX′)−1(Y − Xβ0),B − BX′(V + XBX′)−1XB).

This result is quite general and can be applied whenever the covariance matrix V is

known. Often we encounter in the literature the N G

(
β0, τ

2,
n0

2
,
ψ

2

)
prior and the

(observations) model

Y | β, φ ∼ N (Xβ, (1/φ)I )

and

β | β0, τ
2 ∼ N

(
β0,

τ 2

φ
I

)
, and φ ∼ G

(
ψ

2
,

n0

2

)
.

This model is more general than the previous one, since presently the covariance
matrices V and B are known only up to a factor of proportionality. Otherwise, the

models are equivalent. If we replace V by
1

φ
V∗, where V ∗ is a known positive definite

matrix, and φ, 0 < φ < ∞, is an unknown precision parameter then, by factoring
V∗ = C∗C∗′, and letting Y∗ = (C∗)−1Y, X∗ = (C∗)−1X we obtain

Y∗ | β, φ ∼ N

(
X∗β,

1

φ
I
)
.



538 BAYESIAN ANALYSIS IN TESTING AND ESTIMATION

Similarly, if B = DD′ and β∗ = D−1β then

β∗ | φ ∼ N

(
β∗

0,
τ 2

φ
I
)
.

If X∗∗ = X∗D then the previous model, in terms of Y∗ and X∗∗, is reduced to

Y∗ = X∗∗β∗ + ε∗,

where Y∗ = C−1Y, X∗ = C−1XD, β∗ = D−1β, V = CC′, and B = DD′.
We obtained a linear model generalization of the results of Example 8.17. Indeed,

β | Y, φ ∼ N (β0 + X′(I + τ 2XX′)−1(Y − Xβ0),
1

φ
[I − X′(I + τ 2XX′)−1X]).

Thus, the Bayesian estimator of β, for the squared-error loss, ||β − β̂||2 is

β̂B = (I − X′(I + τ 2XX′)−1X)β0 + X′(I + τ 2XX′)Y.

As in Example 8.17, the conditional predictive distribution of Y, given φ, is normal,

Y | φ ∼ N

(
Xβ0,

1

φ
(I + τ 2XX′)

)
.

Hence, the marginal posterior distribution of φ, given Y, is the gamma distribution,
i.e.,

φ | Y ∼ G

(
1

2
(ψ + (Y − Xβ0)′(I + τ 2XX′)−1(Y − Xβ0)),

n + n0

2

)
,

where n is the dimension of Y. Thus, the Bayesian estimator of φ is

φ̂B = n + n0

ψ + (Y − Xβ0)′(I + τ 2XX′)−1(Y − Xβ0)
.

Finally, if ψ = n0 then the predictive distribution of Y is the multivariate
t[n0; Xβ0, I + τ 2XX′], defined in (2.13.12).

Example 8.19. The following is a random growth model. We follow the model
assumptions of Section 8.4.3:

Xt = θ0,t + θ1,t t + εt , t = 1, 2, . . . ,
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where θ0,t and θ1,t vary at random according to a random-walk model, i.e.,(
θ0,t

θ1,t

)
=
(
θ0,t−1

θ1,t−1

)
+
(
ω0,t

ω1,t

)
.

Thus, let θt = (θ0,t , θ1,t )′ and a′
t = (1, t). The dynamic linear model is thus

Xt = a′
tθ t + εt

θ t = θ t−1 + ωt , t = 1, 2, . . . .

Let ηt and Ct be the posterior mean and posterior covariance matrix of θ t . We
obtain the recursive equations

ηt = ηt−1 + 1

rt
(Xt − a′

tηt−1)(Ct−1 + �)at ,

rt = σ 2 + a′
t (Ct−1 + �)at ,

Ct = Ct−1 + � − 1

rt
(Ct−1 + �)at a′

t (Ct−1 + �),

where σ 2 = V {εt} and � is the covariance matrix of ωt .

Example 8.20. In order to illustrate the approximations of Section 8.5, we apply
them here to a model in which the posterior p.d.f. can be computed exactly. Thus,
let X1, . . . , Xn be conditionally i.i.d. random variables, having a common Poisson
distribution P(λ), 0 < λ < ∞. Let the prior distribution of λ be that of a gamma,

G(�,α). Thus, the posterior distribution of λ, given Tn =
n∑

i=1

Xi is like that of

G(n + �,α + Tn), with p.d.f.

hn(λ | Tn) = (n + �)α+Tn

�(α + Tn)
λα+Tn−1e−λ(n+�), 0 < λ < ∞.

The MLE of λ is λ̂n = Tn/n. In this model, J(λ̂n) = n/X̄n . Thus, formula (8.5.11)
yields the normal approximation

h∗
n(λ | Tn) =

√
n√

2π · X̄n

exp

{
− n

2X̄n
(λ − X̄n)2

}
.

From large sample theory, we know that

G(n + �,α + Tn) − λ̂n

λ̂
1/2
n

d−→
n→∞ N (0, 1).
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Thus, the approximation to h(λ | Tn) given by

ĥ(λ | Tn) =
√

n

(
1 + �

n

)
√

2π
(
X̄n + α

n

) exp

⎧⎪⎪⎪⎨⎪⎪⎪⎩−1

2

n

(
1 + �

n

)2

(
X̄n + α

n

)
⎛⎜⎝λ −

X̄n + α

n

1 + �

n

⎞⎟⎠
⎫⎪⎪⎪⎬⎪⎪⎪⎭

2

should be better than h∗
n(λ | Tn), if the sample size is not very large.

Example 8.21. We consider again the model of Example 8.20. In that model, for
0 < λ < ∞,

k̃(λ) = λ − X̄n · log λ + λ
�

n
− (α − 1)

n
log λ

= λ

(
1 + �

n

)
−
(

X̄n + α − 1

n

)
log λ.

Thus,

k̃ ′(λ) =
(

1 + �

n

)
−

X̄n + α − 1

n
λ

and the maximizer of −nk̃(λ) is

λ̃n =
X̄n + α − 1

n

1 + �

n

.

Moreover,

J̃ (λ̃n) =

(
1 + �

n

)2

X̄n + α − 1

n

.

The normal approximation, based on λ̃n and J̃ (λ̃n), is

N

⎛⎜⎜⎜⎝ X̄n + α − 1

n

1 + �

n

,

X̄n + α − 1

n

n

(
1 + �

n

)2

⎞⎟⎟⎟⎠. This is very close to the large sample

approximation (8.5.15). The only difference is that α, in ĥ(λ | Tn), is replaced by
α′ = α − 1.
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Example 8.22. We consider again the model of Example 8.3. In that example,
Yi | λi ∼ P(λi ), where λi = eX′

i β , i = 1, . . . , n. Let (X ) = (X1, . . . ,Xn)′ be the
n × p matrix of covariates. The unknown parameter is β ∈ R

(p). The prior distri-
bution of β is normal, i.e., β ∼ N (β0, τ

2 I ). The likelihood function is, according to
Equation (8.1.8),

L(β; Yn(X )) = exp

{
W′

nβ −
n∑

i=1

eX′
i β

}
,

where Wn =
n∑

i=1

Yi Xi . The prior p.d.f. is,

h(β) = 1

(2π )p/2τ p/2
exp

{
− 1

2τ 2
(β − β0)′(β − β0)

}
.

Accordingly,

k̃(β) = −1

n

(
W′

nβ −
n∑

i=1

ex′
i β − 1

2τ 2
(β − β0)′(β − β0)

)
.

Hence,

�β k̃(β) = −1

n
Wn + 1

n

n∑
i=1

ex′
i βxi + 1

nτ 2
(β − β0),

and

J̃(β) = 1

n

n∑
i=1

ex′
i βxi x′

i + 1

nτ 2
I.

The value β̃n is the root of the equation

β = β0 + τ 2Wn − τ 2
n∑

i=1

ex′
i βxi .

Note that

J̃(β) = 1

nτ 2
(I + τ 2(X )′�(β)(X )),
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where �(β) is an n × n diagonal matrix with i th diagonal element equal to eβ ′Xi (i =
1, . . . , n). The matrix J̃(β) is positive definite for all β ∈ R

(p). We can determine β̃n

by solving the equation iteratively, starting with the LSE, β∗
n = [(X )′(X )]−1(X )′Y∗

n ,
where Y ∗

n is a vector whose i th component is

Y ∗
i =

⎧⎨⎩log(Yi ), if Yi > 0,
i = 1, . . . , n.

− exp{x′
iβ0}, if Yi = 0,

The approximating p.d.f. for h(β | (X ),Yn) is the p.d.f. of the p-variate normal

N

(
β̃n,

1

n
(J̃(β̃n))−1

)
. This p.d.f. will be compared later numerically with a p.d.f.

obtained by numerical integration and one obtained by simulation.

Example 8.23. Let (Xi ,Yi ), i = 1, . . . , n be i.i.d. random vectors, having a stan-

dard bivariate normal distribution, i.e., (X,Y )′ ∼ N

(
0,
(

1 ρ

ρ 1

))
. The likelihood

function of ρ is

L(ρ | Tn) = 1

(1 − ρ2)n/2
exp

{
− 1

2(1 − ρ2)
[Q X − 2ρPXY + QY ]

}
,

where Tn = (Q X , PXY , QY ) and Q X =
n∑

i=1

X2
i , QY =

n∑
i=1

Y 2
i , PXY =

n∑
i=1

Xi Yi . The

Fisher information function for ρ is

In(ρ) = n
1 + ρ2

(1 − ρ2)2
.

Using the Jeffreys prior

h(ρ) = (1 + ρ2)1/2

1 − ρ2
, −1 < ρ < 1,

the Bayesian estimator of ρ for the squared error loss is

ρ̂B =

∫ 1

−1
ρ

(1 + ρ2)1/2

(1 − ρ2)
n
2 +1

· exp

{
− 1

2(1 − ρ2)
[Q X − 2ρPXY + QY ]

}
dρ∫ 1

−1

(1 + ρ2)1/2

(1 − ρ2)
n
2 +1

· exp

{
− 1

2(1 − ρ2)
[Q X − 2ρPXY + QY ]

}
dρ

.
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This estimator, for given values of Q X , QY and PXY , can be evaluated accurately by
16-points Gaussian quadrature. For n = 16, we get from Table 2.54 of Abramowitz
and Stegun (1968) the values

ui 0.0950 0.2816 0.4580 0.6179 0.7554
ωi 0.1895 0.1826 0.1692 0.1496 0.1246

ui 0.8656 0.9446 0.9894
ωi 0.0952 0.0623 0.0272

For negative values of u, we use −u; with the same weight, ωi . For a sample
of size n = 10, with Q X = 6.1448, QY = 16.1983, and PXY = 4.5496, we obtain
ρ̂B = 0.3349.

Example 8.24. In this example, we consider evaluating the integrals in ρ̂B of
Example 8.23 by simulations. We simulate 100 random variables Ui ∼ R(−1, 1)
i = 1, . . . , 100, and approximate the integrals in the numerator and denominator of
ρ̂θ by averages. For n = 100, and the same values of QX , QY , PXY , as in Example
8.23, we obtain the approximation ρ̃B = 0.36615.

Example 8.25. We return to Example 8.22 and compute the posterior expectation
of β by simulation. Note that, for a large number M of simulation runs, E{β | X,Y}
is approximated by

Ê =

M∑
j=1

β j exp

{
w′

nβ j −
n∑

i=1

ex′
i β j

}
M∑

j=1

exp

{
w′

nβ j −
n∑

i=1

ex′
i β j

} ,

where β j is a random vector, simulated from the N (β0, τ
2 I ) distribution.

To illustrate the result numerically, we consider a case where the observed sample
contains 40 independent observations; ten for each one of the for x vectors:

X′
1 = (1,−1,−1, 1),

X′
2 = (1, 1,−1,−1),

X′
3 = (1,−1, 1,−1),

X′
4 = (1, 1, 1, 1).
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The observed values of w40 is (6, 3, 11, 29). For β ′
0 = (0.1, 0.1, 0.5, 0.5), we

obtain the following Bayesian estimators Ê , with M = 1000,

Simulation Normal Approximation

β̂ τ = 0.01 τ = 0.05 β̃ τ = 0.01 τ = 0.05

β̂1 0.0946 0.0060 β̃1 0.0965 0.0386
β̂2 0.0987 0.0842 β̃2 0.0995 0.0920
β̂3 0.4983 0.4835 β̃3 0.4970 0.4510
β̂4 0.5000 0.5021 β̃4 0.4951 0.4038

We see that when τ = 0.01 the Bayesian estimators are very close to the prior
mean β0. When τ = 0.05 the Bayesian estimators might be quite different than
β0. In Example 8.22, we approximated the posterior distribution of β by a normal
distribution. For the values in this example the normal approximation yields similar
results to those of the simulation.

Example 8.26. Consider the following repetitive problem. In a certain manufactur-
ing process, a lot of N items is produced every day. Let M j , j = 1, 2, . . . , denote
the number of defective items in the lot of the j th day. The parameters M1, M2, . . .

are unknown. At the end of each day, a random sample of size n is selected without
replacement from that day’s lot for inspection. Let X j denote the number of defectives
observed in the sample of the j th day. The distribution of X j is the hypergeometric
H (N , M j , n), j = 1, 2, . . .. Samples from different days are (conditionally) indepen-
dent (given M1, M2, . . .). In this problem, it is often reasonable to assume that the
parameters M1, M2, . . . are independent random variables having the same binomial
distribution B(N , θ ). θ is the probability of defectives in the production process. It is
assumed that θ does not change in time. The value of θ is, however, unknown. It is
simple to verify that for a prior B(N , θ ) distribution of M , and a squared-error loss
function, the Bayes estimator of M j is

M̂ j = X j + (N − n)θ.

The corresponding Bayes risk is

ρ(θ ) = (N − n)θ (1 − θ ).

A sequence of empirical Bayes estimators is obtained by substituting in M̂ j a con-
sistent estimator of θ based on the results of the first ( j − 1) days. Under the above
assumption on the prior distribution of M1, M2, . . . , the predictive distribution of
X1, X2, . . . is the binomial B(n, θ ). A priori, for a given value of θ , X1, X2, . . . can
be considered as i.i.d. random variables having the mixed distribution B(n, θ ). Thus,
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p̂ j−1 = 1

n( j − 1)

j−1∑
i=1

Xi , for j ≥ 2, is a sequence of consistent estimators of θ . The

corresponding sequence of empirical Bayes estimators is

ˆ̂M j = X j + (N − n) p̂ j−1, j ≥ 2.

The posterior risk of ˆ̂M j given (X j , p̂ j−1) is

ρ j (
ˆ̂M j ) = E{[M j − ˆ̂M j ]

2 | p̂ j−1, X j }
= E{[M j − M̂ j ]

2 | p̂ j−1, X j } + ( ˆ̂M j − M̂ j )
2

= (N − n)θ (1 − θ ) + ( ˆ̂M j − M̂ j )
2.

We consider now the conditional expectation of ρ j (
ˆ̂M j ) given X j . This is given by

E{ρ j (
ˆ̂M j ) | X j } = (N − n)θ (1 − θ ) + (N − n)2 E{[ p̂ j−1 − θ ]2}

= (N − n)θ (1 − θ )

[
1 + N − n

n( j − 1)

]
.

Notice that this converges as j → ∞ to ρ(θ ).

Example 8.27. This example shows the application of empirical Bayes techniques to
the simultaneous estimation of many probability vectors. The problem was motivated
by a problem of assessing the readiness probabilities of military units based on
exercises of big units. For details, see Brier, Zacks, and Marlow (1986).

A large number, N , of units are tested independently on tasks that are classified into
K categories. Each unit obtains on each task the value 1 if it is executed satisfactorily
and the value 0 otherwise. Let i , i = 1, . . . , N be the index of the i th unit, and j , j =
1, . . . , k the index of a category. Unit i was tested on Mi j tasks of category j . Let Xi j

denote the number of tasks in category j on which the i th unit received a satisfactory
score. Let θi j denote the probability of the i th unit executing satisfactorily a task of
category j . There are N parametric vectors θ i = (θi1, . . . , θi K )′, i = 1, . . . , N , to be
estimated.

The model is that, conditional on θ i , Xi1, . . . , Xi K are independent random vari-
ables, having binomial distributions, i.e.,

Xi j | θi j ∼ B(Mi j , θi j ).
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In addition, the vectors θ i (i = 1, . . . , N ) are i.i.d. random variables, having a com-
mon distribution. Since Mi j were generally large, but not the same, we have used first
the variance stabilizing transformation

Yi j = 2 sin−1

(√
Xi j + 3/8

Mi j + 3/4

)
, i = 1, . . . , N , j = 1, . . . , K .

For large values of Mi j the asymptotic distribution of Yi j is N (ηi j , 1/Mi j ), where
ηi j = 2 sin−1(

√
θi j ), as shown in Section 7.6.

Let Yi = (Yi1, . . . ,Yi K )′, i = 1, . . . , N . The parametric empirical Bayes model is
that (Yi , θ i ) are i.i.d, i = 1, . . . , N ,

Yi | θ i ∼ N (ηi , Di ), i = 1, . . . , N

and

η1, . . . , ηN are i.i.d. N (μ,�| ),

where ηi = (ηi1, . . . , ηi K )′ and

Di =

⎡⎢⎢⎢⎢⎣
1

Mi1
0

. . .

0
1

Mi K

⎤⎥⎥⎥⎥⎦, i = 1, . . . , N .

The prior parameters μ and �| are unknown. Note that if μ and �| are given then
η, η2, . . . , ηN are a posteriori independent, given Y1, . . . ,YN . Furthermore, the pos-
terior distribution of ηi , given Yi , is

ηi | Yi ,μ,�| ∼ N (Yi − Bi (Yi − μ), (I − Bi )Di ),

where

Bi = Di (Di + �| )−1, i = 1, . . . , N .

Thus, if μ and �| are given, the Bayesian estimator of ηi , for a squared-error loss
function L(ηi , η̂i ) = ||η̂i − ηi ||2, is the posterior mean, i.e.,

η̂i (μ,�| ) = Biμ + (I − Bi )Yi , i = 1, . . . , N .

The empirical Bayes method estimates μ and �| from all the data. We derive now
MLEs of μ and �| . These MLEs are then substituted in η̂i (μ,�| ) to yield empirical
Bayes estimators of ηi .
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Note that Yi | μ, �| ∼ N (μ,�| + Di ), i = 1, . . . , N . Hence, the log-likelihood
function of (μ, �| ), given the data (Y1, . . . ,YN ), is

l(μ, �| ) = −1

2

N∑
i=1

log |�| + Di | − 1

2

N∑
i=1

(Yi − μ)′(�| + Di )
−1(Yi − μ).

The vector μ̂(�| ), which maximizes l(μ,�| ), for a given �| is

μ̂(�| ) =
(

N∑
i=1

(�| Di )
−1

)−1 N∑
i=1

(�| + Di )
−1Yi .

Substituting μ̂(�| ) in l(μ,�| ) and finding �| that maximizes the expression can yield
the MLE (μ̂, �̂| ). Another approach, to find the MLE, is given by the E–M algorithm.
The E-M algorithm considers the unknown parameters η1, . . . , ηN as missing data.
The algorithm is an iterative process, having two phases in each iteration. The first
phase is the E-phase, in which the conditional expectation of the likelihood function
is determined, given the data and the current values of (μ,�| ). In the next phase,
the M-phase, the conditionally expected likelihood is maximized by determining the
maximizing arguments (μ̂, �̂| ). More specifically, let

l∗(μ,�| | η1, . . . , ηN ,Y1, . . . , YN ) = − N

2
log |�| | − 1

2

N∑
i=1

(ηi − μ)′�| −1(ηi − μ)

be the log-likelihood of (μ,�| ) if η1, . . . , ηN were known. Let (μ(p),�| (p)) be the
estimator of (μ,�| ) after p iterations, p ≥ 0, where μ(0), �| (0) are initial estimates.

In the (p + 1)st iteration, we start (the E-phase) by determining

l∗∗(μ,�| | Y1, . . . ,Yn,μ
(p),�| (p))

= E{l∗(μ,�| | η1, . . . , ηN ,Y1, . . . ,Yn) | Y1, . . . ,YN ,μ
(p),�| (p)}

= − N

2
log |�| | − 1

2

N∑
i=1

E{(ηi − μ)′�| −1(ηi − μ) | Yi ,μ
(p),�(p)},

where the conditional expectation is determined as though μ(p) and �| (p) are the true
values. It is well known that if E{X} = ξ and the covariance matrix of X is C(X) then
E{X′ AX} = μ′ Aμ + tr{AC(X)}, where tr{·} is the trace of the matrix (see, Seber,
1977, p. 13). Thus,

E{(ηi − μ)′�| −1(ηi − μ) | Yi ,μ
(p),�| (p)} = (W(p)

i − μ)′�| −1(W(p)
i − μ)

+ tr{�| −1V(p)
i },
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where, W(p)
i = η̂(μ(p),�| (p)), in which B(p)

i = Di (Di + �| (p))−1, and V(p)
i = B(p)

i �| (p),
i = 1, . . . , N . Thus,

l∗∗(μ,�| | Y1, . . . ,Yn,μ
(p),�| (p)) = − N

2
log |�| | − N

2
tr.{�| −1V̄(p)}

− 1

2

N∑
i=1

(W(p)
i − μ)′�| −1(W(p)

i − μ),

where V̄(p) = 1

N

N∑
i=1

V(p)
i . In phase-M, we determine μ(p+1) and �| (p+1) by maximiz-

ing l∗∗(μ,�| | · · · ).
One can immediately verify that

μ(p+1) = W̄(p) = 1

N

N∑
i=1

W(p)
i .

Moreover,

l∗∗(μ(p+1),�| | Y1, . . . ,YN ,μ
(p),�| (p)) = − N

2
log |�| | − N

2
tr.{�| −1(C(p) + V̄(p))},

where C(p) = (C (p)
j j ′ ; j, j ′ = 1, . . . , K ), and

C (p)
j j ′ = 1

N

N∑
i=1

(W (p)
i j − W̄ (p)

j )(W (p)
i j ′ − W̄ (p)

j ′ ).

Finally, the matrix maximizing l∗∗ is

�| (p+1) = C(p) + V̄(p).

We can prove recursively, by induction on p, that

W(0) = Ȳ = 1

N

N∑
i=1

Yi ,

W(p+1) = Ȳ −
p∑

j=0

B̄( j)K,
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where B̄(l) = 1

N

N∑
i=1

B(l)
i , l = 0, 1, . . . , and

K = 1

N

N∑
i=1

(Bi Yi − B̄Ȳ).

Thus,

lim
p→∞ W̄ (p) = Ȳ = (I − B̄)−1K

=
(

N∑
i=1

(I − Bi )

)−1 N∑
i=1

(I − Bi )Yi .

One continues iterating until μ(p) and �| (p) do not change significantly.
Brier, Zacks, and Marlow (1986) studied the efficiency of these empirical Bayes

estimators, in comparison to the simple MLE, and to another type of estimator that
will be discussed in Chapter 9.

PART III: PROBLEMS

Section 8.1

8.1.1 Let F = {B(N , θ ); 0 < θ < 1} be the family of binomial distributions.

(i) Show that the family of beta prior distributions H = {β(p, q); 0 < p,
q < ∞} is conjugate to F .

(ii) What is the posterior distribution of θ given a sample of n i.i.d. random
variables, having a distribution in F?

(iii) What is the predicted distribution of Xn+1, given (X1, . . . , Xn)?

8.1.2 Let X1, . . . , Xn be i.i.d. random variables having a Pareto distribution, with
p.d.f.

f (x ; ν) = νAν/xν+1, 0 < A < x < ∞;

0 < ν < ∞ (A is a specified positive constant).

(i) Show that the geometric mean, G =
(

n∏
i=1

Xi

)1/n

, is a minimal sufficient

statistic.

(ii) Suppose that ν has a prior G(λ, p) distribution. What is the posterior
distribution of ν given X?

(iii) What are the posterior expectation and posterior variance of ν given X?
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8.1.3 Let X be a p-dimensional vector having a multinormal distribution N (μ,�| ).
Suppose that �| is known and that μ has a prior normal distribution N (μ0,V).
What is the posterior distribution of μ given X?

8.1.4 Apply the results of Problem 3 to determine the posterior distribution of β

in the normal multiple regression model of full rank, when σ 2 is known.
More specifically, let

X ∼ N (Aβ, σ 2 I ) and β ∼ N (β0,V).

(i) Find the posterior distribution of β given X.

(ii) What is the predictive distribution of X2 given X1, assuming that con-
ditionally on β, X1 and X2 are i.i.d.?

8.1.5 Let X1, . . . , Xn be i.i.d. random variables having a Poisson distribution,
P(λ), 0 < λ < ∞. Compute the posterior probability P{λ ≥ X̄n | Xn} cor-
responding to the Jeffreys prior.

8.1.6 Suppose that X1, . . . , Xn are i.i.d. random variables having a N (0, σ 2) dis-
tribution, 0 < σ 2 < ∞.

(i) Show that if 1/2σ 2 ∼ G

(
1

τ
, ν

)
then the posterior distribution of

1/2σ 2 given S = �X2
i is also a gamma distribution.

(ii) What is E{σ 2 | S} and V {σ 2 | S} according to the above Bayesian
assumptions.

8.1.7 Let X1, . . . , Xn be i.i.d. random variables having a N (μ, σ 2) distribution;
−∞ < μ < ∞, 0 < σ < ∞. A normal-inverted gamma prior distribution
for μ, σ 2 assumes that the conditional prior distribution of μ, given σ 2, is

N (μ0, λσ
2) and that the prior distribution of 1/2σ 2 is a G

(
1

τ
, ν

)
. Derive

the posterior joint distribution of (μ, σ 2) given (X̄ , S2), where X̄ and S2 are
the sample mean and variance, respectively.

8.1.8 Consider again Problem 7 assuming that μ and σ 2 are priorly indepen-

dent, with μ ∼ N (μ0, D2) and 1/2σ 2 ∼ G

(
1

τ
, ν

)
. What are the posterior

expectations and variances of μ and of σ 2, given (X̄ , S2)?

8.1.9 Let X ∼ B(n, θ ), 0 < θ < 1. Suppose that θ has a prior beta distribution
β( 1

2 ,
1
2 ). Suppose that the loss function associated with estimating θ by θ̂ is

L(θ, θ̂ ). Find the risk function and the posterior risk when L(θ̂ , θ) is

(i) L(θ̂ , θ) = (θ̂ − θ )2;

(ii) L(θ̂ , θ) = (θ̂ − θ )2/θ (1 − θ );

(iii) L(θ̂ , θ) = |θ̂ − θ |.
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8.1.10 Consider a decision problem in which θ can assume the values in the set
{θ0, θ1}. If i.i.d. random variables X1, . . . , Xn are observed, their joint p.d.f.
is f (xn; θ ) where θ is either θ0 or θ1. The prior probability of {θ = θ0} is η.
A statistician takes actions a0 or a1. The loss function associated with this
decision problem is given by

L(θ, a0) =
{

0, if θ = θ0,

K , if θ = θ1,

L(θ, a1) =
{

1, if θ = θ0,

0, if θ = θ1.

(i) What is the prior risk function, if the statistician takes action a0 with
probability ξ?

(ii) What is the posterior risk function?

(iii) What is the optimal action with no observations?

(iv) What is the optimal action after n observations?

8.1.11 The time till failure of an electronic equipment, T , has an exponential

distribution, i.e., T ∼ G

(
1

τ
, 1

)
; 0 < τ < ∞. The mean-time till failure,

τ , has an inverted gamma prior distribution, 1/τ ∼ G(�, ν). Given n
observations on i.i.d. failure times T1, . . . , Tn , the action is an estimator
τ̂n = t(T1, . . . , Tn). The loss function is L(τ̂ , τ ) = |τ̂n − τ |. Find the poste-
rior risk of τ̂n . Which estimator will minimize the posterior risk?

Section 8.2

8.2.1 Let X be a random variable having a Poisson distribution,P(λ). Consider
the problem of testing the two simple hypotheses H0 : λ = λ0 against H1 :
λ = λ1; 0 < λ0 < λ1 < ∞.

(i) What is the form of the Bayes test φπ (X ), for a prior probability π of
H0 and costs c1 and c2 for errors of types I and II.

(ii) Show that R0(π ) = c1(1 − P([ξ (π )]; λ0)), where P( j ; λ) is the c.d.f.
of P(λ), R1(π ) = c2 P([ξ (π )]; λ1),

ξ (π ) =
(

log
π

1 − π
+ log

c1

c2
+ λ1 − λ0

)
/ log

(
λ1

λ0

)
,

where [x] is the largest integer not exceeding x .

(iii) Compute (R0(π ), R1(π )) for the case of c1 = 1, c2 = 3; λ1/λ0 = 2,
λ1 − λ0 = 2, and graph the lower boundary of the risk set R.

8.2.2 Let X1, . . . , Xn be i.i.d. random variables having an exponential distribution
G(λ, 1), 0 < λ < ∞. Consider the two composite hypotheses H0 : λ ≤ λ0
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against H1 : λ > λ0. The prior distribution of λ is G

(
1

τ
, ν

)
. The loss

functions associated with accepting Hi (i = 0, 1) are

L0(λ) =
{

0, λ ≤ λ0,

λ, λ > λ0,

and

L1(λ) =
⎧⎨⎩B

(
1 − λ

λ0

)
, λ ≤ λ0,

0, λ < λ0,

0 < B < ∞.

(i) Determine the form of the Bayes test of H0 against H1.

(ii) What is the Bayes risk?

8.2.3 Let X1, . . . , Xn be i.i.d. random variables having a binomial distribution
B(1, θ ). Consider the two composite hypotheses H0 : θ ≤ 1/2 against H1 :
θ > 1/2. The prior distribution of θ is β(p, q). Compute the Bayes Factor
in favor of H1 for the cases of n = 20, T = 15 and

(i) p = q = 1/2 (Jeffreys prior);

(ii) p = 1, q = 3.

8.2.4 Let X1, . . . , Xn be i.i.d. random variables having a N (μ, σ 2) distribu-
tion. Let Y1, . . . ,Ym be i.i.d. random variables having a N (η, ρσ 2) dis-
tribution, −∞ < μ, η < ∞, 0 < σ 2, ρ < ∞, The X -sample is indepen-
dent of the Y -sample. Consider the problem of testing the hypothesis
H0 : ρ ≤ 1, (μ, η, σ 2) arbitrary against H1 : ρ > 1, (μ, η, σ 2) arbitrary.
Determine the form of the Bayes test function for the formal prior p.d.f.

h(μ, η, σ, ρ) ∝ 1

σ 2
· 1

ρ
and a loss function with c1 = c2 = 1.

8.2.5 Let X be a k-dimensional random vector having a multinomial distribution

M(n; θ ). We consider a Bayes test of H0 : θ = 1

k
1 against H1 : θ 
= 1

k
1. Let

θ have a prior symmetric Dirichlet distribution (8.2.27) with ν = 1 or 2 with
equal hyper-prior probabilities.

(i) Compute the Bayes Factor in favor of H1 when k = 5, n = 50, X1 = 7,
X2 = 12, X3 = 9, X4 = 15, and X5 = 7. [Hint: Approximate the values
of �(νk + n) by the Stirling approximation: n! ≈ e−nnn

√
2πn, for

large n.]

(ii) Would you reject H0 if c1 = c2 = 1?
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8.2.6 Let X1, X2, . . . be a sequence of i.i.d. normal random variables, N (0, σ 2).
Consider the problem of testing H0 : σ 2 = 1 against H1 : σ 2 = 2 sequen-
tially. Suppose that c1 = 1 and c2 = 5, and the cost of observation is
c = 0.01.

(i) Determine the functions ρ(n)(π ) for n = 1, 2, 3.

(ii) What would be the Chernoff approximation to the SPRT boundaries
(A, B)?

8.2.7 Let X1, X2, . . . be a sequence of i.i.d binomial random variables, B(1, θ ),
0 < θ < 1. According to H1 : θ = 0.3. According to H1 : θ = 0.7. Let π ,
0 < π < 1, be the prior probability of H0. Suppose that the cost for erroneous
decision is b = 10[$] (either type of error) and the cost of observation
is c = 0.1[$]. Derive the Bayes risk functions ρ(i)(π ), i = 1, 2, 3 and the
associated decision and stopping rules of the Bayes sequential procedure.

Section 8.3

8.3.1 Let X ∼ B(n, θ ) be a binomial random variable. Determine a (1 − α)-level
credibility interval for θ with respect to the Jeffreys prior h(θ ) ∝ θ−1/2(1 −
θ )−1/2, for the case of n = 20, X = 17, and α = 0.05.

8.3.2 Consider the normal regression model (Problem 3, Section 2.9). Assume
that σ 2 is known and that (α, β) has a prior bivariate normal distribution
N (
(
α0

β0

)
, �| ).

(i) Derive the (1 − ε) joint credibility region for (α, β).

(ii) Derive a (1 − ε) credibility interval for α + βξ0, when ξ0 is specified.

(iii) What is the (1 − ε) simultaneous credibility interval for α + βξ , for all
ξ?

8.3.3 Consider Problem 4 of Section 8.2. Determine the (1 − α) upper credibility
limit for the variance ratio ρ.

8.3.4 Let X1, . . . , Xn be i.i.d. random variables having a N (μ, σ 2) distribution
and let Y1, . . . ,Yn be i.i.d. random variables having a N (η, σ 2) distribution.
The Xs and the Y s are independent. Assume the formal prior for μ, η, and
σ , i.e.,

h(μ, η, σ ) ∝ σ 2, −∞ < μ, η < ∞, 0 < σ 2 < ∞.

(i) Determine a (1 − α) HPD-interval for δ = μ − η.

(ii) Determine a (1 − α) HPD-interval for σ 2.

8.3.5 Let X1, . . . , Xn be i.i.d. random variables having a G(λ, 1) distribution and
let Y1, . . . ,Ym be i.i.d. random variables having a G(η, 1) distribution. The
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Xs and Y s are independent. Assume that λ and η are priorly independent

having prior distributions G

(
1

τ1
, ν1

)
and G

(
1

τ2
, ν2

)
, respectively. Deter-

mine a (1 − α) HPD-interval for ω = λ/η.

Section 8.4

8.4.1 Let X ∼ B(n, θ ), 0 < θ < 1. Suppose that the prior distribution of θ is
β(p, q), 0 < p, q < ∞.

(i) Derive the Bayes estimator of θ for the squared-error loss.

(ii) What is the posterior risk and the prior risk of the Bayes estimator of
(i)?

(iii) Derive the Bayes estimator of θ for the quadratic loss L(θ̂ , θ) = (θ̂ −
θ )2/θ (1 − θ ), and the Jeffreys prior

(
p = q = 1

2

)
.

(iv) What is the prior and the posterior risk of the estimator of (iii)?

8.4.2 Let X ∼ P(λ), 0 < λ < ∞. Suppose that the prior distribution of λ is

G

(
1

τ
, ν

)
.

(i) Derive the Bayes estimator of λ for the loss function L(λ̂, λ) = a(λ̂ −
λ)+ + b(λ̂ − λ)−, where (·)+ = max(·, ) and (·)− = − min(·, 0); 0 <

a, b < ∞.

(ii) Derive the Bayes estimator for the loss function L(λ̂, λ) = (λ̂ − λ)2/λ.

(iii) What is the limit of the Bayes estimators in (ii) when ν → 1

2
and

τ → ∞.

8.4.3 Let X1, . . . , Xn , Y be i.i.d. random variables having a normal distribution
N (μ, σ 2); −∞ < μ < ∞, 0 < σ 2 < ∞. Consider the Jeffreys prior with
h(μ, σ 2)dμdσ 2 ∝ dμdσ 2/σ 2. Derive the γ -quantile of the predictive dis-
tribution of Y given (X1, . . . , Xn).

8.4.4 Let X ∼ P(λ), 0 < λ < ∞. Derive the Bayesian estimator of λ with respect
to the loss function L(λ̂, λ) = (λ̂ − λ)2/λ, and a prior gamma distribution.

8.4.5 Let X1, . . . , Xn be i.i.d. random variables having a B(1, θ ) distribution,
0 < θ < 1. Derive the Bayesian estimator of θ with respect to the loss
function L(θ̂ , θ) = (θ̂ − θ )2/θ (1 − θ ), and a prior beta distribution.

8.4.6 In continuation of Problem 5, show that the posterior risk of θ̂ = �X/n with
respect to L(θ̂ , θ) = (θ̂ − θ )2/θ (1 − θ ) is 1/n for all �Xi . This implies that
the best sequential sampling procedure for this Bayes procedure is a fixed
sample procedure. If the cost of observation is c, determine the optimal
sample size.
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8.4.7 Consider the normal-gamma linear model N G

(
β0, τ

2 u0

2
,
ψ

2

)
where Y is

four-dimensional and

(X) =

⎡⎢⎢⎣
1 −1 1 1
1 1 −1 −1
1 −1 1 −1
1 1 1 1

⎤⎥⎥⎦ .

(i) What is the predictive distribution of Y?

(ii) What is the Bayesian estimator φ̂B?

8.4.8 As an alternative to the hierarchical model of Gelman et al. (1995) described
in Section 8.4.2, assume that n1, . . . , nk are large. Make the variance stabi-
lizing transformation

Yi = 2 sin−1

√
Ji + 3/8

ni + 3/4
, i = 1, . . . , k.

We consider now the normal model

Y | θ ∼ N (η, D),

where Y = (Y1, . . . ,Yk)′, η = (η1, . . . , ηk)′ with ηi = 2 sin−1(
√
θi ), i =

1, . . . , k. Moreover, D is a diagonal matrix, D = diag

{
1

ni
, i = 1, . . . , k

}
.

Assume a prior multinormal distribution for η.

(i) Develop a credibility region for η, and by inverse transformations (1:1)
obtain credibility region for θ = (θ1, . . . , θk).

8.4.9 Consider the normal random walk model, which is a special case of the
dynamic linear model (8.4.6), given by

Yn = θn + εn,

θn = θn−1 + ωn, n = 1, 2, . . . ,

where θ0 ∼ N (η0, c0), {εn} are i.i.d. N (0, σ 2) and {ωn} are i.i.d. N (0, τ 2).
Show that lim

n→∞cn → c∗, where cn is the posterior variance of θn , given

(Y1, . . . ,Yn). Find the formula of c∗.

Section 8.5

8.5.1 The integral

I =
∫ 1

0
e−θ θ X (1 − θ )n−X dθ
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can be computed analytically or numerically. Analytically, it can be com-
puted as

(i)

I =
∞∑
j=0

(−1) j

j!

∫ 1

0
θ X+ j (1 − θ )n−X dθ

=
∞∑
j=0

(−1) j

j!
B(X + j + 1, n − X + 1).

(ii) Make the transformation ω = θ/(1 − θ ), and write

I =
∫ ∞

0

e−ω/(1+ω)

(1 + ω)2
exp{−n(log(1 + ω) − p̂n logω)}dω,

where p̂n = X/n. Let k(ω) = log(1 + ω) − p̂n log(ω) and f (ω) =
exp

{
− ω

1 + ω

}
/(1 + ω)2. Find ω̂ which maximizes −k(ω). Use (8.5.3)

and (8.5.4) to approximate I .

(iii) Approximate I numerically. Compare (i), (ii) and (iii) for n = 20, 50
and X = 15, 37. How good is the saddle-point approximation (8.5.9)?

8.5.2 Prove that if U1, U2 are two i.i.d. rectangular (0, 1) random variables then
the Box Muller transformation (8.5.26) yields two i.i.d. N (0, 1) random
variables.

8.5.3 Consider the integral I of Problem [1]. How would you approximate I by
simulation? How would you run the simulations so that, with probability
≥ 0.95, the absolute error is not greater than 1% of I .

Section 8.6

8.6.1 Let (X1, θ1), . . . , (Xn, θn), . . . be a sequence of independent random vectors
of which only the Xs are observable. Assume that the conditional distribu-
tions of Xi given θi are B(1, θi ), i = 1, 2, . . . , and that θ1, θ2, . . . are i.i.d.
having some prior distribution H (θ ) on (0, 1).

(i) Construct an empirical-Bayes estimator of θ for the squared-error loss.

(ii) Construct an empirical-Bayes estimator of θ for the squared-error loss,
if it is assumed that H (θ ) belongs to the family H = {β(p, q) : 0 < p,
q < ∞}.

8.6.2 Let (X1, ψ1), . . . , (Xn, ψn), . . . be a sequence of independent random vec-
tors of which only the Xs are observable. It is assumed that the conditional
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distribution of Xi given ψi is N B(ψi , ν), ν known, i = 1, 2, . . .. More-
over, it is assumed that ψ1, ψ2, . . . are i.i.d. having a prior distribution H (θ )
belonging to the family H of beta distributions. Construct a sequence of
empirical-Bayes estimators for the squared-error loss, and show that their
posterior risks converges a.s. to the posterior risk of the true β(p, q).

8.6.3 Let (X1, λ1), . . . , (Xn, λn), . . . be a sequence of independent random vec-
tors, where Xi | λi ∼ G(λi , 1), i = 1, 2, . . . , and λ1, λ2, . . . are i.i.d. having

a prior G

(
1

τ
, ν

)
distribution; τ and ν unknown. Construct a sequence of

empirical-Bayes estimators of λi , for the squared-error loss.

PART IV: SOLUTIONS OF SELECTED PROBLEMS

8.1.6 (i) Since X ∼ N (0, σ 2), S =
n∑

i=1

X2
i ∼ σ 2χ2[n], or S ∼ 2σ 2G

(
1,

n

2

)
.

Thus, the density of S, given σ 2, is

fS(x | σ 2) = 1

�( n
2 )(2σ 2)

n
2

x
n
2 −1e−x/2σ 2

, 0 < x < ∞.

Let φ = 1

2σ 2
and let the prior distribution of φ be like that of

G

(
1

τ
, ν

)
. Hence, the posterior distribution of φ, given S, is like that of

G

(
S + 1

τ
,

n

2
+ ν

)
.

(ii) E{σ 2 | S} = (S + 1
τ

)
n
2 +ν

2�( n
2 + ν)

∫ ∞

0
φ

n
2 +ν−2e−φ(S+E)dφ

= (S + 1
τ

)
n
2 +ν�( n

2 + ν − 1)

2�( n
2 + ν)(S + 1

τ
)

n
2 +ν−1

= S + 1
τ

n + 2ν − 2
.

Similarly, we find that

V {σ 2 | S} = 2(S + 1
τ

)2

(n + 2ν − 2)2(n + 2ν − 4)
.
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8.1.9

X ∼ B(n, θ ), 0 < θ < 1,

θ ∼ β

(
1

2
,

1

2

)
,

θ | X ∼ β

(
X + 1

2
, n − X + 1

2

)
.

Accordingly,

(i) E{(θ̂ − θ )2 | X} = θ̂2 − 2θ̂
X + 1

2

n + 1
+ (X + 1

2 )(X + 3
2 )

(n + 1)(n + 2)
.

(ii)

E

{
θ̂ 2

θ (1 − θ )
| X

}
= n(n − 1)θ̂2

(X − 1
2 )(n − X − 1

2 )
− 2nθ̂

n − X − 1
2

+ (X + 1
2 )

n(n − X − 1
2 )

.

(iii)

E{|θ̂ − θ | | X} = 2θ̂ Iθ̂

(
X + 1

2
, n − X + 1

2

)

− 2
X + 1

2

n + 1
Iθ̂

(
X + 3

2
, n − X + 1

2

)
− n − X + 1

2

n + 1
.

8.2.1 (i) The prior risks are R0 = c1π and R1 = c2(1 − π ), where π is the prior
probability of H0. These two risk lines intersect at π∗ = c2/(c1 + c2).
We have R0(π∗) = R1(π∗). The posterior probability that H0 is true is

π (X ) = πe−λ0λx
0

πe−λ0λx
0 + (1 − π )e−λ1λx

1

.

The Bayes test function is

φπ (X ) =
{

1, if π (x) < π∗,
0, if π (x) ≥ π∗.
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φπ (X ) is the probability of rejecting H0. Note that φπ (X ) = 1 if, and
only if, X > ξ (π ), where

ξ (π ) = λ1 − λ0 + log π
1−π

+ log c1
c2

log( λ1
λ0

)
.

(ii) R0(π ) = c1 E{φπ (X )}
= c1 P{X > ξ (π ) | λ = λ0}.

Let P( j ; λ) denote the c.d.f. of Poisson distribution with mean λ. Then

R0(π ) = c1(1 − P([ξ (π )]; λ0)),

and

R1(π ) = c2 P([ξ (π )]; λ1).

(iii) ξ (π ) = 2 + log π
1−π

− log(3)

log(2)
.

Then

R0(π ) = 1 − P

([
1.300427 + log π

1−π

0.693147

]
; λ = 2

)
,

R1(π ) = 3P

([
1.300427 + log π

1−π

0.693147

]
; λ = 4

)
.

8.3.2 We have a simple linear regression model Yi = α + βxi + εi , i = 1, . . . , n;
where εi are i.i.d. N (0, σ 2). Assume that σ 2 is known. Let (X ) = (1n, xn),
where 1n is an n-dimensional vector of 1s, x′

n = (x1, . . . , xn). The model is

Y = (X )

(
α

β

)
+ ε.

(i) Let θ =
(
α

β

)
, θ0

(
α0

β0

)
. The prior distribution of θ is N (θ0, �| ). Note

that the covariance matrix of Y is V [Y] = σ 2 I + (X )�| (X )′. Thus, the
posterior distribution of θ , given Y, is N (η(Y), D), where

η(Y) = θ0 + �| (X )′(σ 2 I + (X )�| (X )′)−1(Y − (X )θ0),
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and

D = �| − �| (X )′(σ 2 I + (X )�| (X )′)−1(X )�| .

Accordingly

(θ − η(Y))′ D−1(θ − η(Y) ∼ χ2[2].

Thus, the (1 − α) credibility region for θ is

{θ : (θ − η(Y))′ D−1(θ − η(Y)) ≤ χ2
1−ε[2]}.

(ii) Let w =
(

1

ξ

)
and w0 =

(
1

ξ0

)
. α + βξ0 = θ ′w0. The posterior dis-

tribution of θ ′w0, given Y, is N (η(Y)′w0,w′
0 Dw0). Hence, a (1 −

α) credibility interval for θ ′w0, given Y, has the limits η(Y)′w0 ±
z1−ε/2(w′

0 Dw0)1/2.

(iii) Simultaneous credibility interval for all ξ is by Sheffe’s S-intervals

η(Y)′w ± (2χ2
1−ε[2])1/2(w′ Dw)1/2.

8.4.1

X ∼ B(n, θ ), 0 < θ < 1.

The prior of θ is Beta(p, q), 0 < p, q < ∞.

(i) The posterior distribution of θ , given X , is Beta(p + X, q + n − X ).
Hence, the Bayes estimator of θ , for squared-error loss, is θ̂B =
E(θ | X ) = X + p

n + p + q
.

(ii) The posterior risk is V (θ | X ) = (X + p)(n − X + q)

(n + p + q)2(n + p + q + 1)
. The

prior risk is EH {MSE(θ̂B)} = pq

(p + q)(p + q + 1)(n + p + q)
.

(iii) The Bayes estimator is

θ̂B = min

(
(X − 1

2 )+

n − 1
, 1

)
.
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8.4.3 The Jeffreys prior is h(μ, σ 2)dμdσ 2 = 1

σ 2
dμdσ 2. A version of the like-

lihood function, given the minimal sufficient satistic (X̄ , Q), where Q =
n∑

i=1

(Xi − X̄ )2, is

L(μ, σ 2 | X̄ , Q) = 1

(σ 2)
n
2

exp

{
− Q

2σ 2
− n

2σ 2
(X̄ − μ)2

}
.

Thus, the posterior density under Jeffrey’s prior is

h(μ, σ 2) | X̄ , Q) = (σ 2)−( n
2 +1) exp{− Q

2σ 2 − n
2σ 2 (X̄ − μ)2}∫ ∞

−∞

∫ ∞

0
(σ 2)−( n

2 +1) exp

{
− Q

2σ 2
− n

2σ 2
(X̄ − μ)2

}
dμdσ 2

.

Now,

∫ ∞

−∞
e− n

2σ2 (X̄−μ)2

dμ = σ

√
2π

n
.

Furthermore,

∫ ∞

0

σ

(σ 2)
n
2 +1

e− Q
2σ2 dσ 2 =

∫ ∞

0
φ

n−1
2 −1e−φ Q

2 dφ = 2
n−1

2 �( n−1
2 )

Q
n−1

2

.

Accordingly,

h(μ, σ 2 | X̄ , Q) = Q
n−1

2

2
n−1

2 �( n−1
2 )

· 1

(σ 2)
n
2 +1

· exp

{
− Q

2σ 2
− n(X̄ − μ)2

2σ 2

}
.

Thus, the predictive density of Y , given [X̄ , Q], is

fH (y | X̄ , Q) = Q
n−1

2

2
n
2
√
π �( n−1

2 )

∫ ∞

0

e− Q
2σ2

(σ 2)
n+1

2 +1
·

·
(∫ ∞

−∞
exp

{
−n(X̄ − μ)2

2σ 2
− (y − μ)2

2σ 2

}
dμ

)
dσ 2,

or

fH (y | X̄ , Q) = 1√
Q B( 1

2 ,
n−1

2 )

(
1 + n

n + 1

(y − X̄ )2

Q

)− n
2

.
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Recall that the density of t[n − 1] is

f (t ; n − 1) = 1√
n − 1 B( 1

2 ,
n−1

2 )

(
1 + t2

n − 1

)− n
2

.

Thus, the γ -quantile of the predictive distribution fH (y | X̄ , Q) is X̄ +
tγ [n − 1]√

n − 1

√
Q

(
1 + 1

n

)
.

8.5.3 I =
∫ 1

0
e−θ θ X (1 − θ )n−X dθ = B(X + 1, n − X + 1)E{e−U },

where U ∼ β(X + 1, n − X + 1). By simulation, we generate M i.i.d.
values of U1, . . . ,UM , and estimate I by ÎM = B(X + 1, n − X + 1) ·
1

M

M∑
i=1

e−Ui . For large M , ÎM ≈ AN

(
I,

1

M
D

)
, where D = B2(X + 1, n −

X + 1)V {e−U }. We have to find M large enough so that P{| ÎM − I | ≤
0.01I } ≥ 0.95. According to the asymptotic normal distribution, we deter-
mine M so that

2�

(√
M 0.01E{e−U }√

V {e−U }

)
− 1 ≥ 0.95,

or

M ≥ χ2
.95[1]

0.0001

(
E{e−2U }

(E(e−U ))2
− 1

)
.

By the delta method, for large M ,

E{e−2U } ∼= e−2 X+1
n+2

(
1 + 2

(X + 1)(n − X + 1)

(n + 2)2(n + 3)

)
.

Similarly,

E{e−U } ∼= e− X+1
n+2

(
1 + 1

2

(X + 1)(n − X + 1)

(n + 2)2(n + 3)

)
.

Hence, M should be the smallest integer such that

M ≥ χ2
.95[1]

0.0001

⎛⎜⎝ 1 + 2 (X+1)(n−X+1)
(n+2)2(n+3)(

1 + 1
2

(X+1)(n−X+1)
(n+2)2(n+3)

)2 − 1

⎞⎟⎠ .
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Advanced Topics in Estimation Theory

PART I: THEORY

In the previous chapters, we discussed various classes of estimators, which attain
certain optimality criteria, like minimum variance unbiased estimators (MVUE),
asymptotic optimality of maximum likelihood estimators (MLEs), minimum mean-
squared-error (MSE) equivariant estimators, Bayesian estimators, etc. In this chapter,
we present additional criteria of optimality derived from the general statistical deci-
sion theory. We start with the game theoretic criterion of minimaxity and present some
results on minimax estimators. We then proceed to discuss minimum risk equivariant
and standard estimators. We discuss the notion of admissibility and present some
results of Stein on the inadmissibility of some classical estimators. These examples
lead to the so-called Stein-type and Shrinkage estimators.

9.1 MINIMAX ESTIMATORS

Given a classD of estimators, the risk function associated with each d ∈ D is R(d, θ ),
θ ∈ �. The maximal risk associated with d is R∗(d) = sup

θ∈�
R(d, θ ). If in D there is

an estimator d∗ that minimizes R∗(d) then d∗ is called a minimax estimator. That is,

sup
θ∈�

R(d∗, θ ) = inf
d∈D

sup
θ∈θ

R(d, θ ).

A minimax estimator may not exist in D. We start with some simple results.

Lemma 9.1.1. Let F = {F(x ; θ ), θ ∈ �} be a family of distribution functions and
D a class of estimators of θ . Suppose that d∗ ∈ D and d∗ is a Bayes estimator relative
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to some prior distribution H ∗(θ ) and that the risk function R(d∗, θ ) does not depend
on θ . Then d∗ is a minimax estimator.

Proof. Since R(d∗, θ ) = ρ∗ for all θ in �, and d∗ is Bayes against H ∗(θ ) we have

ρ∗ =
∫

R(d∗, θ )h∗(θ )dθ = inf
d∈D

∫
R(d, θ )h∗(θ )dθ

≤ sup
θ∈�

inf
d∈D

R(d, θ ) ≤ inf
d∈D

sup
θ∈�

R(d, θ ).
(9.1.1)

On the other hand, since ρ∗ = R(d∗, θ ) for all θ

ρ∗ = sup
θ∈�

R(d∗, θ ) ≥ inf
d∈D

sup
θ∈�

R(d, θ ). (9.1.2)

From (9.1.1) and (9.1.2), we obtain that

sup
θ∈�

R(d∗, θ ) = inf
d∈D

sup
θ∈�

R(d, θ ). (9.1.3)

This means that d∗ is minimax. QED

Lemma 9.1.1 can be generalized by proving that if there exists a sequence of
Bayes estimators with prior risks converging to ρ∗, where ρ∗ is a constant risk of d∗,
then d∗ is minimax. We obtain this result as a corollary of the following lemma.

Lemma 9.1.2. Let {Hk ; k ≥ 1} be a sequence of prior distributions on � and
let {θ̂k ; k ≥ 1} be the corresponding sequence of Bayes estimators with prior risks
ρ(θ̂k, Hk). If there exists an estimator d∗ for which

sup
θ∈�

R(θ∗, θ ) ≤ lim sup
k→∞

ρ(θ̂k, Hk), (9.1.4)

then d∗ is minimax.

Proof. If d∗ is not a minimax estimator, there exists an estimator θ̃ such that

sup
θ∈�

R(θ̃ , θ) < sup
θ∈�

R(d∗, θ ). (9.1.5)
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Moreover, for each k ≥ 1 since θ̂k is Bayes,

ρ(θ̂k, Hk) =
∫

R(θ̂k, θ )hk(θ )dθ

≤
∫

R(θ̃ , θ)hk(θ )dθ ≤ sup
θ∈�

R(θ̃ , θ).

(9.1.6)

But (9.1.5) in conjunction with (9.1.6) contradict (9.1.4). Hence, d∗ is
minimax. QED

9.2 MINIMUM RISK EQUIVARIANT, BAYES EQUIVARIANT, AND
STRUCTURAL ESTIMATORS

In Section 5.7.1, we discussed the structure of models that admit equivariant esti-
mators with respect to certain groups of transformations. In this section, we return
to this subject and investigate minimum risk, Bayes and minimax equivariant esti-
mators. The statistical model under consideration is specified by a sample space X
and a family of distribution functions F = {F(x ; θ ); θ ∈ �}. Let G be a group of
transformations that preserves the structure of the model, i.e., gX = X for all g ∈ G,
and the induced group Ḡ of transformations on � has the property that ḡ� = � for
all ḡ ∈ Ḡ. An equivariant estimator θ̂ (X) of θ was defined as one which satisfies the
structural property that θ̂ (gX) = ḡθ̂ (X) for all g ∈ G.

In cases of various orbits of G in �, we may index the orbits by a parameter,
say ω(θ ). The risk function of an equivariant estimator θ̂(X) is then R(θ̂ , ω(θ )).
Bayes equivariant estimators can be considered. These are equivariant estimators
that minimize the prior risk associated with θ , relative to a prior distribution H (θ ).
We assume that ω(θ ) is a function of θ for which the following prior risk exists,
namely,

ρ(θ̂ , H ) =
∫
�

R(θ̂ , ω(θ ))dH(θ )

=
∫
�

R(θ̂ , ω)dK(ω),

(9.2.1)

where K (ω) is the prior distribution ofω(θ ), induced by H (θ ). Let U (X) be a maximal
invariant statistic with respect to G. Its distribution depends on θ only through ω(θ ).
Suppose that g(u;ω) is the probability density function (p.d.f.) of U (X) under ω. Let
k(ω | U ) be the posterior p.d.f. of ω given U (X). The prior risk of θ can be written
then as

ρ(θ̂ , H ) = EU |K {Eω|U {R(θ̂ , ω)}}. (9.2.2)

where Eω|U {R(θ̂ , ω)} is the posterior risk of θ , given U (X ). An equivariant estima-
tor θ̂K is Bayes against K (ω) if it minimizes Eω|U {R(θ̂ , ω)}.



566 ADVANCED TOPICS IN ESTIMATION THEORY

As discussed earlier, the Bayes equivariant estimators are relevant only if there are
different orbits of G in �. Another approach to the estimation problem, if there are
no minimum risk equivariant estimators, is to derive formally the Bayes estimators
with respect to invariant prior measures (like the Jeffreys improper priors). Such an
approach to the above problem of estimating variance components was employed by
Tiao and Tan (1965) and by Portnoy (1971). We discuss now formal Bayes estimators
more carefully.

9.2.1 Formal Bayes Estimators for Invariant Priors

Formal Bayes estimators with respect to invariant priors are estimators that minimize
the expected risk, when the prior distribution used is improper. In this section, we
are concerned with invariant prior measures, such as the Jeffreys noninformative
prior h(θ )dθ ∝ |I (θ )|1/2dθ . With such improper priors, the minimum risk estimators
can often be formally derived as in Section 5.7. The resulting estimators are called
formal Bayes estimators. For example, if F = {F(x ; θ ); −∞ < θ < ∞} is a family
of location parameters distributions (of the translation type), i.e., the p.d.f.s are
f (x ; θ ) = φ(x − θ ) then, for the group G of real translations, the Jeffreys invariant
prior is h(θ )dθ ∝ dθ . If the loss function is L(θ̂ , θ) = (θ̂ − θ )2, the formal Bayes
estimator is

E{θ | X} =

∫ ∞

−∞
θ

n∏
i=1

φ(Xi − θ )dθ

∫ ∞

−∞

n∏
i=1

φ(Xi − θ )dθ

. (9.2.3)

Making the transformation Y = X (1) − θ , where X (1) ≤ · · · ≤ X(n), we obtain

E{θ | X} = X (1) −

∫ ∞

−∞
yφ(y)

n∏
i=2

φ(X(i) − X(1) + y)dy

∫ ∞

−∞
φ(y)

n∏
i=2

φ(X(i) − X(1) + y)dy

. (9.2.4)

This is the Pitman estimator (5.7.10).
When F is a family of location and scale parameters, with p.d.f.s

f (x ;μ, σ ) = 1

σ
φ

(
x − μ

σ

)
, (9.2.5)
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we consider the group G of real affine transformations G = {[α, β]; −∞ < α < ∞,
0 < β < ∞}. The fisher information matrix of (μ, σ ) for F is, if exists,

I (μ, σ ) = 1

σ 2

[
I11 I12

I21 I22

]
, (9.2.6)

where

I11 = V

{
φ′(u)

φ(u)

}
, (9.2.7)

I12 = I21 = cov

(
φ′(u)

φ(u)
, u

φ′(u)

φ(u)

)
, (9.2.8)

and

I22 = V

{
u2 φ′(u)

φ(u)

}
. (9.2.9)

Accordingly, |I (μ, σ )| ∝ 1

σ 4
and the Jeffreys invariant prior is

h(μ, σ )dμdσ ∝ dμdσ

σ 2
. (9.2.10)

If the invariant loss function for estimating μ is L(μ̂, μ, σ ) = (μ̂ − μ)2

σ 2
then the

formal Bayes estimator of μ is

μ̂ =
E
{ μ

σ 2
| X
}

E

{
1

σ 2
| X
}

=

∫ ∞

−∞
μ

∫ ∞

0

1

σ n+4

n∏
i=1

φ

(
xi − μ

σ

)
dσdμ

∫ ∞

−∞

∫ ∞

0

1

σ n+4

n∏
i=1

φ

(
xi − μ

σ

)
dσdμ

.

(9.2.11)
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Let y1 ≤ · · · ≤ yn represent realization of the order statistics X (1) ≤ · · · ≤ X(n). Con-
sider the change of variables

u = y1 − μ

σ
,

v = y2 − y1

σ
,

zi = yi − y1

y2 − y1
, i ≥ 3,

(9.2.12)

then the formal Bayes estimator of μ is

μ̂ = y1 − (y2 − y1) ·

∫ ∞

−∞
uφ(u)

∫ ∞

0
vnφ(u + v)

n∏
i=3

φ(u + vzi )dvdu

∫ ∞

−∞
φ(u)

∫ ∞

0
vn+1φ(u + v)

n∏
i=3

φ(u + vzi )dvdu

. (9.2.13)

For estimating σ, we consider the invariant loss function L(σ̂ , σ ) = (σ̂ − σ )2/σ 2.
The formal Bayes estimator is then

σ̂ = E

{
1

σ
| X

}
/E

{
1

σ 2
| X

}

= (y2 − y1)

∫ ∞

−∞
φ(u)

∫ ∞

0
vnφ(u + v)

n∏
i=3

φ(u + vzi )dvdu

∫ ∞

−∞
φ(u)

∫ ∞

0
vn+1φ(u + v)

n∏
i=3

φ(u + vzi )dvdu

.

(9.2.14)

Note that the formal Bayes estimator (9.2.13) is equivalent to the Pitman estimator,
for a location parameter family (with known scale parameter). The estimator (9.2.14)
is the Pitman estimator for a scale parameter family.

Formal Bayes estimation can be used also when the model has parameters that
are invariant with respect to the group of transformations G. In the variance com-
ponents model discussed in Example 9.3, the variance ratio ρ = τ 2/σ 2 is such an
invariant parameter. These parameters are called also nuisance parameters for the
transformation model.

9.2.2 Equivariant Estimators Based on Structural Distributions

Fraser (1968) introduced structural distributions of parameters in cases of invari-
ance structures, when all the parameters of the model can be transformed by the
transformations in G. Fraser’s approach does not require the assignment of a prior
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distribution to the unknown parameters. This approach is based on changing the vari-
ables of integration from those representing the observable random variables to those
representing the parameters. We start the explanation by considering real parameter
families. More specifically, let F = {F(x ; θ ); θ ∈ �} be a family of distributions,
where � is an interval on the real line. Let G be a group of one-to-one transforma-
tions, preserving the structure of the model. For the simplicity of the presentation,
we assume that the distribution functions of F are absolutely continuous and the
transformation in G can be represented as functions over X × �. Choose in � a
standard or reference point e and let U be a random variable, having the distribution
F(u; e), which is the standard distribution. Let φ(u) be the p.d.f. of the standard dis-
tribution. The structural model assumes that if a random variable X has a distribution
function F(x ; θ ); when θ = ḡe, g ∈ G, then X = gU . Thus, the structural model can
be expressed in the formula

X = G(U, θ ), θ ∈ �. (9.2.15)

Assume that G(u, θ ) is differentiable with respect to u and θ . Furthermore, let

u = G−1(x ; θ ); x ∈ X , θ ∈ �. (9.2.16)

The function G(u, θ ) satisfies the equivariance condition that

gx = G(u, ḡθ ), all g ∈ G;

with an invariant inverse; i.e.,

u = G−1(x, θ ) = G−1(gx, ḡθ ), all g ∈ G.

We consider now the variation of u as a function of θ for a fixed value of x . Writing
the probability element of U at u in the form

φ(u)du = φ(G−1(x, θ )) | ∂

∂θ
G−1(x, θ ) | dθ, (9.2.17)

we obtain for every fixed x a distribution function for θ , over �, with p.d.f.

k(θ ; x) = φ(G−1(x, θ ))m(θ, x), (9.2.18)

where m(θ, x) = | ∂
∂θ

G−1(x, θ )|. The distribution function corresponding to k(θ, x) is
called the structural distribution of θ given X = x . Let L(θ̂(x), θ ) be an invariant
loss function. The structural risk of θ̂ (x) is the expectation

R(θ̂ (x)) =
∫

L(θ̂(x), θ )k(θ ; x)dθ. (9.2.19)
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An estimator θ0(x) is called minimum risk structural estimator if it minimizes
R(θ̂(x)). The p.d.f. (9.2.18) corresponds to one observation on X . Suppose that a
sample of n independent identically distributed (i.i.d.) random variables X1, . . . , Xn

is represented by the point x = (x1, . . . , xn). As before, θ is a real parameter. Let
V (X) be a maximal invariant statistic with respect to G. The distribution of V (X) is
independent of θ . (We assume that � has one orbit of G.) Let k(v) be the joint p.d.f. of
the maximal invariant V (X). Let u1 = G−1(x1, θ ) and let φ(u | x) be the conditional
p.d.f. of the standard variable U = [θ ]−1 X , given V = v. This conditional p.d.f. of
θ , for a given x is then, like in (9.2.18),

k(θ ; x) = φ(G−1(x1, θ ) | v(x))m(θ, x1), θ ∈ �. (9.2.20)

If the model depends on a vector θ of parameters we make the appropriate general-
izations as will be illustrated in Example 9.4.

We conclude the present section with some comment concerning minimum prop-
erties of formal Bayes and structural estimators. Girshick and Savage (1951) proved
that if all equivariant estimators in the location parameter model have finite risk, then
the Pitman estimator (9.2.24) is minimax. Generally, if a formal Bayes estimator with
respect to an invariant prior measure (as the Jeffreys priors) and invariant loss func-
tion is an equivariant estimator, and if the parameter space � has only one orbit of G,
then the risk function of the formal Bayes estimator is constant over �. Moreover, if
this formal Bayes estimator can be obtained as a limit of a sequence of proper Bayes
estimators, or if there exists a sequence of proper Bayes estimators and the lower
limit of their prior risks is not smaller than the risk of the formal Bayes estimator, then
the formal Bayes is a minimax estimator. Several theorems are available concerning
the minimax nature of the minimum risk equivariant estimators. The most famous
is the Hunt–Stein Theorem (Zacks, 1971; p. 346).

9.3 THE ADMISSIBILITY OF ESTIMATORS

9.3.1 Some Basic Results

The class of all estimators can be classified according to the given risk function into
two subclasses: admissible and inadmissible ones.

Definition. An estimator θ̂1(x) is called inadmissible with respect to a risk function
R(θ̂ , θ) if there exists another estimator θ̂2(x) for which

(i) R(θ̂2, θ ) ≤ R(θ̂1, θ ), for all θ,

(i i) R(θ̂2, θ
′) < R(θ̂1, θ

′), for some θ ′.
(9.3.1)

From the decision theoretic point of view inadmissible estimators are inferior. It
is often not an easy matter to prove that a certain estimator is admissible. On the
other hand, several examples exist of the inadmissibility of some commonly used
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estimators. A few examples will be provided later in this section. We start, however,
with a simple and important lemma.

Lemma 9.3.1 (Blyth, 1951). If the risk function R(θ̂ , θ) is continuous in θ for each
θ̂ , and if the prior distribution H (θ ) has a positive p.d.f. at all θ then the Bayes
estimator θ̂H (x) is admissible.

Proof. By negation, if θ̂H (x) is inadmissible then there exists another estimator θ̂∗(x)
for which (9.3.1) holds. Let θ ∗ be a point at which the strong inequality (ii) of (9.3.1)
holds. Since R(θ̂ , θ ) is continuous in θ for each θ̂ , there exists a neighborhood N (θ∗)
around θ∗ over which the inequality (ii) holds for all θ ∈ N (θ∗). Since h(θ ) > 0 for
all θ , PH {N (θ∗)} > 0. Finally from inequality (i) we obtain that∫

�

R(θ∗, θ )h(θ )dθ =
∫

N (θ∗)
R(θ∗, θ )h(θ )dθ +

∫
N̄ (θ∗)

R(θ∗, θ )h(θ )dθ

<

∫
N (θ∗)

R(θ̂H , θ )h(θ )dθ +
∫

N̄ (θ∗)
R(θ̂H , θ )h(θ )dθ.

(9.3.2)

The left-hand side of (9.3.2) is the prior risk of θ∗ and the right-hand side is the prior
risk of θ̂H . But this result contradicts the assumption that θ̂H is Bayes with respect
to H (θ ). QED

All the examples, given in Chapter 8, of proper Bayes estimators illustrate admissi-
ble estimators. Improper Bayes estimators are not necessarily admissible. For exam-
ple, in the N (μ, σ 2) case, when both parameters are unknown, the formal Bayes
estimator of σ 2 with respect to the Jeffreys improper prior h(σ 2)dσ 2 ∝ dσ 2/σ 2 is
Q/(n − 3), where Q = �(Xi − X̄ )2. This estimator is, however, inadmissible, since
Q/(n + 1) has a smaller MSE for all σ 2. There are also admissible estimators that
are not Bayes. For example, the sample mean X̄ from a normal distribution N (θ, 1)
is an admissible estimator with respect to a squared-error loss. However, X̄ is not
a proper Bayes estimator. It is a limit (as k → ∞) of the Bayes estimators derived

in Section 8.4, θ̂k = X̄

(
1 + 1

nk

)−1

. X̄ is also an improper Bayes estimator with

respect to the Jeffreys improper prior h(θ )dθ ∝ dθ . Indeed, for such an improper
prior

θ̂ =

∫ ∞

−∞
θ exp

{
−n

2
(X̄ − θ )2

}
dθ∫ ∞

−∞
exp
{
−n

2
(X̄ − θ )2

}
dθ

= X̄ . (9.3.3)

The previous lemma cannot establish the admissibility of the sample mean X̄ . We
provide here several lemmas that can be used.
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Lemma 9.3.2. Assume that the MSE of an estimator θ̂1 attains the Cramér–Rao lower
bound (under the proper regularity conditions) for all θ , −∞ < θ < ∞, which is

C1(θ ) = B2
1 (θ ) + (1 + B ′

1(θ ))2

I (θ )
, (9.3.4)

where B1(θ ) is the bias of θ̂1. Moreover, if for any estimator θ̂2 having a Cramér–Rao
lower bound C2(θ ), the inequality C2(θ ) ≤ C1(θ ) for all θ implies that B2(θ ) = B1(θ )
for all θ , then θ1 is admissible.

Proof. If θ̂1 is inadmissible, there exists an estimator θ̂2 such that

R(θ̂2, θ ) ≤ R(θ̂1, θ ), for all θ,

with a strict inequality at some θ ′. Since R(θ̂1, θ ) = C1(θ ) for all θ, we have

C2(θ ) = R(θ̂2, θ ) ≤ R(θ̂1, θ ) = C1(θ ) (9.3.5)

for all θ . But, according to the hypothesis, (9.3.5) implies that B1(θ ) = B2(θ ) for all θ .
Hence, C1(θ ) = C2(θ ) for all θ . But this contradicts the assumption that R(θ̂2, θ

′) <
R(θ̂1, θ

′). Hence, θ̂1 is admissible. QED

Lemma 9.3.2 can be applied to prove that, in the case of a sample from N (0, σ 2),

S2 = 1

n + 2

n∑
i=1

X2
i is an admissible estimator of σ 2. (The MVUE and the MLE

are inadmissible!) In such an application, we have to show that the hypotheses
of Lemma 9.3.2 are satisfied. In the N (0, σ 2) case, it requires lengthy and tedious
computations (Zacks, 1971, p. 373). Lemma 9.3.2 is also useful to prove the following
lemma (Girshick and Savage, 1951).

Lemma 9.3.3. Let X be a one-parameter exponential type random variable,
with p.d.f.

f (x ;ψ) = h(x) exp{ψx − K (ψ)},

−∞ < ψ < ∞. Then μ̂ = X is an admissible estimator of its expectation μ(ψ) =
+K ′(ψ), for the quadratic loss function (μ̂ − μ)2/σ 2(ψ); where σ 2(ψ) = +K ′′(ψ)
is the variance of X.
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Proof. The proof of the present lemma is based on the following points. First X is
an unbiased estimator of μ(ψ). Since the distribution of X is of the exponential type,
its variance σ 2(ψ) is equal to the Cramér–Rao lower bound, i.e.,

σ 2(ψ) = (μ′(ψ))2/I (ψ)

= (σ 2(ψ))2/I (ψ).
(9.3.6)

This implies that I (ψ) = σ 2(ψ), which can be also derived directly. If μ̃(X ) is any
other estimator of μ(ψ) satisfying the Cramér–Rao regularity condition with variance
D2(ψ), such that

D2(ψ) ≤ σ 2(ψ), all −∞ < ψ < ∞, (9.3.7)

then from the Cramér–Rao inequality

B2(ψ) + (B ′(ψ) + μ′(ψ))2

σ 2(ψ)
≤ D2(ψ) ≤ σ 2(ψ), all ψ, (9.3.8)

where B(ψ) is the bias function of μ̃(X ). Thus, we arrived at the inequality

B2(ψ)σ 2(ψ) + [B ′(ψ) + σ 2(ψ)]2 ≤ σ 4(ψ), (9.3.9)

all −∞ < ψ < ∞. This implies that

B ′(ψ) ≤ 0 and B2(ψ) + 2B ′(ψ) ≤ − (B ′(ψ))2

σ 2(ψ)
≤ 0, (9.3.10)

for all −∞ < ψ < ∞. From (9.3.10), we obtain that either B(ψ) = 0 for all ψ or

d

dψ

{
1

B(ψ)

}
≥ 1

2
, (9.3.11)

for all ψ such that B(ψ) 
= 0. Since B(ψ) is a decreasing function, either B(ψ) = 0
for all ψ ≥ ψ0 or B(ψ) 
= 0 for all ψ ≥ ψ0. Let G(ψ) be a function defined so that
G(ψ0) = 1/B(ψ0) and G ′(ψ) = 1/2 for all ψ ≥ ψ0; i.e.,

G(ψ) = 1

B(ψ0)
+ 1

2
(ψ − ψ0), all ψ ≥ ψ0. (9.3.12)

Since 1/B(ψ) is an increasing function and
d

dψ
(1/B(ψ)) ≥ 1/2, it is always above

G(ψ) on ψ ≥ ψ0. It follows that

lim
ψ→∞

(1/B(ψ)) = ∞, or lim
ψ→∞

B(ψ) = 0. (9.3.13)
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In a similar manner, we can show that lim
ψ→∞

(1/B(ψ)) = ∞ or lim
ψ→−∞

B(ψ) = 0. This

implies that B(ψ) = 0 for all ψ . Finally, since the bias function of μ̂(X ) = X is also
identically zero we obtain from the previous lemma that μ̂(X ) is admissible. QED

Karlin (1958) established sufficient condition for the admissibility of a linear
estimator

θ̂λ,γ = 1

1 + λ
T + γ λ

1 + λ
(9.3.14)

of the expected value of T in the one parameter exponential family, with p.d.f.

f (x ; θ ) = β(θ )eθT (x), θ ≤ θ ≤ θ̄ .

Theorem 9.3.1 (Karlin). Let X have a one-parameter exponential distribution,
with θ ≤ θ ≤ θ̄ . Sufficient conditions for the admissibility of (9.3.14) as estimator of
Eθ {T (X )}, under squared-error loss, is

lim
θ∗→θ̄

∫ θ∗

θ0

e−γ λθ

[β(θ )]λ
dθ = ∞

or

lim
θ∗→θ

∫ θ0

θ∗

e−γ λθ

[β(θ )]λ
dθ = ∞,

where θ < θ0 < θ̄ .

For a proof of this theorem, see Lehmann and Casella (1998, p. 331).
Considerable amount of research was conducted on the question of the admissi-

bility of formal or generalized Bayes estimators. Some of the important results will
be discussed later. We address ourselves here to the question of the admissibility
of equivariant estimators of the location parameter in the one-dimensional case. We
have seen that the minimum risk equivariant estimator of a location parameter θ ,
when finite risk equivariant estimators exist, is the Pitman estimator

θ̂ (X) = X (1) − E{X (1) | X (2) − X (1), . . . , X (n) − X(1)}.

The question is whether this estimator is admissible. Let Y = (X(2) − X (1), . . ., X (n) −
X (1)) denote the maximal invariant statistic and let f (x | y) the conditional distribution
of X (1), when θ = 0, given Y = y. Stein (1959) proved the following.
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Theorem 9.3.2. If θ̂ (X) is the Pitman estimator and

E{[E{[X (1) − E{X (1) | Y}]2 | Y}]3/2} < ∞, (9.3.15)

then θ̂ (X) is an admissible estimator of θ with respect to the squared-error loss.

We omit the proof of this theorem, which can be found in Stein’s paper (1959)
or in Zacks (1971, pp. 388–393). The admissibility of the Pitman estimator of a
two-dimensional location parameter was proven later by James and Stein (1960).
The Pitman estimator is not admissible, however, if the location parameter is a vector
of order p ≥ 3. This result, first established by Stein (1956) and by James and Stein
(1960), will be discussed in the next section.

The Pitman estimator is a formal Bayes estimator. It is admissible in the real
parameter case. The question is under what conditions formal Bayes estimators
in general are admissible. Zidek (1970) established sufficient conditions for the
admissibility of formal Bayes estimators having a bounded risk.

9.3.2 The Inadmissibility of Some Commonly Used Estimators

In this section, we discuss a few well-known examples of some MLE or best equiv-
ariant estimators that are inadmissible. The first example was developed by Stein
(1956) and James and Stein (1960) established the inadmissibility of the MLE of the
normal mean vector θ , in the N (θ, I ) model, when the dimension of θ is p ≥ 3. The
loss function considered is the squared-error loss, L(θ̂ , θ ) = |θ̂ − θ |2. This example
opened a whole area of research and led to the development of a new type of esti-
mator of a location vector, called the Stein estimators. Another example that will
be presented establishes the inadmissibility of the best equivariant estimator of the
variance of a normal distribution when the mean is unknown. This result is also due
to Stein (1964). Other related results will be mentioned too.

I. The Inadmissibility of the MLE in the N(θ, I) Case, With p ≥ 3
Let X be a random vector of p components, with p ≥ 3. Furthermore assume that
X ∼ N (θ, I ). The assumption that the covariance matrix of X is I , is not a restrictive
one, since if X ∼ N (θ , V ), with a known V , we can consider the case of Y =
C−1X, where V = CC ′. Obviously, Y ∼ N (η, I ) where η = C−1θ . Without loss of
generality, we also assume that the sample size is n = 1. The MLE of θ is X itself.
Consider the squared-error loss function L(θ̂, θ ) = ||θ̂ − θ ||2. Since X is unbiased,
the risk of the MLE is R∗ = p for all θ . We show now an estimator that has a risk
function smaller than p for all θ , and when θ is close to zero its risk is close to 2. The
estimator suggested by Stein is

θ̂ =
(

1 − p − 2

X′X

)
X. (9.3.16)
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This estimator is called the James–Stein estimator. The risk function of (9.3.16) is

R(θ̂ , θ ) = Eθ

{∣∣∣∣∣∣∣∣X − θ − p − 2

X′X
X

∣∣∣∣∣∣∣∣2
}

= Eθ {||X − θ ||2} − 2(p − 2)Eθ

(
X′(X − θ)

X′X

)
+ (p − 2)2 Eθ

{
1

X′X

}
.

(9.3.17)

The first term on the RHS of (9.3.17) is p. We notice that X′X ∼ χ2[p; 1
2θ ′θ ].

Accordingly,

Eθ

{
1

X′X

}
= Eθ {E{(χ2[p + 2J ])−1}}

= Eθ

{
1

p − 2 + 2J

}
,

(9.3.18)

where J ∼ P( θ ′θ
2 ). We turn now to the second term on the RHS of (9.3.17). Let

U = X′θ/||θ || and V =
∣∣∣∣∣∣∣∣X − U

||θ ||θ
∣∣∣∣∣∣∣∣2. Note that U ∼ N (||θ ||, 1) is independent of

V and V ∼ χ2[p − 1]. Indeed, we can write

V = X′
(

I − θθ ′

||θ ||2
)

X, (9.3.19)

where A = (I − θθ ′/||θ ||2) is an idempotent matrix of rank p − 1. Hence, V ∼
χ2[p − 1]. Moreover, Aθ/||θ || = 0. Hence, U and V are independent. Furthermore,

||X||2 =
∣∣∣∣∣∣∣∣X − U

θ

||θ || + U
θ

||θ ||
∣∣∣∣∣∣∣∣2

= U 2 + V + 2X′ Aθ/||θ || = U 2 + V .

(9.3.20)

We let W = ||X||2, and derive the p.d.f. of U/W . This is needed, since the second
term on the RHS of (9.3.17) is −2(p − 2)[1 − ||θ ||Eθ {U/W }]. Since U and V are
independent, their joint p.d.f. is

f (u, v | θ) = 1√
2π

exp

{
−1

2
(u − ||θ ||)2

}
·

· 1

2p − 1/2�( p−1
2 )

v
p−3

2 exp

{
−1

2
v

}
.

(9.3.21)
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Thus, the joint p.d.f. of U and W is

g(u,w ; θ) = (w − u2)
p−3

2

√
2π 2

p−1
2 �( p−1

2 )
exp

{
−1

2
||θ ||2 − 1

2
w + ||θ ||u

}
, (9.3.22)

0 ≤ u2 ≤ w ≤ ∞. The p.d.f. of R = U/W is then

h(r | θ) =
∫ ∞

0
wg(rw,w ; θ)dw . (9.3.23)

Accordingly,

Eθ

{
U

W

}
= e− 1

2 ||θ ||2
√

2π 2
p−1

2 �( p−1
2 )

∫ ∞

0
dw ·

·
∫ √

w

−√
w

u

w
(w − u2)

p−3
2 exp

{
||θ || u − 1

2
w

}
du.

(9.3.24)

By making the change of variables to t = u/
√

w and expanding exp{||θ ||t√w} we
obtain, after some manipulations,

Eθ

(
(X − θ )′X

X′X

)
= 1 − ||θ ||Eθ

{
U

W

}

= 1 − ||θ ||exp{− 1
2 ||θ ||2}√
π

∞∑
j=0

�( 1
2 )||θ ||2 j+1

2 j+1�( j + 1)( p
2 + j)

= exp

{
−1

2
||θ ||2

} ∞∑
j=0

( 1
2 ||θ ||2) j

j!
· p − 2

p − 2 + 2 j

= Eθ

(
p − 2

p − 2 + 2J

)
,

(9.3.25)

where J ∼ P( 1
2θ ′θ ). From (9.3.17), (9.3.18) and (9.3.25), we obtain

R(θ̂ , θ ) = p − Eθ

(
(p − 2)2

p − 2 + 2J

)
< p, all θ. (9.3.26)

Note that when θ = 0, P0[J = 0] = 1 and R(θ , 0) = 2. On the other hand,
lim

||θ ||→∞
R(θ̂ , θ ) = p. The estimator θ̂ given by (9.3.16) has smaller risk than the

MLE for all θ values. In the above development, there is nothing to tell us whether
(9.3.16) is itself admissible. Note that (9.3.16) is not an equivariant estimator with
respect to the group of real affine transformations, but it is equivariant with respect
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to the group of orthogonal transformations (rotations). If the vector X has a known
covariance matrix V , the estimator (9.3.16) should be modified to

θ̂ (X) =
(

1 − p − 2

X′V −1X

)
X. (9.3.27)

This estimator is equivariant with respect to the group G of nonsingular transforma-
tions X → AX. Indeed, the covariance matrix of Y = AX is �| = AV A′. Therefore,
Y ′�| −1Y = X ′V −1 X for every A ∈ G.

Baranchick (1973) showed, in a manner similar to the above, that in the usual
multiple regression model with normal distributions the commonly used MLEs of
the regression coefficients are inadmissible. More specifically, let X1, . . . , Xn be
a sample of n i.i.d. (p + 1) dimensional random vectors, having a multinormal
distribution N (θ, �| ). Consider the regression of Y = X1 on Z = (X2, . . . , X p+1)′. If
we consider the partition θ ′ = (η, ζ ′) and

�| =
(
τ 2 | C′

C | V

)
,

then the regression of Y on Z is given by

E{Y | Z} = α + β ′Z,

where α = η − β ′ζ and β = V −1C. The problem is to estimate the vec-
tor of regression coefficients β. The least-squares estimators (LSE) is β̂ =
S−1

(
n∑

i=1

Yi Zi − nȲ Z̄

)
, where S =

n∑
i=1

Zi Z′
i − nZ̄Z̄′. Y1, . . . ,Yn and Z1, . . . ,Zn are

the sample statistics corresponding to X1, . . . ,Xn .
Consider the loss function

L(α̂, β̂;α,β, �| )= [(α̂ − α) + (β̂ − β)′ζ ]2 + (β̂ − β)′V (β̂ − β)] ÷ (τ 2 − C′V −1C).

(9.3.28)

With respect to this loss function Baranchick proved that the estimators

β̂c =
(

1 − c
1 − R2

R2

)
β̂

α̂c = Ȳ − β̂
′
cZ,

(9.3.29)
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have risk functions smaller than that of the LSEs (MLEs) β̂ and α̂ = Ȳ − β̂ ′ Z̄ , at

all the parameter values, provided c ∈
(

0,
2(p − 2)

n − p + 2

)
and p ≥ 3, n ≥ p + 2. R2 is

the squared-multiple correlation coefficient given by

R2 =
(

n∑
i=1

Yi Zi − nȲ Z̄

)′
S−1

(
n∑

i=1

Yi Zi − nȲ Z̄

)
/

(
n∑

i=1

Y 2
i − nȲ 2

)
.

The proof is very technical and is omitted. The above results of Stein and Baranchick
on the inadmissibility of the MLEs can be obtained from the following theorem
of Cohen (1966) that characterizes all the admissible linear estimate of the mean
vector of multinormal distributions. The theorem provides only the conditions for the
admissibility of the estimators, and contrary to the results of Stein and Baranchick, it
does not construct alternative estimators.

Theorem 9.3.3 (Cohen, 1966). Let X ∼ N (θ, I ) where the dimension of X is p.
Let θ̂ = AX be an estimator of θ , where A is a p × p matrix of known coefficients.
Then θ̂ is admissible with respect to the squared-error loss ||θ̂ − θ ||2 if and only if A
is symmetric and its eigenvalues αi (i = 1, . . . , p) satisfy the inequality.

0 ≤ αi ≤ 1, for all i = 1, . . . , p, (9.3.30)

with equality to 1 for at most two of the eigenvalues.

For a proof of the theorem, see Cohen (1966) or Zacks (1971, pp. 406–408). Note
that for the MLE of θ the matrix A is I , and all the eigenvalues are equal to 1. Thus,
if p ≥ 3, X is an inadmissible estimator. If we shrink the MLE towards the origin
and consider the estimator θλ = λX with 0 < λ < 1 then the resulting estimator is
admissible for any dimension p. Indeed, θ̂λ is actually the Bayes estimator (8.4.31)
with A1 = V = I , �| = τ 2 I and A2 = 0. In this case, the Bayes estimator is β̂τ =

τ 2

1 + τ 2
X, where 0 < τ < ∞. We set λ = τ 2/(1 + τ 2). According to Lemma 9.3.1,

this proper Bayes estimator is admissible. In Section 9.3.3, we will discuss more
meaningful adjustment of the MLE to obtain admissible estimators of θ .

II. The Inadmissibility of the Best Equivariant Estimators of the Scale Parameter
When the Location Parameter is Unknown
Consider first the problem of estimating the variance of a normal distribution N (μ, σ 2)
when the mean μ is unknown. Let X1, . . . , Xn be i.i.d. random variables having

such distribution. Let (X̄ , Q) be the minimal sufficient statistic, X̄ = 1

n

n∑
i=1

Xi and

Q =
n∑

i=1

(Xi − X̄ )2. We have seen that the minimum risk equivariant estimator, with
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respect to the quadratic loss L(σ̂ 2, σ 2) = 1

σ 4
(σ̂ 2 − σ 2)2 is σ̂ 2

0 = Q/(n + 1). Stein

(1964) showed that this estimator is, however, inadmissible! The estimator

σ̂ 2
1 = min

(
Q + n X̄ 2

n + 2
,

Q

n + 1

)
(9.3.31)

has uniformly smaller risk function. We present here Stein’s proof of this inadmissi-
bility.

Let S = Q + n X̄2. Obviously, S ∼ χ2[n; nμ2/2σ 2] ∼ χ2[n + 2J ] where J ∼
P(nμ2/2σ 2). Consider the scale equivariant estimators that are functions of (Q, S).
Their structure is f (Q, S) = Sφ( Q

S ). Moreover, the conditional distribution of Q/S

given J is the beta distribution β

(
n − 1

2
,

1

2
+ J

)
. Furthermore given J , Q/S and

S are conditionally independent. Note that for σ̂ 2
0 we use the function φ0

(
Q

S

)
=

Q

S(n + 1)
. Consider the estimator

σ̂ 2
1 = min

{
Q

n + 1
,

S

n + 2

}
= S min

{
1

n + 1
· Q

S
,

1

n + 2

}
.

(9.3.32)

Here, φ1

(
Q

S

)
= min

{
1

n + 1

Q

S
,

1

n + 2

}
. The risk function, for the quadratic loss

L(σ̂ , σ 2) = (σ̂ 2 − σ 2)2/σ 4 is, for any function φ

(
Q

S

)
,

R(φ) = E

{[
χ2

2 [n + 2J ]φ

(
χ2

1 [n − 1]

χ2
2 [n + 2J ]

)
− 1

]2
}
, (9.3.33)

where Q ∼ σ 2χ2
1 [n − 1] and S ∼ σ 2χ2

2 [n + 2J ]. Let W = Q/S. Then,

R(φ) = E{E{[χ 2
2 [n + 2J ]φ(W ) − 1]2 | J, W }

= E{φ2(W )(n + 2J )(n + 2J + 2) − 2φ(W )(n + 2J ) + 1}

= E

{
(n + 2J )(n + 2J + 2)

[
φ(W ) − 1

n + 2J + 2

]2

+ 2

n + 2J + 2

}
.

(9.3.34)
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We can also write,

(
φ0(W ) − 1

n + 2J + 2

)2

=
(
φ0(W ) − φ1(W )

)2

+

(
φ1(W ) − 1

n + 2J + 2

)2

+ 2(φ0(W ) − φ1(W ))

(
φ1(W ) − 1

n + 2J + 2

)
.

(9.3.35)

We notice that φ1(W ) ≤ φ0(W ). Moreover, if
W

n + 1
≤ 1

n + 2
then φ1(W ) = φ0(W ),

and the first and third terms on the RHS of (9.3.35) are zero. Otherwise,

φ0(W ) > φ1(W ) = 1

n + 2
≥ 1

n + 2 + 2J
, j = 0, 1, . . . .

Hence,

(
φ0(W ) − 1

n + 2J + 2

)2

≥
(
φ1(W ) − 1

n + 2J + 2

)2

(9.3.36)

for all J and W , with strict inequality on a (J, W ) set having positive probability.
From (9.3.34) and (9.3.36) we obtain that R(φ1) < R(φ0). This proves that σ̂ 2

0 is
inadmissible.

The above method of Stein can be used to prove the inadmissibility of equivariant
estimators of the variance parameters also in other normal models. See for example,
Klotz, Milton and Zacks (1969) for a proof of the inadmissibility of equivariant
estimators of the variance components in Model II of ANOVA.

Brown (1968) studied the question of the admissibility of the minimum risk (best)
equivariant estimators of the scale parameter σ in the general location and scale

parameter model, with p.d.f.s f (x ;μ, σ ) = 1

σ
φ

(
x − μ

σ

)
; −∞ < μ < ∞, 0 < σ <

∞. The loss functions considered are invariant bowl-shaped functions, L(δ). These
are functions that are nonincreasing for δ ≤ δ0 and nondecreasing for δ > δ0 for some

δ0. Given the order statistic X (1) ≤ · · · ≤ X(n) of the sample, let X̄ = 1

n

n∑
i=1

X (i), S ={
1

n

n∑
i=1

(X (i) − X̄ )2

}1/2

and Zi = (X (i) − X̄ )/S, i = 3, . . . , n. Z = (Z3, . . . , Zn)′ is

a maximal invariant with respect to the group G of real affine transformations. The
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best equivariant estimator of ω = σ k is of the form ω̂0 = φ0(Z)Sk , where φ0(Z) is an
optimally chosen function. Brown proved that the estimator

ω̂1(S,Z) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
φ1(Z)Sk, if

∣∣∣∣ X̄

S

∣∣∣∣ < K (Z),

φ0(Z)Sk, if

∣∣∣∣ X̄

S

∣∣∣∣ ≥ K (Z),

(9.3.37)

where K (Z) is appropriately chosen functions, and φ1(Z) < φ0(Z) has uniformly
smaller risk than ω̂0. This established the inadmissibility of the best equivariant
estimator, when the location parameter is unknown, for general families of dis-
tributions and loss functions. Arnold (1970) provided a similar result in the spe-
cial case of the family of shifted exponential distributions, i.e., f (x ;μ, σ ) = I {x ≥
μ} 1

σ
exp{− x − μ

σ
}, −∞ < μ < ∞, 0 < σ < ∞.

Brewster and Zidek (1974) showed that in certain cases one can refine Brown’s
approach by constructing a sequence of improving estimators converging to a gen-
eralized Bayes estimator. The risk function of this estimator does not exceed that of
the best equivariant estimators. In the normal case N (μ, σ 2), this estimator is of the
form φ∗(Z )Q, where

φ∗(z) = E{Q | Z ≤ z}/E{Q2 | Z ≤ z}, (9.3.38)

with Q =
n∑

i=1

(Xi − X̄ )2, Z = √
n|X̄ |/√Q. The conditional expectations in (9.3.38)

are computed with μ = 0 and σ = 1. Brewster and Zidek (1974) provided a general
group theoretic framework for deriving such estimators in the general case.

9.3.3 Minimax and Admissible Estimators of the Location Parameter

In Section 9.3.1, we presented the James–Stein proof that the MLE of the location
parameter vector in the N (θ, I ) case with dimension p ≥ 3 is inadmissible. It was
shown that the estimator (9.3.16) is uniformly better than the MLE. The estimator
(9.3.16) is, however, also inadmissible. Several studies have been published on the
question of adjusting estimator (9.3.16) to obtain minimax estimators. In particular,
see Berger and Bock (1976). Baranchick (1970) showed that a family of minimax
estimators of θ is given by

θ̂φ =
(

1 − (p − 2)φ(S)

S

)
X, (9.3.39)
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where S = X′X and φ(S) is a function satisfying the conditions:

(i) 0 ≤ φ(S) ≤ 2;

(ii) φ(S) is nondecreasing in S.
(9.3.40)

If the model is N (θ , σ 2 I ) with known σ 2 then the above result holds with S =
X′X/σ 2. If σ 2 is unknown and σ̂ 2 is an estimator of σ 2 having a distribution like
σ 2 · χ2[ν]/(ν + 2) then we substitute in (9.3.39) S = X′X/σ̂ 2. The minimaxity of
(9.3.39) is established by proving that its risk function, for the squared-error loss,
does not exceed the constant risk, R∗ = p, of the MLE X. Note that the MLE, X, is
also minimax. In addition, (9.3.39) can be improved by

θ+
φ =

(
1 − (p − 2)φ(Ŝ)

Ŝ

)+
X, (9.3.41)

where a+ = max(a, 0). These estimators are not necessarily admissible. Admissible
and minimax estimators of θ similar to (9.3.39) were derived by Strawderman (1972)
for cases of known σ 2 and p ≥ 5. These estimators are

θa(X) =
(

1 − p − 2a + 2

S
· φ(S)

)
X, (9.3.42)

where 1
2 ≤ a ≤ 1 for p = 5 and 0 ≤ a ≤ 1 for p ≥ 6, also

φ(S) = G( S
2 ; p

2 − a + 2)

G( s
s ; p

2 − a + 1)
,

in which G(x ; ν) = P{G(1, ν) ≤ x}. In Example 9.9, we show that θa(X) are gener-
alized Bayes estimators for the squared-error loss and the hyper-prior model

(i) θ | λ ∼ N

(
0,

1 − λ

λ
I

)
, 0 < λ ≤ 1;

(ii) λ has a generalized prior measure G(λ) so that

(9.3.43)

dG(λ) ∝ λ−adλ, −∞ < a <
p

λ
+ 1.

Note that if a < 1 then G(λ) is a proper prior and θ̂ (X) is a proper Bayes estima-

tor. For a proof of the admissibility for the more general case of a <
p

2
+ 1, see

Lin (1974).
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9.3.4 The Relationship of Empirical Bayes and Stein-Type Estimators of the
Location Parameter in the Normal Case

Efron and Morris (1972a, 1972b, 1973) show the connection between the estimator
(9.3.16) and empirical Bayes estimation of the mean vector of a multinormal distribu-
tion. Ghosh (1992) present a comprehensive comparison of Empirical Bayes and the
Stein-type estimators, in the case where X ∼ N (θ , I ). See also the studies of Lindley
and Smith (1972), Casella (1985), and Morris (1983).

Recall that in parametric empirical Bayes procedures, one estimates the unknown
prior parameters, from a model of the predictive distribution of X, and substitutes
the estimators in the formulae of the Bayesian estimators. On the other hand, in
hierarchical Bayesian procedures one assigns specific hyper prior distributions for the
unknown parameters of the prior distributions. The two approaches may sometimes
result with similar estimators.

Starting with the simple model of p-variate normal X | θ ∼ N (θ, I ), and θ ∼
N (0, τ 2 I ), the Bayes estimator of θ , for the squared-error loss L(θ̂, θ ) = ||θ̂ − θ ||2,
is θ̂ B = (1 − B)X, where B = 1/(1 + τ 2). The predictive distribution of X is
N (0, B−1 I ). Thus, the predictive distribution of X′X is like that of B−1χ2[p]. Thus,
for p > 3, (p − 2)/X′X is predictive-unbiased estimator of B. Substituting this esti-
mator for B in θ̂ B yields the parametric empirical Bayes estimator

θ̂
(1)
E B =

(
1 − p − 2

X′X

)
X. (9.3.44)

θ̂E B derived here is identical with the James–Stein estimator (9.3.16). If we change
the Bayesian model so that θ ∼ N (μ1, I ), with μ known, then the Bayesian estimator
is θ̂B = (1 − B)X + Bμ1, and the corresponding empirical Bayes estimator is

θ̂
(2)
E B =

(
1 − p − 2

(X − μ1)′(X − μ1)

)
X + (p − 2)

(X − μ1)′(X − μ1)
μ1

= X − p − 2

||X − μ1||2 (X − μ1).

(9.3.45)

If both μ and τ are unknown, the resulting empirical Bayes estimator is

θ̂
(3)
E B = X̄ − p − 3

p∑
i=1

(Xi − X̄ )2

(X − X̄1), (9.3.46)

where X̄ = 1

p

p∑
i=1

Xi .
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Ghosh (1992) showed that the predictive risk function of θ̂
(3)
E B , namely, the trace

of the MSE matrix E{(θ̂ (3)
E B − θ )(θ̂ E − θ )′} is

R(θ̂
(3)
E B, θ ) = p − p − 3

1 + τ 2
. (9.3.47)

Thus, θ̂
(3)
E B has smaller predictive risk than the MLE θ̂ M L = X if p ≥ 4.

The Stein-type estimator of the parametric vector β in the linear model X ∼
Aβ + ε is

β̂∗ = (1 − B)β̂, (9.3.48)

where β̂ is the LSE and

B = min(1, (p − 2)σ 2/β̂ ′ A′ Aβ̂). (9.3.49)

It is interesting to compare this estimator of β with the ridge regression estimator
(5.4.3), in which we substitute for the optimal k value the estimator pσ 2/β̂ ′β̂. The
ridge regression estimators obtains the form

β̂ ∗∗ =
(

I − σ 2 p

β̂ ′β̂
(A′ A)−1

)
β̂. (9.3.50)

There is some analogy but the estimators are obviously different. A comprehensive
study of the property of the Stein-type estimators for various linear models is presented
in the book of Judge and Bock (1978).

PART II: EXAMPLES

Example 9.1. Let X be a binomial B(n, θ ) random variable. n is known, 0 < θ <

1. If we let θ have a prior beta distribution, i.e., θ ∼ β(ν1, ν2) then the posterior
distribution of θ given X is the beta distribution β(ν1 + X, ν2 + n − X ). Consider

the linear estimator θ̂α,β = α

n
X + β. The MSE of θ̂α,β is

R(θ̂α,β, θ ) = β2 + θ

n
[1 − 2(1 − α) + (1 − α)2 − 2nβ(1 − α)]

− θ2

n
[1 − 2(1 − α) + (1 − α)2(1 − n)].
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We can choose α0 and β0 so that R(θ̂α0,β0 , θ ) = (β0)2. For this purpose, we set the
equations

1 − 2(1 − α) + (1 − α)2 − 2nβ(1 − α) = 0,

1 − 2(1 − α) + (1 − α)2(1 − n) = 0.

The two roots are

α0 = √
n/(1 + √

n),

β0 = 1

2
/(1 + √

n).

With these constants, we obtain the estimator

θ∗ = 1√
n(1 + √

n)
X + 1

2(1 + √
n)

,

with constant risk

R(θ∗, θ ) = 1

4(1 + √
n)2

, for all θ.

We show now that θ∗ is a minimax estimator of θ for a squared-error loss by specifying
a prior beta distribution for which θ∗ is Bayes.

The Bayes estimator for the prior β(ν1, ν2) is

θ̂ν1,ν2 = ν1 + X

ν1 + ν2 + n
= 1

ν1 + ν2 + n
X + ν1

ν1 + ν2 + n
.

In particular, if ν1 = ν2 =
√

n
2 then θ̂ν1,ν2 = θ∗. This proves that θ∗ is minimax.

Finally, we compare the MSE of this minimax estimator with the variance of the
MVUE, X/n, which is also an MLE. The variance of θ̃ = X/n is θ (1 − θ )/n. V {θ̂}
at θ = 1/2 assumes its maximal value of 1/4n. This value is larger than R(θ∗, θ ).
Thus, we know that around θ = 1/2 the minimax estimator has a smaller MSE than
the MVUE. Actually, by solving the quadratic equation

θ 2 − θ + n/4(1 + √
n)2 = 0,

we obtain the two limits of the interval around θ = 1/2 over which the minimax
estimator is better. These limits are given by

θ1,2 = 1

2

(
1 ±

√
1 + 2

√
n

1 + √
n

)
.
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Example 9.2.

A. Let X1, . . . , Xn be i.i.d. random variables, distributed like N (θ, 1), −∞ <

θ < ∞. The MVUE (or MLE), X̄ , has a constant variance n−1. Thus, if
our loss function is the squared-error, X̄ is minimax. Indeed, the estimators

θ̂k = X̄

(
1 + 1

nk

)−1

, k = 1, 2, . . . , are Bayes with respect to the prior N (0, k)

distributions. The risks of these Bayesian estimators are

ρ(θ̂k, k) = 1

n

(
1 + 1

nk

)−2

+ k

(1 + nk)2
, k = 1, 2, . . . .

But ρ(θ̂k , k) → n−1 as k → ∞. This proves that X̄ is minimax.

B. Consider the problem of estimating the common mean, μ of two normal distri-
butions, which were discussed in Example 5.24. We can show that (X + Y )/2
is a minimax estimator for the symmetric loss function (μ̂ − μ)2/σ 2 max(1, ρ).
If the loss function is (μ̂ − μ)2/σ 2 then the minimax estimator is X̄ , regardless
of Ȳ . This is due to the large risk when ρ → ∞ (see details in Zacks (1971,
p. 291)).

Example 9.3. Consider the problem of estimating the variance components in the
Model II of analysis of variance. We have k blocks of n observations on the random
variables, which are represented by the linear model

Yi j = μ + ai + ei j , i = 1, . . . , k, j = 1, . . . , n,

where ei j are i.i.d. N (0, σ 2); a1, . . . , ak are i.i.d. random variables distributed like
N (0, τ 2), independently of {ei j }. In Example 3.3, we have established that a minimal

sufficient statistic is T =
⎛⎝ k∑

i=1

n∑
j=1

Y 2
i j ,

k∑
i=1

Ȳ 2
i ,

¯̄Y

⎞⎠. This minimal sufficient statistic

can be represented by T ∗ = (Qe, Qa, Ȳ ), where

Qe =
k∑

i=1

n∑
j=1

(Yij − Ȳi )
2 ∼ σ 2χ2

1 [k(n − 1)],

Qa = n
k∑

i=1

(Ȳi − ¯̄Y )2 ∼ σ 2(1 + nρ)χ 2
2 [k − 1],

and

kn ¯̄Y
2 ∼ σ 2(1 + nρ)χ2

3

[
1;

nkμ2

2σ 2(1 + nρ)

]
;
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ρ = τ 2/σ 2 is the variance ratio, χ2
i [·] i = 1, 2, 3 are three independent chi-squared

random variables. Consider the group G of real affine transformations, G = {[α, β];
−∞ < α < ∞, 0 < β < ∞}, and the quadratic loss function L(θ̂ , θ) = (θ̂ − θ )2/θ2.
We notice that all the parameter points (μ, σ 2, τ 2) such that τ 2/σ 2 = ρ belong to
the same orbit. The values of ρ, 0 < ρ < ∞, index the various possible orbits in the
parameter space. The maximal invariant reduction of T ∗ is

[ ¯̄Y, Qe]−1( ¯̄Y , Qe, Qa) =
(

0, 1,
Qa

Qe

)
.

Thus, every equivariant estimator of σ 2 is the form

σ̂ 2
ψ = Qeψ

(
Qa

Qe

)
= Qe

1 + nk
(1 + Uf (U )),

where U = Qa/Qe, ψ(U ) and f (U ) are chosen functions. Note that the distribution
of U depends only on ρ. Indeed, U ∼ (1 + nρ)χ2

2 [k − 1]/χ2
1 [k(n − 1)]. The risk

function of an equivariant estimator σ̂ 2
ψ is (Zacks, 1970)

R( f, ρ) = 2

1 + nk
+ nk − 1

nk + 1
Eρ

(
U 2 (1 + nρ)2

(1 + U + nρ)2
·
[

f (U ) − 1

1 + n

]2
)
.

If K (ρ) is any prior distribution of the variance ratio ρ, the prior risk EK {R( f, ρ)} is
minimized by choosing f (U ) to minimize the posterior expectation given U , i.e.,

Eρ|U

{
U 2 (1 + nρ)2

(1 + U + nρ)2

[
f (U ) − 1

1 + n

]2
}
.

The function fK (U ) that minimizes this posterior expectation is

fK (U ) = Eρ|U {(1 + nρ)(1 + U + nρ)−2}
Eρ|U {(1 + nρ)2(1 + U + nρ)−2} .

The Bayes equivariant estimator of σ 2 is obtained by substituting fK (u) in σ̂ 2
ψ . For

more specific results, see Zacks (1970b).

Example 9.4. Let X1, . . . , Xn be i.i.d. random variables having a location and scale
parameter exponential distribution, i.e.,

Xi ∼ μ + σGi (1, 1), i = 1, . . . , n

−∞ < μ < ∞, 0 < σ < ∞.
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A minimal sufficient statistic is (X (1), Sn), where X(1) ≤ · · · ≤ X(n) and Sn =
1

n − 1

n∑
i=2

(X (i) − X (1)). We can derive the structural distribution on the basis of the

minimal sufficient statistic. Recall that X (1) and Sn are independent and

X (1) ∼ μ + σG(1) ∼ μ + σG(n, 1),

Sn ∼ σ

n − 1

n∑
i=2

(G (i) − G(1)) ∼ σG(n − 1, n − 1),

where G(1) ≤ · · · ≤ G(n) is an order statistic from a standard exponential distribution
G(1, 1), corresponding to μ = 0, σ = 1.

The group of transformation under consideration is G = {[a, b]; −∞ < a,
−∞ < a < ∞, 0 < b < ∞}. The standard point is the vector (G(1), SG), where
G(1) = (X (1) − μ)/σ and SG = Sn/σ . The Jacobian of this transformation is

J (X(1), Sn, μ, σ ) = Sn

σ 3
. Moreover, the p.d.f. of (G(1), SG) is

φ(u, s) = n(n − 1)n−1

(n − 2)!
sn−2 exp{−nu − (n − 1)s}; 0 ≤ u ≤ ∞, 0 ≤ s ≤ ∞.

Hence, the structural distribution of (μ, σ ) given (X(1), Sn) has the p.d.f.

k(μ, σ ; X(1), Sn) = I {μ ≤ X (1)}n(n − 1)n−1

(n − 2)!
· Sn−1

n

σ n+1
exp

{
−n

X (1) − μ

σ
− (n − 1)

Sn

σ

}
,

for −∞ < μ ≤ X(1), 0 < σ < ∞.
The minimum risk structural estimators in the present example are obtained in the

following manner. Let L(μ̂, μ, σ ) = (μ̂ − μ)2/σ 2 be the loss function for estimating
μ. Then the minimum risk estimator is the μ-expectation. This is given by

E{μ | X(1), Sn} = n(n − 1)n−1

(n − 2)!
Sn−1

n ·

·
∫ ∞

0

1

σ n+1
exp

{
−(n − 1)

Sn

σ

}
dσ
∫ X (1)

−∞
μ exp

{
−n

X (1) − μ

σ

}
dμ

= X(1) − S∗
n

n − 2
,

where S∗
n = 1

n

n∑
i=2

(X (i) − X (1)) = n − 1

n
Sn .

It is interesting to notice that while the MLE of μ is X(1), the minimum risk
structural estimator might be considerably smaller, but close to the Pitman estimator.
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The minimum risk structural estimator of σ , for the loss function L(σ̂ , σ ) =
(σ̂ − σ )2/σ 2, is given by

σ̂ =
E

{
1

σ
| X
}

E

{
1

σ 2
| X
}

= 1/Sn

n

n − 1
· 1

S2
n

= Sn(n − 1)

n
= S∗

n .

One can show that σ̂ is also the minimum risk equivariant estimator of σ .

Example 9.5. A minimax estimator might be inadmissible. We show such a case
in the present example. Let X1, . . . , Xn be i.i.d. random variables having a normal
distribution, like N (μ, σ 2), where both μ and σ 2 are unknown. The objective is to
estimate σ 2 with the quadratic loss L(σ̂ 2, σ 2) = (σ̂ 2 − σ 2)2/σ 4. The best equivariant
estimator with respect to the group G of real affine transformation is σ̂ 2 = Q/(n + 1),

where Q =
n∑

i=1

(Xi − X̄n)2. This estimator has a constant risk R(σ̂ 2, σ 2) = 2

n + 1
.

Thus, σ̂ 2
n is minimax. However, σ̂ 2 is dominated uniformly by the estimator (9.3.31)

and is thus inadmissible.

Example 9.6. In continuation of Example 9.5, given the minimal sufficient statistics
(X̄n, Q), the Bayes estimator of σ 2, with respect to the squared error loss, and
the prior assumption that μ and σ 2 are independent, μ ∼ N (0, τ 2) and 1/2σ 2 ∼
G(λ, ν), is

σ̂ 2
τ,λ,ν(X̄ , Q) =

∫ ∞

0
θn− 5

2 +ν(1 + 2θnτ 2)−1/2 exp{− θn X̄2

1 + nθτ 2
− θ (Q + λ)}∫ ∞

0
θn− 3

2 +ν(1 + 2θnτ 2)−1/2 exp{− θn X̄2

1 + nθτ 2
− θ (θ + λ)}dθ

.

This estimator is admissible since h(μ, σ 2) > 0 for all (μ, σ 2) and the risk function
is continuous in (μ, σ 2).

Example 9.7. Let X1, . . . , Xn be i.i.d. random variables, having the location parame-
ter exponential density f (x ;μ) = e−(x−μ) I {x ≥ μ}. The minimal sufficient statistic is
X (1) = min

1≤i≤n
{Xi }. Moreover, X (1) ∼ μ + G(n, 1). Thus, the UMVU estimator of μ is

μ̂ = X (1) − 1

n
. According to (9.3.15), this estimator is admissible. Indeed, by Basu’s
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Theorem, the invariant statistic Y = (X (2) − X (1), X (3) − X(2), . . . , X (n) − X (n−1)) is
independent of X (1). Thus

(X (1) − E{X (1) | Y})2 =
(

X(1) − μ − 1

n

)2

,

and

E{(E{(X(1) − E{X (1) | Y})2 | Y)3/2} = E

{(
X(1) − μ − 1

n

)3
}

= 6 − 6

n
+ 3

n2
− 1

n3
< ∞.

Example 9.8. Let Y ∼ N (θ, I ), where θ = Hβ,

H =

⎡⎢⎢⎣
1 −1 −1 1
1 1 −1 −1
1 −1 1 −1
1 1 1 1

⎤⎥⎥⎦
and β ′ = (β1, β2, β3, β4). Note that

1

2
H is an orthogonal matrix. The LSE of

β is β̂ = (H ′ H )−1 H ′Y = 1

4
H ′Y, and the LSE of θ is θ̂ = H (H ′ H )−1 H ′ = Y.

The eigenvalues of H (H ′ H )−1 H ′ are αi = 1, for i = 1, . . . , 4. Thus, according to
Theorem 9.3.3, θ̂ is admissible.

Example 9.9. Let X ∼ N (θ, I ). X is a p-dimensional vector. We derive the gen-
eralized Bayes estimators of θ , for squared-error loss, and the Bayesian hyper-prior
(9.3.43). This hyper-prior is

θ | λ ∼ N

(
0,

1 − λ

λ
I

)
, 0 < λ ≤ 1,

and

dG(λ) ∝ λ−adλ, −∞ < a <
p

λ
+ 1.

The joint distribution of (X′, θ ′)′, given λ, is

(
X
θ

)
| λ ∼ N

⎛⎜⎜⎝0,

⎡⎢⎢⎣
1

λ
I

1 − λ

λ
I

1 − λ

λ
I

1 − λ

λ
I

⎤⎥⎥⎦
⎞⎟⎟⎠ .
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Hence, the conditional distribution of θ , given (X, λ) is

θ | X, λ ∼ N ((1 − λ)X, (1 − λ)I ).

The marginal distribution of X, given λ, is N

(
0,

1

λ
I

)
. Thus, the density of the

posterior distribution of λ, given X, is

h(λ | X) ∝ λ
p
2 −a exp

{
−λ

2
S

}
, 0 < λ ≤ 1.

where S = X′X. It follows that the generalized Bayes estimator of θ , given X is

θ̂a(X) = (1 − E{λ | X})X,

where

E{λ | X} =

∫ 1

0
λ

p
2 −a+1e− λ

2 Sdλ∫ 1

0
λ

p
2 −ae− λ

2 Sdλ

= p − 2a + 2

S
· P{G(1, p

2 − a + 2) ≤ S
2 }

P{G(1, p
2 − a + 1) ≤ S

2 } .

PART III: PROBLEMS

Section 9.1

9.1.1 Consider a finite population of N units. M units have the value x = 1 and
the rest have the value x = 0. A random sample of size n is drawn without
replacement. Let X be the number of sample units having the value x = 1.
The conditional distribution of X , given M , n is H (N , M, n). Consider the
problem of estimating the parameter P = M/N , with a squared-error loss.

Show that the linear estimator P̂α,β = α
X

n
+ β, with α = 1

1 +
√

N − n

n(N − 1)

and β = 1

2
(1 − α) has a constant risk.

9.1.2 Let H be a family of prior distributions on �. The Bayes risk of H ∈ H is
ρ(H ) = ρ(θ̂H , H ), where θ̂H is a Bayesian estimator of θ , with respect to
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H . H ∗ is called least-favorable in H if ρ(H∗) = sup
H∈H

ρ(H ). Prove that if H

is a prior distribution in H such that ρ(H ) = sup
θ∈�

R(θ, θ̂H ) then

(i) θ̂H is minimax for H;

(ii) H is least favorable in H.

9.1.3 Let X1 and X2 be independent random variables X1 | θ1 ∼ B(n, θ1) and
X2 | θ2 ∼ B(n, θ2). We wish to estimate δ = θ2 − θ1.

(i) Show that for the squared error loss, the risk function R(δ̂, θ1, θ2) of

δ̂(X1, X2) =
√

2n

n(
√

2n + 1)
(X2 − X1)

attains its supremum for all points (θ1, θ2) such that θ1 + θ2 = 1.

(ii) Apply the result of Problem 2 to show that δ̂(X1, X2) is minimax.

9.1.4 Prove that if θ̂(X ) is a minimax estimator over �1, where �1 ⊂ � and
sup
θ∈�1

R(θ̂ , θ ) = sup
θ∈�

R(θ̂ , θ), then θ̂ is minimax over �.

9.1.5 Let X1, . . . , Xn be a random sample (i.i.d.) from a distribution with mean
θ and variance σ 2 = 1. It is known that |θ | ≤ M , 0 < M < ∞. Consider
the linear estimator θ̂a,b = a X̄n + b, where X̄n is the sample mean, with
0 ≤ a ≤ 1.

(i) Derive the risk function of θ̂a,b.

(ii) Show that

sup
θ :|θ |≤M

R(θ̂a,b, θ ) = max{R(θ̂a,b,−M), R(θ̂ab, M)}.

(iii) Show that θ̂a∗ = a∗ X̄n , with a∗ = M2/

(
M2 + 1

n

)
is minimax.

Section 9.2

9.2.1 Consider Problem 4, Section 8.3. Determine the Bayes estimator for μ,
δ = μ − η and σ 2 with respect to the improper prior h(μ, η, σ 2) specified
there and the invariant loss functions

L(μ̂, μ) = (μ̂, μ)2/σ 2, L(δ̂, δ) = (δ̂ − δ2)/σ 2

and L(σ̂ 2, σ 2) = (σ̂ 2 − σ 2)2/σ 4,

respectively, and show that the Bayes estimators are equivariant with respect
G = {[α, β]; −∞ < α < ∞, 0 < β < ∞}.
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9.2.2 Consider Problem 4, Section 8.2. Determine the Bayes equivariant estimator
of the variance ratioρ with respect to the improper prior distribution specified
in the problem, the group G = {[α, β]; −∞ < α < ∞, 0 < β < ∞} and the
squared-error loss function for ρ.

9.2.3 Let X1, . . . , Xn be i.i.d. random variables having a common rectangular dis-
tribution R(θ, θ + 1), −∞ < θ < ∞. Determine the minimum MSE equiv-
ariant estimator of θ with a squared-error loss L(θ̂ , θ) = (θ̂ − θ )2 and the
group G of translations.

9.2.4 Let X1, . . . , Xn be i.i.d. random variables having a scale parameter distri-
bution, i.e.,

F =
{

1

σ
φ
( x

σ

)
, 0 < σ < ∞

}
.

(i) Show that the Pitman estimator of σ is the same as the Formal Bayes
estimator (9.2.14).

(ii) Derive the Pitman estimator of σ̂ when φ(x) = e−x I {x ≥ 0}.

Section 9.3

9.3.1 Minimax estimators are not always admissible. However, prove that the
minimax estimator of θ in the B(n, θ ) case, with squared-error loss function,
is admissible.

9.3.2 Let X ∼ B(n, θ ). Show that θ̂ = X/n is an admissible estimator of θ

(i) for the squared-error loss;

(ii) for the quadratic loss (θ̂ − θ )2/θ (1 − θ ).

9.3.3 Let X be a discrete random variable having a uniform distribution on
{0, 1, . . . , θ}, where the parameter space is� = {0, 1, 2, . . .}. For estimating
θ , consider the loss function L(θ̂ , θ) = θ (θ̂ − θ )2.

(i) Derive the Bayesian estimator θ̂H , where H is a discrete prior distribu-
tion on �.

(ii) What is the Bayesian estimator of θ , when h(θ ) = e−τ
τ θ

θ !
, θ = 0, 1, . . .,

0 < τ < ∞?

(iii) Show that θ̂ = X is a Bayesian estimator only for the prior distribution
concentrated on θ = 0, i.e., PH {θ = 0} = 1.

(iv) Compare the risk function of θ̂ with the risk function of θ̂1 = max(1, X ).

(v) Show that an estimator θ̂m = m is Bayesian against the prior Hm s.t.
PHm {θ = m} = 1, m = 0, 2, . . ..
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9.3.4 Let X be a random variable (r.v.) with mean θ and variance σ 2, 0 < σ 2 < ∞.
Show that θ̂a,b = aX + b is an inadmissible estimator of θ , for the squared-
error loss function, whenever

(i) a > 1, or

(ii) a < 0, or

(iii) a = 1 and b 
= 0.

9.3.5 Let X1, . . . , Xn be i.i.d. random variables having a normal distribution with
mean zero and variance σ 2 = 1/φ.

(i) Derive the Bayes estimator of σ 2, for the squared-error loss, and gamma

prior, i.e., φ ∼ G

(
ψ

2
,

n0

2

)
.

(ii) Show that the risk of the Bayes estimator is finite if n + n0 > 4.

(iii) Use Karlin’s Theorem (Theorem 9.3.1) to establish the admissibility of
this Bayes estimator, when n + n0 > 4.

9.3.6 Let X ∼ B(n, θ ), 0 < θ < 1. For which values of λ and γ the linear estima-
tor

θ̂λ,γ = X

n(1 + λ)
+ γ λ

1 + λ

is admissible?

9.3.7 Prove that if an estimator has a constant risk, and is admissible then it is
minimax.

9.3.8 Prove that if an estimator is unique minimax then it is admissible.

9.3.9 Suppose that F = {F(x ; θ ), θ ∈ �} is invariant under a group of transfor-
mations G. If � has only one orbit with respect to Ḡ (transitive) then the
minimum risk equivariant estimator is minimax and admissible.

9.3.10 Show that any unique Bayesian estimator is admissible.

9.3.11 Let X ∼ N (θ, I ) where the dimension of X is p > 2. Show that the risk

function of θ̂ c =
(

1 − c
p − 2

||X||2
)

X, for the squared-error loss, is

R(θ̂ c, θ ) = 1 − p − 2

p
Eθ

{
c(2 − c)

|X |2
}
.

For which values of c does θ̂ c dominate θ̂ = X? (i.e., the risk of θ̂c is
uniformly smaller than that of X).
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9.3.12 Show that the James–Stein estimator (9.3.16) is dominated by

θ̂
+ =

(
1 − p − 2

||X ||2
)+

X,

where a+ = max(a, 0).

PART IV: SOLUTIONS OF SELECTED PROBLEMS

9.1.1

(i) The variance of
X

n
is

1

n
P(1 − P)

(
1 − n − 1

N − 1

)
. Thus, the MSE of P̂α,β

is

MSE{P̂α,β} = α2

n
P(1 − P)

(
1 − n − 1

N − 1

)
+ (β − (1 − α)P)2

=
(

(1 − α)2 − α

n

(
1 − n − 1

N − 1

))
P2

− 2

(
(1 − α)β − α2

2n

(
1 − n − 1

N − 1

))
P + β2.

Now, for α̂ =
(

1 +
√

1

n

(
1 − n − 1

N − 1

))−1

and β̂ = 1

2
(1 − α̂), we get

MSE{P̂α̂,β̂} = β̂2 = 1

4n

(
1 − n − 1

N − 1

)(
1 +

√(
1 − n − 1

N − 1

)
1

n

)−2

.

This is a constant risk (independent of P).

9.1.3
(i)

R(δ̂, θ1, θ2) = 2(θ1(1 − θ1) + θ2(1 − θ2)) + (θ1 − θ2)2

(1 + √
2n)2

= (θ1 + θ2)(2 − (θ1 + θ2))

(1 + √
2n)2

.

Let w = θ1 + θ2, g(w) = 2w − w2 attains its maximum at w = 1. Thus,
R(δ̂, θ1, θ2) attains its supremum on {(θ1, θ2) : θ1 + θ2 = 1}, which is

R∗(δ) = 1

(1 + √
2n)2

.
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(ii) Let θ1, θ2 be priorly independent, having the same prior distribution
beta(a, a). Then, the Bayes estimator for this prior and squared-error loss
is

δB(X1, X2) = E{θ1 − θ2 | X1, X2} = E{θ1 | X1}E{θ2 | X2}

= X1 + a − (X2 + a)

n + 2a
= X1 − X2

n(1 + 2a
n )

.

Let a = n

2

(
1 + 1√

2n

)
then the Bayes estimator δB(X1, X2) is equal to

δ̂(X1, X2). Hence,

ρ∗(δB) = sup
0≤θ1,θ2≤1

R(δ̂, θ1, θ2) = ρ∗(δ) = 1

(1 + √
2n)2

.

Thus, δ̂(X1, X2) is minimax.

9.1.5
(i) θ̂a,b = a X̄n + b. Hence,

R(θ̂a,b, θ ) = MSE{θ̂a,b}

= (1 − a)2

(
θ − b

1 − a

)2

+ a2

n
.

(ii) Since |θ | ≤ M < ∞,

sup
θ :|θ |≤M

R(θ̂a,b, θ ) = max{R(θ̂a,b, M), R(θ̂a,b,−M)}

= a2

n
+ (1 − a)2 max

{(
M − b

1 − a

)2

,

(
M + b

1 − a

)2
}

= a2

n
+ (1 − a)2

(
M + |b|

1 − a

)2

.

(iii) For b = 0,

sup
|θ |≤M

R(θ̂a,0, θ ) = a2

n
+ (1 − a)2 M2.
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The value of a that minimizes this supremum is a∗ = M2/(M2 + 1/n).
Thus, if a = a∗ and b = 0

sup
|θ |≤M

R(θ̂a∗,0, θ ) = inf
(a,b)

sup
|θ |≤M

R(θ̂a,b, θ ).

Thus, θ∗ = a∗ X is minimax.

9.3.3
� = {0, 1, 2, . . .}, L(θ̂ , θ) = θ (θ̂ − θ )2.

(i) f (x ; θ ) = 1

1 + θ
I {x ∈ (0, 1, . . . , θ )}. Let h(θ ) be a discrete p.d.f. on �.

The posterior p.d.f. of θ , given X = x , is

h(θ | x) =
h(θ)
1+θ

I {θ ≥ x}
∞∑

j=x

h( j)
1+ j

.

The posterior risk is

EH {θ (θ̂ − θ )2 | X} = E{θ̂2(X )θ − 2θ2θ̂ (X ) + θ3 | X}.

Thus, the Bayes estimator is the integer part of

θ̂H = E{θ2 | x}
E{θ | x}

=

∞∑
j=x

j2

1+ j h( j)

∞∑
j=x

j
1+ j h( j)

I (x ≥ 1).

(ii) If h( j) = e−τ
τ j

j!
, j = 0, 1, . . ., the Bayesian estimator is the integer

part of

BH (x) =

∞∑
j=x

j2

1+ j · τ j

j!

∞∑
j=x

j
1+ j · τ j

j!

I (x ≥ 1).
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Let p(i ; τ ) and P(i, τ ) denote, respectively, the p.d.f. and c.d.f. of the
Poisson distribution with mean τ . We have,

e−τ

∞∑
j=x

j

1 + j

τ j

j!
= 1 − P(x − 1; τ ) − 1

τ
(1 − P(x ; τ )).

Similarly,

e−τ

∞∑
j=x

j2

1 + j

τ j

j!
= τ (1 − P(x − 2; τ ))

− (1 − P(x − 1; τ )) + 1

τ
(1 − P(x ; τ )).

Thus,

BH (x) = τ (1 − P(x − 2; τ )) − (1 − P(x − 1; τ )) + 1
τ

(1 − P(x ; τ ))

1 − P(x − 1; τ ) − 1
τ

(1 − P(x ; τ ))
.

Note that BH (x) > x for all x ≥ 1. Indeed,

∞∑
j=x

j2

1 + j
· τ

j

j!
> x

∞∑
j=x

j

1 + j
· τ

j

j!
,

for all x ≥ 1.

(iii) If P{θ = 0} = 1 then obviously P{X = 0} = 1 and BH (X ) = 0 = X . On
the other hand, suppose that for some j > 0, P{θ = j} > 0, then P{X =
j} = 1

1 + j
and, with probability

1

1 + j
, BH (X ) > X . Thus, BH (X ) =

X = 0 if, and only, P{θ = 0} = 1.

(iv) Let θ̂ = X . The risk is then

R(θ̂ , θ) = Eθ {(X − θ )2} = 1

1 + θ

θ−1∑
j=0

(θ − j)2

= θ (2θ + 1)

6
.

Note that R̂(θ, 0) = 0. Consider the estimator θ̂1 = max(1, X ). In this
case, R(θ̂1, 0) = 1. We can show that R(θ̂1, θ ) < R(θ̂ , θ) for all θ ≥ 1.
However, since R(θ̂ , 0) < R(θ̂1, 0), θ̂1 is not better than θ̂ .
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Scheffé, H. (1970). Multiple testing versus multiple estimation. Improper confidence sets:
estimation of directions and ratios. Ann. Math. Stat., 41, 1–29.



REFERENCES 609
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301, 331
Lebesgue dominated convergence, 16
Lebesgue integral, 11, 13
likelihood functions, 200
likelihood ratio test, 260, 261, 274,
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likelihood statistic, 201, 202, 236, 237
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linear models, 332
link functions, 340
local hypotheses, 473
location parameter, 110, 113, 300
log-convex, 427
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log-normal distribution, 169, 181, 353, 366,
377, 411, 478, 515

log-normal distributions, 353
loss functions, 489
Lyapunov’s Inequality, 53
Lyapunov’s Theorem, 46, 72

main effects, 267
marginal distributions, 21
Markov WLLN, 89
maximal invariant statistic, 342
maximum likelihood estimator, 337
measurable space, 3
median, 19
minimal sufficient statistic, 200, 201
minimax estimators, 563
minimax test, 300
minimum chi-squared estimator, 390
minimum variance unbiased estimator, 322
Minkowsky’s Inequality, 53
mixed effect model, 304
mixture, 11
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Model II of Analysis of Variance, 163, 224,
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modes of convergence, 35
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moment of order, 26
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monotonic class, 3
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multivariate normal distribution, 44
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Neyman-Fisher Factorization Theorem,
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Neyman-Pearson Lemma, 248
non-central F , 140, 141, 269
non-central t , 136

non-central chi-squared, 130, 140
non-informative prior, 488
non-parametric test, 440
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normal distribution, 113, 227, 229–231,

233, 265, 266, 283, 284, 286, 289,
290, 297, 302, 347, 360, 365, 366,
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normal regression, 261
nuisance parameter, 498, 568
nuisance parameters-unbiased tests, 256
null hypothesis, 247

observed significance level, 246
odds-ratio, 273
operating characteristic function, 282
orbit of G, 343
order of magnitude in probability, 55
order statistics, 56, 133–135, 161, 177, 178
orthogonal subvectors, 214

parameter of non-centrality, 130
parameter space, 191
parametric empirical Bayes, 514
Pareto distribution, 549
partial correlation, 129, 174
partition of sample space, 2
Pascal distribution, 109, 167
Pitman ARE, 449, 450
Pitman estimator, 344, 346, 390, 391, 566,

568, 570, 574, 575, 589, 594
Pitman relative efficiency, 330
Poisson distributions, 108, 216, 236, 288,

291, 298, 355, 513, 515, 516, 529,
531, 539, 550, 551, 559

posterior distribution H (θ | X ), 486
posterior risk, 491
power of a test, 247
pre-test estimators, 349
precision parameter, 517
predictive distributions, 487
predictive error probability, 499
prior distribution, 485
prior risk, 485
probability generating function, 29
probability measure, 9
probability model, 4
proportional-closeness, 432
psi function, 470
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Radon-Nikodym, 196
Radon-Nikodym theorem, 10
random sample, 120, 195
random variable, 8, 9
random walk, 57, 77, 505
randomized test, 247
Rao’s efficient score statistic, 449
Rao-Blackwell Lehmann-Scheffé Theorem,

322
rectangular distribution, 109, 215, 225, 230,

247, 284, 305, 350, 353, 356, 363,
364, 381, 384, 385, 390, 393

regression analysis, 133
regular, 193
regular family of distributions, 200
regular parametric family, 202
regularity conditions, 206
regularity conditions for estimating

functions, 348
relative betting odds, 494
relative efficiency, 329
ridge regression, 335, 336, 363
ridge trace, 336
Riemann integrable, 11
risk function, 490
robust estimation, 349, 353
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447
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sample median, 134
sample quantile, 56
sample range, 134
scale parameter, 110, 111, 113
Schwarz inequality, 30, 43, 52
score function, 206
second order deficiency, 444, 464, 478,

482
second order efficiency, 444
sensitivity, 214
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419
shape parameter, 111, 112
simulation, 510
simultaneous confidence intervals, 414
simultaneous coverage probability, 415
size of a test, 247
skewness, 29, 392
Slutsky’s Theorem, 40

standard deviation, 27
standard normal distribution, 113
standard normal integral, 44
standard-errors, 135, 178
statistic, 192, 197
statistical model, 196
Stein type estimators, 584
Stein’s two-state procedure, 418
Stieltjes-Riemann integral, 17
Stirling approximation, 92, 167
stopping variable, 276, 420
Strong Law of Large Numbers, 42
strongly consistent, 440
structural distributions, 568
structural estimators, 565
student’s t-distribution, 135
subalgebra, 2
sufficient statistics, 192, 193, 199, 201
super efficient, 443
symmetric difference, 74

test function, 247
tetrachoric correlation, 174, 188
The Delta Method, 53
The Law of Total Variance, 30
tight family of distribution, 41
tolerance distributions, 339, 340, 369, 389
tolerance intervals, 407
total life, 428
transformations, 20, 118
trimean, 351
Type I censoring, 458

unbiased estimator, 322
unbiased test, 256, 257, 273, 301
uniform distribution, 67
uniform integrability, 48
uniformly most accurate confidence

interval, 408
uniformly most accurate unbiased, 410
uniformly most powerful, 248
upper quartiles, 19
utility function, 489

variance, 27, 124
variance components, 163
variance stabilizing transformation, 442,

445, 466, 468, 478
variance-covariance matrix, 69
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Wald Fundamental Identity, 280
Wald Sequential Probability Ratio Test, 275,

276, 280, 282, 283, 297, 306, 497, 498
Wald statistic, 448
Wald Theorem, 277
weak convergence, 38
Weak Law of Large Numbers, 41

Weibull distribution, 286
Weibull distributions, 112, 221, 233, 236,

331, 344, 367, 374, 378, 461
Wiener process, 497
Wilcoxon signed-rank test, 455
Wilks’ likelihood ratio statistic,
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