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Preface

Electronic Commerce technologies have been studied widely in the field of Eco-
nomics and Informatics. In recent years, there are multiple aspects of researches in
electronic commerce including supply chain model, Internet auctions, Internet vol-
ume discounts, electronic bank and stock trading, and several others. The increase of
Electronic Commerce research activities can be observed in a variety of the fields.
The aim of this book is to encourage activities in this field, and to bring researchers
with an interest in Electronic Commerce. This book is edited from some aspects of
e-commerce researches including theoretical mechanism design of trading based on
auctions, allocation mechanism based on negotiation among multi-agent, case-study
and analysis of e-trading, data engineering issues in e-commerce, and so on. The rea-
son why the many aspects are included is to show the outline of the newest research
result of e-commerce research. We can collapse trends of the research to know them.
Finally, we would like to express our sincere thanks to all authors for their hard work.
This book would not have been possible without the valuable support and contribu-
tions of the cooperators.

Tokyo, December 1, 2007. Makoto Yokoo
Takayuki Ito

Minjie Zhang
Junyoung Lee

Tokuro Matsuo
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Product Ontology and OWL Correspondence

H. Lee and J. Shim

Department of Computer Science,
Sookmyung Women’s University,
Seoul 140-742, Korea,
{hyunjalee, jshim}@sookmyung.ac.kr

Summary. Product information is a core component in an e-commerce application. Seman-
tically enriched and precise product information may enhance the quality and effectiveness
of business transactions. A recent approach is to employ the ontology to model the product
information. A basis is to model a formal product ontology which can be also applicable in
practice. In addition, it may be beneficial to transform or publish the product ontology in a
standard ontology language. A most well-known ontology language is OWL. In this paper,
we present how each modeling construct of product ontology can be translated in OWL lan-
guage. We take into account of the expressiveness and complexity provided by OWL for the
translation of each modeling construct, along with its practical usage in the domain.

1 Introduction

Product information includes various types of information such as pricing, features,
or terms about the goods and services. Having product information precisely and
clearly defined is important in e-commerce area where product information may
be searched and navigated by an application program, and also electronically in-
terchanged between business partners. Recently, ontology has been applied to bring
these features to product information [3][6][10][11][12]. Product ontology requires
specifying a conceptualization of product information in terms of classes, proper-
ties, relationships, and constraints. From a project to building an operational product
ontology database, we have learned what concepts, in terms of classes, properties,
relationships, and constraints, may be fundamental to represent the domain [12]. In
our preliminary work [13], we introduced a modeling approach which formally rep-
resents product ontology. In this work, we represented each modeling construct in
description logics which provide a theoretical core for most of the current ontology
languages.

A knowledgebase represented in a standard and machine-operational language
may role as a basis to utilize a so-called ontology-engineering technique [7][20]. It
may be possible and therefore desirable to make a knowledgebase loosely-coupled
from the application codes, to develop knowledge bases independent and interopera-
ble each other, and to automate the reasoning facility provided by inference engines

H. Lee and J. Shim: Product Ontology and OWL Correspondence, Studies in Computational Intelligence (SCI) 110, 1–14
(2008)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2008



2 H. Lee and J. Shim

[18]. OWL (Web Ontology Language) [19] has been positioned as a most widely
used ontology language.

In this paper, we present how to represent a product ontology model in OWL.
OWL has three different versions Lite, DL, and full; according to its language syntax
and thereby different complexity as well. We employ OWL-DL to represent product
ontology. However, it still requires considering the employed syntax in terms of its
expressiveness and complexity, since some are little usage in practice yet require
high complexity to process.

The rest of this paper is structured as follows. Section 2 briefly introduces the
related works and our product ontology model. In Section 3, we present a basic
OWL correspondence to the elemental modeling constructs. Constraints should be
selectively considered accordingly to the type of semantic relationships, which is
explained in Section 4. And finally, we provide the related work and future research
direction in Section 5.

2 Related Works

2.1 e-Catalog and Product Ontology

Researches in recent years show that applying ontology to e-commerce would
bring benefits such as to solving the interoperability problems between different e-
commerce systems[1][11][16][23]. Especially, e-Catalog, which is a key component
in e-commerce systems, seems to be the most adequate domain within e-commerce
where ontology can play an important role.

There have been papers expressed the early ideas on applying ontology into e-
Catalog [3][17]. Fensel, et al [3] present the issues of B2B integration, focusing on
product information. They list the difficult aspects of building, maintaining, and in-
tegrating product information, and propose that ontological approach may be the
answer. Obrst, et al [17] proposes to use cross industry standard classifications such
as UNSPSC [22] and eCl@ss [2] as the upper ontology and industry specific classi-
fications as lower ontology, thus achieving the generality and specificity. These two
early works are representative of a group of works focusing mainly on classification
standards as the shape of ontology for product information. Classification hierarchies
are essential part of product information semantics but make up only one piece of the
picture. Also, their proposals are still in an abstract level.

An interesting effort is presented in [15]. They try to utilize the ISO standard for
product library (PLIB) to model product ontologies. However, their view of product
ontology is limited to classification hierarchy and the PLIB standard provides a set of
meta data specifications for such hierarchies. Hepp [5], Kim, et al [8], and Lee [10]
are important works that emphasize the importance of attributes in product informa-
tion management. Hepp [5] evaluates the quality of product classification standards
based a number of factors including the quality of their attribute lists. In [8], a data
model for classification hierarchies is presented where specification of attributes and
semantics is a requirement. In [10], it is pointed out that a classification hierarchy is a
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Fig. 1. Concepts and relationships in the meta-level product ontology

representation of just one of many views over the set of products. A product’s identity
and property does not depend on how the product is classified. Product database de-
sign issues and guidelines are presented, where the focus is on properties (attributes)
rather than on classification hierarchies.

2.2 Product Ontology Model

For modeling product ontology, we need to investigate the key concepts and their
relationships of the domain. From a real project [12] that we participated in, prod-
ucts, classification scheme, attributes, and UOMs are determined as the key concepts.
Since an ontology model should be apt to the different points of views, we employ
a meta-modeling approach to produce an extensible and flexible product ontology
model. As shown in Figure 1, those concepts aforementioned are modeled as meta-
concepts. The products, the most important concept, are for the goods or services.
The classification schemes and the attributes are used for the classifications and de-
scriptions of products, respectively. Then the UOMs, unit-of-measures, are associ-
ated with the attributes. The semantic relationships we consider include those from
general domain [21]; such as class inclusion (isa), meronymic inclusion (component,
substance, and member), attribution, and synonym. In addition, product domain spe-
cific relationships such as substitute, complement, purchase-set, mapped-to are also
considered (Figure 2).

For examples, a LCD monitor is a substitute of a CRT monitor and vice-versa
in that each may serve as a replacement of the other. A complement relationship
represents that one may be added to another in order to complete something. For
example, an antiglare filter is complement to a monitor. We may also see that such
products as a monitor, OS, and mouse are purchased with a personal computer. This
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Fig. 2. Taxonomy of semantic relationships

Fig. 3. Basic OWL correspondence in meta-level

is represented as purchase-set. And finally, the mapped-to relationship is to assign a
product into a specific class code within a classification scheme, or to map a class
code from a classification scheme to different schemes.

In [13], we illustrate that concepts and semantic relationships can be represented
by the SHIQ(d) description language, which is reasonably practical with regard to
its language expressiveness and algorithmic complexity [4]. Note that OWL-DL is a
OWL version that corresponds to the description language. In the following section,
we present how our product ontology model can be translated into OWL versions.
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Fig. 4. A comprehensive OWL representation for computer-related products

3 Basic OWL Correspondences

The Figure 3 shows a basic mapping from our product meta-model (Figure 1) to
an OWL representation. Note that we rename PropertyOf(Attribution) relationship
between Products and Attributes with attribution to avoid confusion with the property
expression in OWL.

Basically, concepts can be represented by using owl:Class, and relationships by
owl:ObjectProperty or owl:DatatypeProperty, in general. The key concepts in the
meta-class level may be correspondent to owl:Class. Most of relationships between
concepts such as member, attribution, useUOM, convertedTO, mappedTo, and rela-
tionships including purchaseSET, substitute, complement, component, etc. may be
correspondent to owl:ObjectProperty, and isa relationship between Products or be-
tween Attributes correspondent to rdf:subClassOf, and synonym relationship may be
converted to owl:equivalentClass.

Note that in OWL, the domain of a property limits the individuals to which the
property can be applied and the range of a property limits the individuals or values of
which property may have. The datatype property is used for relationship which exists
between a class instance and a data value, while the object property is used for rela-
tionships between instances. Relationships may have additional property restrictions
or property characteristics (Section 4).

Figure 4 is a more comprehensive example to illustrate how the products such
as desktop computer or LCD monitor as a member of the classification system, and
their instance with attribute size relate each other in OWL. It also represents the
relationships between the size of monitor and its associated UOM. In the figure, a
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class is denoted by a rectangle and an instance is denoted by an ellipse. The in and out
going edge of an arc illustrates the domain and the range of a property respectively.

As shown in the figure, desktop computers are a member of 8471-10 and of
43171803 commodities in HS and UNSPSC classification system, respectively. This
member relationship may be represented using the owl:ObjectProperty::member ob-
ject property with rdfs:domain::ClassificationScheme and rdfs:range::Product re-
strictions. LCD Monitors class has ClassID attribute and it has a string data type
value of “25231036” as range. Then it is represented by owl:DatatypeProperty with
a restriction of rdfs:range::STRING. ClassID is only one value per each class, and
therefore it is restricted to cardinality using owl:cardinality.

Desktop computers and LCD Monitors are purchased together each other. This
is represented using owl:ObjectProperty::purchaseSET with an additional restriction
with owl:SymmetricProperty to denote the symmetric property of the purchaseSET
property. Additionally, if the domain of purchaseSET is limited to Desktop comput-
ers, then the range should be limited by adding owl:someValuesFrom restriction.

LCDx1751QD or SAMSUNG MagicStation is an individual of LCD Monitors
class or Desktop computers class, respectively. The individual products are repre-
sented by declaring it to be a member of a class like

< LCDMonitorsrdf : ID = ”LCDx1751QD” >

and

< DesktopComputerrdf : ID = ”SAMSUNGMgicStation” >

respectively. As following, rdf:type is another expression of a RDF property that ties
an individual to a class of which it is a member.

<owl:Thing rdf:about="# LCDx1751QD ">
<rdf:type rdf:resource="# LCDMonitors "/>

</owl:Thing>

A LCD Monitor has the Size attribute, and this is represented using
owl:ObjectProperty::hasDisplaySize of which domain and range are specified to
LCD Monitors and DisplaySize. DisplaySize is a sub type of Size and also synonym
to MonitorSize, which is represented using rdfs:SubClassOf and owl:EquivalentClass,
respectively. The DisplaySize attribute is associated with the Length UOM, of which
instances include inch and cm. Similar to the previous examples, these may be rep-
resented using owl:ObjectPropertyOf::useUOM and rdf:type. Note that inch and cm
UOMs may be converted each other, i.e., 1inch = 2.54cm. The conversion equation
can be represented and processed by a knowledge representation language, while
OWL is yet incapable of providing linear polynomial equations [4].
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Fig. 5. OWL representation for the inclusion relationship

4 Property Restrictions for Semantic Relationships

As mentioned in the previous section, although relationships are corresponded to
owl:ObjectProperty, more restrictions should be selectively added to each object
property to convey precise semantics. Those restrictions include owl:Transitive-
Property, owl:SymmetricProperty, owl:inverseOf, and owl:FunctionalProperty, and
owl:some ValuesFrom and owl:allValuesFrom to further constrain the range of a
property in specific contexts as well as domain and range of property. In Section 4.1,
we first explain what restrictions are required for each type of semantic relations in
general domain, and then in Section 4.2 for product domain specific ones.

4.1 Semantic Relationships in General Domain

General semantic relationships include inclusion, meronymic inclusion, attribut-
ion, and synonym. A inclusion relationship can be represented by using owl:Class
and rdfs:subClassOf. A inclusion relationship may have additional constraints such
as “disjoint”. For example, in Figure 5, notebooks and desktops are the subclasses
of computers and they are disjoint each other, which is represented using
owl:disjointWith.

Second, let us consider a meronymic inclusion case. In Figure 6, DC spindle
motor is a component (or part) of HDD(hard disk) product which is also component
of computer products. A component (or part) relationship, in general, is not always
transitive in that it usually contains both aggregational and functional semantics;
being a part functional for its whole does not necessarily mean that the part again
plays functional for another object which is composed of the whole [21].

However in practice, people often do not clarify the precise semantic of a com-
ponent relationship that they use. For example, a query to find all hardware classes
which contain DC Spindle as its component is not clear whether it is meant to inquire
to search for any hardware having DC Spindle as its direct part or as its both direct
and indirect part (being contained within another product). In order to handle indi-
rect part-whole relationship, we need the transitive property, i.e., x part of ẏ & y part
of x part of ż. This can be represented in OWL using owl:TransitiveProperty. And if
HDD is a component(part) of Computer, then Computer is the composed(whole) of
HDD. This may be represented using owl:inverseOf. In addition, the value restriction
owl:someValuesFrom should be applied to the component property since Computers
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Fig. 6. Restrictions on the component relationship

may have not only HDD but also other parts such as CPU, graphic card, RAM and
etc.

Instead of having a component relationship, we may have a domain specific
component relationship between a part and a whole and declare it as a subprop-
erty (owl:subPropertyOf) of the component relationship. Note that the subproperty
in OWL corresponds to the role inclusion in logic representation. For example in Fig-
ure 6, we may define a sub property of component, computerComponent, of which
domain and range is restricted to Computers and HDD respectively, and use it rather
than the component property. Then we need to add the followings, to declare that
computerComponent is a role inclusion of component.

<owl:ObjectProperty rdf:about="\#computerComponent">
<rdfs:subPropertyOf>

<owl:ObjectProperty rdf:about="\#component">
</rdfs:subPropertyOf>
</owl:ObjectProperty>

Readers should note that if we use a domain specific component subproperty
we should use the specific component in a query to retrieve the components in that
domain. This principle can be applied to other types of semantic relationships.

An attribution relationship may be represented using owl:DatatypeProperty in ac-
cordance with the xml schema datatypes. In Figure 7, ClassID, one of the LCDMon-
itors attributes, is represented by its data value with string. ClassID is only one value
per each class, and therefore it is restricted to cardinality using owl:cardinality, i.e,
< owl : cadinalityrdf : datatype = ”&xsd; string > 1 < /owl : cadinality >.

An attribution relationship which exists between Products and Attributes may be
represented by using owl:objectProperty in that a product attribute may be managed
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Fig. 7. Restrictions on the attribution relationship

Fig. 8. Restrictions on synonym relationship

as a class. In Figure 7, for example, we have the has displaySize relationship be-
tween LCDMonitors and its attribute, DisplaySize. The has displaySize should be
represented using an object property expression rather than datatype property. Note
that 17 is not a data value but an individual of DisplaySize class and the DisplaySize
attribute uses UOM Length inch.

And finally, a synonym relationship is represented by using owl:equivalentClass.
In Figure 8, MonitorSize is an alias to DisplaySize, and therefore they are equivalent
classes each other.

4.2 Domain Specific Semantic Relationships

While the semantic relationships presented in the previous section may be observed
in a general domain, those presented in this section are particularly conceivable re-
lationships in product information domain. They are the substitute, supplement (or
complement), purchase-set, and mapped-to relationships as shown in Figure 2 and 3.

Let us consider an example that there are supplement(complement) relationships
between Antiglare filter and Monitor or between Toner and Laser Printer (Figure 9).
Let us assume that an individual antiglare filter product may serve as a supplement
to any monitor product while only specific type of toner product may serve a laser
printer. For example, only TonerHP-2420 but other toner products may work for
Laserjet2420. In this case, owl:Objectproperty:supplement with owl:allValuesFrom
may be enough to represent the supplement relationship between Antiglare filter and
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Fig. 9. Restrictions on the supplement relationship

Monitor product classes. Whereas we should add owl:FuctionalProperty restriction
to the supplement relationship between TonerHP-2420 and Laserjet2420.

In addition, supplement relationships should be specified along what product
relevant to domain or range. In the above example, property constraints such as func-
tional property, may be applied or not dependently on the domain or range of prop-
erty. Two supplement relationships in the figure are represented in different ways
each other. It may be specified as monitorSupplement and printerSupplement by
subtypes of supplement relationships with OWL expression as rdfs:subPropertyOf.
The monitorSupplement and printerSupplement are restricted to owl:allValuesFrom::
Monitors and owl:allValuesFrom::Printers, respectively.

A substitute relationship means that one may role as a replacement of the other.
For example, a pencil is a substitute of a mechanical pencil. If a LCD monitor is a
substitute of a CRT monitor, then a CRT monitor is a substitute of a LCD monitor,
vice versa. The substitute relationships has the symmetric property, i.e., x substi-
tute y y substitute x as well as the transitive property. For example, if sugar is a
substitute of aspartame, and aspartame is a substitute of saccharin, then sugar may
also be a substitute of saccharin (Figure 10). Then it may be represented in OWL
as owl:ObjectProperty::substitute with the restriction of owl:SymmerticProperty,
owl:TransitiveProperty.

A Substitute relationship with symmetric characteristic has the same domain
and ranges each other. Along with domain or range scope, the relationship may be
constrained as rdfs:subPropertyOf and owl:someValuesFrom. In Figure 10, a sub-
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Fig. 10. Restrictions on the substitute relationship

Fig. 11. Restrictions on the purchaseSET relationship

stitute relationship is illustrated among Sugar, Aspartame, and Saccharin. Sugar is
substituted for Aspartame, while Aspartame is substituted for Saccharin. Since these
substitution relationships contain both symmetric and transitive characteristics, Sac-
charin may be also substituted for Sugar, and vice versa.

And next, let us consider the purchaseSET relationship (Figure 11). A purchas-
eSET relationship also has the symmetric characteristic. The figure illustrates that
a computer product may be purchased together with monitor, OS(operating system
software), and mouse products. The domain of the purchaseSET property is Com-
puter and its range may include Monitor, OS, and Mouse. In this case, we may em-
ploy computerPurchaseSET as a sub property of purchaseSET.

Finally, we can consider the mappedTo relationship (Figure 12). The mappedTO
relationship exists between classification schemes, while any other domain specific
relationships described above, are dealt with between products. Namely both the
domain and range are assigned to classification schemes. It is also symmetric and
transitive, which is represented by using owl:SymmetricProperty and owl:Transitive
Property, respectively. Figure 12 illustrates that the HS classification scheme can be
mapped to UNSPSC, and vice versa each other. Having a mappedTO relationship,
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Fig. 12. Restrictions on the mappedTo relationship

we may then a mapping between individual codes in two different classification
schemes. For example, in Figure 4 in Section 3, 8471-10 in HS is mapped to
43171803 in UNSPSC.

5 Conclusion

There have been studies in multiple domains for building an OWL-based ontology
to represent the semantic knowledge of the domain. The domains include biology,
life-science, medicine, business, and e-commerce [20]. Our work presented in the
paper may not be a unique work in product ontology. In [3], they list the difficult
aspects of building, maintaining, and integrating product information, and propose
that ontological approach may be the answer. In [6], they focus on OWL derivation
for industry standard taxonomy and classify concepts to capture the semantics of
those standards.

It is important to investigate what semantic concepts and relationships, not only
limited to the taxonomy of product classes, are desirable for the domain and to cap-
ture them in the model. In addition, the model should be formally represented to
convey the precise semantics. A most popular way to formally describe a ontology
may be using OWL language. Our contribution is to present an OWL representation
scheme for product ontology of which model reflects a fundamental set of concepts,
relationship, and constraints in the product information domain.

Another important issue in product ontology is not only to provide a formal
model itself; but to implement a product ontology model so that applications may
run in large scale and benefit the underlying ontology [11][12][14]. In [14], build-
ing a pure OWL knowledgebase for product ontology is considered little practical
due to the lack of a robust engine to manage a large knowledgebase with a business
demanding performance. Instead they propose to build a product ontology database
using a commercial object-relational DBMS and also to provide a feature to export
relational tables into an OWL knowledgebase. The scheme explained in this paper
role as a theoretical background of the work.
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Summary. Electronic documents such as e-catalogs, e-mails, and Web documents have their
own distinct characteristics that can be utilized in search and classification. They are struc-
tured, noisy, and, in some cases, related to each other. We analyze the characteristics of three
major types of e-documents - e-catalogs, e-mails, and Web documents - and propose methods
for optimizing automatic classification of such documents. Our Proposal is to improve the pre-
processing phase of automatic e-document classification by considering the document-specific
characteristics, while continuing to exploit the state of the art classification algorithms. We
expect that the pre-processing techniques can be applied to other types of e-documents that
exhibit similar characteristics.

1 Introduction

Automatic e-document classification is challenging due to the diversity of features.
Nonetheless, research has made headway for major document types, driven by the
need to reduce work load required for document classification. Even when the same
algorithm is used, it is possible to increase the accuracy of classification through
effective pre-processing. The document classification process is largely divided into
preprocessing stage, feature extraction stage and document classification stage. How-
ever, this research classifies pre − processing stage and feature extraction into one
preprocessing stage. By pre-processing, we refer to all work that must be processed
prior to the efficient classification of documents. For example, the elimination of tags
such as stop words or unnecessary terms is part of the pre-processing parameters.

Although pre-processing is essential for classifying any type of e-documents, it
is even more important for three documents that are particularly amenable to pre-
processing; e-catalogs, e-mails, and Web documents. E-catalogs are composed of
short, product-oriented words. Pre-processing for product unit classification is very
helpful. E-mails contain numerous non-standard words. Often, titles contain impor-
tant clues for the contents, and pre-processing is very helpful. Web documents con-
tain HTML tags, and are linked through hyper links.

O. Jeong et al.: Optimizing the Pre-Processing Phase of Automatic e-Document Classification, Studies in Computational
Intelligence (SCI) 110, 15–26 (2008)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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After the pre-processing, actual classification algorithm is applied to classify doc-
uments. The most often used methods for classifying documents are rule based ap-
proach that use rules derived from learning to classify documents [1].

In this paper, we analyze the pre-processing methods used in automatic
e-document classification of the above-mentioned types of e-documents, and elicit
parameters that need to be taken into account for optimizing the pre-processing for
each of these types of documents.

The remainder of this paper is organized as follows. Section 2 provides a re-
view of the pre-processing phase in automatic e-document classification. Section 3
examines classification methods for e-catalogs, e-mails and web documents with em-
phasis on their respective pre-processing methods. Section 4 provides a comparative
analysis of the pre-processing methods. Section 5 concludes the paper.

Pre-processing Parameters by e-Document Type

Fig. 1. The Three Phases in Automatic e-Document Classification

2 General e-Document Classification

The overall process of automatic e-document classification consists of three major
phases, as shown in Figure 1. They include pre-processing, feature extraction, and
document classification.

Many e-document classification methods require pre-processing as general text
classification. In textual document classification, the first step in pre-processing is
stemming through text analysis. Eliminating terms eliminates index words that ap-
pear with high frequency but that have little or no value in the meaning of the text.
When eliminating index terms, we first need to create an index dictionary.

The next step is to convert multiple keywords with the same meaning in index
set into a single keyword. A word consists of a stem that contains the meaning of the
word and a prefix/suffix which changes the form of the words.
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The aim of the vectoring step is to save a stem file instead of the words thereby
reducing the volume of the index set file. The selection of index set for the feature
extraction is very important to increase the accuracy of document classification.

The final phase is document classification. Classification is the process of assign-
ing documents composed of quantified vector to previously defined categories by a
classifier. In this phase, it is often necessary to observe users in order to generate
rules for performing the actual classification. Previously established classification
rules enable automatic document classification.

3 Pre-processing Methods for Three Types of e-Documents

3.1 e-Catalogs

E-catalog (Electronic catalog) hold information of products and services in an
e-commerce system. E-catalog classification is the task of assigning an input catalog
to one of the predefined categories (or classes). The categories are defined accord-
ing to a specific classification scheme which usually has a hierarchical structure and
thousands of leaf nodes. Correct classification is essential not only for data alignment
and synchronization among business partners but also to keep the rapidly increasing
product data maintainable and accessible. However, product data classification is a
highly time-consuming task when it is done manually because of the increased scale
of product information and the inherent complexity of the classification schemes. A
number of competing standard classification schemes, such as UNSPSC and eCl@ss,
do exist nowadays. Since none of them has yet been accepted universally, we need
to re-classify the product data for mapping between different classification schemes
as a part of business operations [2]. The reclassification task increases the need for
an automated approach for product data classification.

E-catalogs are text intensive documents, so text classification techniques can
be applied to e-catalog classification as well. Works in [3] applied several tech-
niques from in-formation retrieval and machine learning to product data classifi-
cation. Among the well known algorithms such as Vector Space Model, k-Nearest
Neighbor, and Naive Bayes Classifier, they report that the Naive Bayes Classifier
shows the best accuracy.

Although there is no single standard form of the e-catalog, conceptually it is a
set of attribute-value pairs which, in turn, can be viewed as a structured document. In
other words, instead of having product description comprised of one complete sen-
tence, most e-catalogs are composed of an array of terms and numeric values aligned
for each attribute, which has different discriminative power in classifying e-catalogs.
Moreover, product information, unlike regular document, is frequently very short in
length and composed of domain-specific terms, composite words, abbreviations and
UOMs(unit of measure), which would be disregarded in regular document classifi-
cations.

Structural information, i.e. attributes, of e-catalogs are valuable information that
should not be ignored during e-catalog classifications. E-catalogs of each class have
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a finite set of common attributes such as product name, supplier and model num-
ber, and a class-specific set of attributes such as height, length, diameter, color etc.
Because of these characteristics, companies that build new catalogs face difficulties
in building product classification and attribute systems. Recently, organizations pub-
lish the classification and attribute systems in terms of technical dictionaries such
as eOTD, GDD, and RNTD of ECCMA, EAN/UCC, and RosettaNet, respectively
[4][5][6]. Such class-specific structural information gives hints to a classifier, which
is not available in regular document classifications.

As mentioned above, e-catalog has different set of features compared to regular
document.

• Use of composite terms, abbreviations, and special terms: These special terms
cannot be effectively used when the controlled vocabulary set, comprised of reg-
ular nouns, are defined as regular document’s vector model.

• Short lengthofe-catalogs:Weneedsemanticexpansionofexpressions ine-catalogs
through using synonyms and lexical analysis of composite terms; otherwise,
terms of trained e-catalogs would rarely match with those of new e-catalogs.

• UOM standardization: E-catalogs may be classified to other classes depending
on product size, weight or other numeric attributes. It is critical to make full use
of such attribute values comprised of numeric value and UOM., but the problem
is that the UOMs used for product information are not standardized over the
industries, and even the same UOMs can be expressed by different symbols; e.g.
l, liter and , and ohm and Ω.

Research for the use of the ontology for e-catalogs is active in the field of
e-catalog to enable sharable, reusable and semantically enriched reference sys-
tems [7][8]. In the e-catalog ontology, various kinds of semantic information and
relationships regarding product and product classifications are defined. Examples
include relationships between products, attributes specific to each product class,
products belonging to each class, UOMs for use by individual attributes, UOM con-
version rules, lexical information such as standard term, abbreviation, synonyms,
hyponyms, narrower terms and so forth. By leveraging the product ontology, it is
possible to exchange product information with other e-catalog systems and integrate
the e-catalogs.

This type of e-catalog ontology is leveraged to suggest a model that can execute
automatic classification. However, it is not possible to systematically extract defi-
nite classification rules from them, since vocabulary and attribute do not definitely
determine the classes. Accordingly, it is necessary to use a fuzzy or probabilistic ap-
proach, and the Naive Bayesian classifier is known to yield effective classification
performance in classifying e-catalogs.

Pre-processing for e-catalogs starts with vocabulary standardization after stem-
ming and the elimination of special symbols. Next, numeric values and UOMs are
converted to standard UOMs by leveraging UOM conversion rules, defined in ontol-
ogy. As for the generation of learning data, catalogs are extracted from all classifica-
tion methods of Ontology (attribute, vocabulary) and subjected to analysis. Then, the
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frequency of appearance is calculated for vocabulary for each classification. On the
other hand, the frequency of classification’s appearance is calculated for vocabulary
and attribute [7].

In the actual classification phase, e-catalogs contain attributes defined for indi-
vidual classification. One catalog contains the value of an attribute, which in turn is
comprised of a vocabulary aggregate (bag-of-vocabularies). Vocabulary is comprised
of a term and the type of the term, and contains information such as whether the type
is the original copy, a standard term that has been converted, whether it is a synonym
or hyponym expansion, or a term that was subjected to parsing from a compound
term, and so forth. Conversion based on UOM standardization assumes a type as a
standard term, and the value of the original copy is eliminated.

Therefore, this research defined learning document by using MAD. In this mea-
sured value, uncertainty is measured by using the distance between above defined
values of and these values P (c‖x) average (µ). This is defined as follows.

An existing Naive Bayesian classifier is expanded as follows to enable the as-
signing of a different weight by the type of an attribute and vocabulary in order to
classify an e-catalog of a particular type. The hypothesis here is a Naive Bayesian
assumption that all the attributes of the documents are independent.

In the above formula, P (ak‖cj) expresses the weighted value of an attribute for
a classification. To endow a vocabulary type with a weighted value, we estimate
P (ak‖cj) as follows.

nak,cj
expresses the total number of value for an attribute keyword that applies

to the total products within the learning data set, that corresponds to the attribute ak

of product category that is included in the class cj . V ocak refers to the number of all
values of attribute ak · n(ak,vi) shows the frequency of appearance for the value of
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attribute keyword vi that belongs to the class cj ·wt
i shows the weight of type t of the

vocabulary vi. In conclusion, the probability of Def. 2 may be estimated as follows.
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where ‖cj‖ denotes the size of the class cj .
A diverse set of machine learning methods (k-Nearest Neighbor, Vector Space

Model, Naive Bayesian Classifier) are used in [9] to compute product classification
with the UNSPSC and their performance is compared. The Naive Bayesian Classifier
was the winner. In [10], the question of integration of two catalogs is addressed, and
applied the expanded Naive Bayesian Classifier.

3.2 E-mails

E-mails feature a far greater use of free style terms such as slang and abbreviations
than any other types of documents. By identifying this particular characteristic of
e-mails, and thus being able minimize the atypical aspects, the overall classification
may be improved. Figure 2 shows the pre-processing phase for e-mail classification.

The followings are considered in the pre-processing phase of e-mails.

• Elements of potential error found in documents must be eliminated prior to in-
dexing. The elements of error are those that obstruct the indexer. A representative
example is a 2-byte symbol.

• Unnecessary information found in a document (a “noise” element) must be elim-
inated. Words that are generally used but have little meaning on their own must
be controlled. This can be a key factor that obstructs judgment in document clas-
sification. A list of useless terms may be created and passed on to the indexer, so
that more general index terms can be drawn out of the indexing process.

• In e-mail documents an HTML tag format is allowed. Accordingly, if the tag
information is indexed together with e-mail’s content, unnecessary index terms
are produced, so the tags included in the e-mail should be eliminated.

• An e-mail document is made up of subject and main text. By leveraging this
structural feature, classification performance can be improved.

To ensure precise automatic classification of e-mails, pre-processing is more
important than for documents of other types, as it is necessary to minimize the
non-standard features of e-mails,. In our prior research [11], we applied a 3-stage
pre-processing algorithm.

In the first stage, documents for learning are selected in the feature extraction
phase. An arbitrary aggregation of documents for learning is not used as is. Instead,
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Fig. 2. The Pre-processing Phase in e-Mail Classification

Uncertainty-based Sampling Algorithm is applied, which in turn uses the MAD
(mean absolute deviation) method that the computes the deviation of these values
from their average. Uncertainty is measured by using the distance between values of
P (c‖x) as conditional probability for each category c of one document x and their
average (µ). This is defined as follows.

UMAD(x) refers to the average distance that showcases the deviation of these
values from their average when it comes to the probability, subject to each category,
or member values of document x. Thus, uncertainty is greater as UMAD(x) is lower,
and vice versa. Here, average standard deviation of documents that are considered
candidates for learning documents is calculated, and training data sets are selected
with a priority set of documents with lower values.

In the second stage, features are extracted by assigning a weighted value for each
attribute. E-mail document is comprised of title and main text. Weighted value as-
signing method by attribute is used to decide whether to assign weighted to weighted
value on the title that stands multifold compared to the main text during the feature.
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This method assigns a greater weighted value to the title than to the main text by
applying an expanded Naive Bayesian Classifier.
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nak
refers to the total number of keywords related to all attribute values that are

applicable to the attribute ak when it comes to the e-mail document that is included in
the category cj within the entire mail document of the learning data. V ocasak

refers
to the number of all keyword attribute values that are selected within the e-mail docu-
ment in order to represent classification when it comes to attribute ak ·n(ak, l) shows
the frequency of appearance of the attribute value keyword vi that belongs to the at-
tribute ak within the category cj whereas wsak

manifests the individual weighted
value for attribute ak.

In the third stage, presumptive algorithm that conducts rule generation is cited
as a decision factor for accuracy level of document classification. The role of this
algorithm is to form ultimate rule by using learning document set, selected by con-
figuration method for learning document set, and applies Naive Bayesian algorithm
that uses dynamic threshold. A Naive Bayesian algorithm that uses a dynamic thresh-
old value that improved on the existing fixed threshold value was applied.

3.3 Web Documents

Documents in the web are lack of logical organization. Besides, the enormous num-
ber of web documents make the manipulation and further operation on web docu-
ments difficult. Although the size of web document set is large, we need not analyze
all the web documents as a whole. It can usually be divided into disjoint sets based
on their document content. Web documents contains a set of hyperlinks that points to
other web documents. These sets of hyperlinks can provide information about inter-
relationship among web documents. We must use algorithms to partition a set of web
documents based n their networked hyperlink structure [12]. Also, Web documents
mostly use HTML.

Anyway, most of the classification methods for Web documents are comprised
of three steps. First is monitoring of user’s behavior. Second is the creation of a user
profile based on the monitoring results. Third is providing Web documents that the
user is interested in by leveraging the user profile.

Pre-processing for Web document has the HTML tag elimination step in addition
to the pre-processing steps for general documents and the assignment of weighted
value according to hyperlink’s level

• HTML tag elimination: Web documents are created in the HTML format. As
such, the processing of the HTML tags is necessary. An HTML tag is surrounded
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by ‘<’, ‘>’, and the elimination of the tags is necessary for the selection of
precise keywords in Web documents.

• Procedure afterwards requires the elimination and stemming of unnecessary
terms as for general documents.

• Feature extraction: Feature extraction assigns a weighted value for each feature
extracted according to the level of Hyperlink.

We have conducted research on the Web document classification system, and a
representative system case includes Personal Webwatcher, InfoFinder [13] and NewT
[14] etc.

4 Comparative Analysis of Pre-Processing Methods

Thus far, we have examined the pre-processing methods that take into consideration
e-document characteristics. Table.1 summarizes the results of our discussions. There
are many parameters in pre-processing; the removal of HTML tags, the removal of
special signs that play the role of stop words, the processing of unnecessary words,
the streaming processing that factors in changes in meanings even when the stem
is the same, the standardization of vocabularies, the assignment of weighted values,
and additional parameters that are specific to each type of document.

Table 1. Pre-processing Parameters by e-Document Type

When a document set is subjected to automatic classification, it is necessary to
check all the necessary pre-processing parameters, and to sufficiently factor in these
parameters as summarized in Table 1. As such, it is possible to increase performance
when it comes to classification by executing the pre-processing method for a partic-
ular document type.
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In section 3, we laid out each of the different pre-processing phase for document
classification. As a result, we were able to show the crucial pre-processing parame-
ters into table 1. As illustration in table. 1, the necessary pre-processing parameters
for each of the documents are different.

In the case of Web documents, HTML tag elimination and Hyperlink’s level
calculation is needed. E-mail documents are less formal and thus requires a more
complicated pre-processing comprised of many phases. Here, the phase of assigning
weighted value to the title of the e-mail documents is especially important. Finally,
for e-Catalog Documents which are composed of short terms related to product and
product units, pre-processing is comparatively simple yet it requires additional pro-
cessing.

This can be illustrated by the next example. Using the pre-processing parameters
in table.1, we will show how the different document characteristics are applied to
e-Catalog document.

Pre-processing Parameters by e-Document Type

Fig. 3. An example of e-catalog

Figure 3 shows an example of e-catalog in XML format. As the example shows,
attributes of products appear as tags in the e-catalogs. Although tags in HTML doc-
uments, e.g. <title>, <head> and <table>, does not imply any semantics, those
of e-catalogs representing attributes carry class-specific information, thus should not
be eliminated during pre-processing. Furthermore, each attribute has a different dis-
criminating power and it can be weighted differently during classification. Special
symbols also carry valuable information in e-catalogs. Consider the display size of
the notebook computer in Figure 3 represented by 14”. The double-quotation marks,
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usually eliminated in text classification, indicate that the product has an attribute
denoting a length which is obviously a good hint for classifying the product.

Stemming and processing of unnecessary terms, however, have little application
since the values in e-catalogs are short and itemized noun phrases rather than long
descriptive sentences. Vocabulary standardization is useful in e-catalog classification
as is in other domains. For example, if notebook computers, laptops and portable
computers are standardized to laptop computers, it is obvious that the classification
algorithm will be improved. Finally, UOMs are frequently used in describing product
detail. If the classification algorithm understand that 2.5kg is same as 5.5 lb, the
performance gain in e-catalogs would be greater than in text classification since the
product classification are generally more dependent on the numeric values.

Thus, as seen from the example of e-Catalog documents, table 1 can be used to
determine which phases are necessary and which are not when classifying a certain
type document.

Although the parameters in the table may seem simple and even similar to each
other, it makes it possible to know the pre-processing phases in advance so that ac-
curate and efficient classification can be achieved.

5 conclusion

We have elicited seven key parameters that play major roles in the performance of the
pre-processing phase of automatic e-document classification for three major types
of document, namely, e-catalogs, e-mails, and Web documents. The key parame-
ters were derived by taking into consideration the particular characteristics of the
e-documents. The results of our research, which is summarized in Table 1, can serve
as a guide for selecting key parameters for implementation and optimization for
effective automatic classification of the three most important types of e-document
in use today. Our Proposal is to improve the pre-processing phase in automatic e-
document classification by considering the document-specific characteristics, while
continuing to exploit the state of the art classification algorithms. We expect that
the pre-processing techniques can be applied to other e-document types that exhibit
similar characteristics.
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Summary. Advances in wireless technologies and mobile computing are enabling many
kinds of mobile devices to be used for m-commerce. Service content for m-commerce is usu-
ally newly written to meet specific characteristics of the target mobile devices. To avoid these
formidable efforts, it is very important to effectively exploit the Internet merchant information
currently served by e-commerce. However, bringing the Internet content to mobile devices is
far from straightforward due to the many limitations of mobile devices such as little mem-
ory, small displays, and low processing speeds. In this paper, we suggest a system to extract
only the product elements interesting to users from HTML documents of the Internet shop-
ping malls, package them in XML, and deliver the result to mobile clients. We then apply our
system to the sample HTML documents.

1 Introduction

M-commerce [1] is being realized using several kinds of mobile devices such as
PDAs, mobile phones, and Smart phones. Examples of m-commerce today are NTT
DoCoMo’s i-Mode portal [2], Nordea’s WAP Solo Mobile Banking Service [3], and
Webraska’s SmartZone Platform [4]. Service sites for m-commerce are usually de-
signed to meet specific characteristics of the target mobile devices as with i-Mode.
For example, i-Mode has over 1, 000 official content providers. They develop their
own i-Mode sites where contents are written specifically for their mobile services us-
ing Compact HTML(cHTML) [5], which is a subset of HTML. These contents can
not be directly served on mobile devices other than i-Mode. If they are to be rewritten
to meet limitations and idiosyncrasies of another device, the required modifications
are formidable and redundant.

In addition, the Internet services could not be directly served for mobile services.
Several studies [6][7][8] have been done to deliver Web content to mobile devices
by applying several techniques such as scaling, manual authoring, transducing, and
transforming. Related work can be also found in the personalization of web pages for
mobile clients such as WebViews [9], PWA [10], and Wiccap [11]. In these studies,
Web users create their own customized views of Web sites that are well-suited for
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their own mobile devices. Those Web views are thus considered only for an indi-
vidual mobile client. This research did not consider exploiting the Internet product
information for m-commerce. Since the product information is structured differently
than typical Web content, we need to tailor the information to provide mobile clients
with user-friendly views.

Previously, we developed a system [12] to effectively exploit the Internet product
services for clients with mobile phones. We assumed in the work that the Internet
product information was written in XML. This assumption, however, is not realistic
because many shopping malls are still written in HTML.

In this paper, we suggest a system to extract the product information written in
HTML from the Internet shopping malls and deliver it to mobile clients. The ex-
tracted product information is packaged in XML before it is delivered to mobile
clients. The system has three main parts: the Internet shopping malls, server, and
mobile clients. Server manager first uses the specially designed GUI(Graphical User
Interface) to mark product elements essential to mobile clients from HTML docu-
ments of the Internet shopping malls. The GUI gives the manager the pop-up menu
showing product elements to be marked. We use the simplified but general prod-
uct structure [12] designed for mobile clients based on electronic catalogue [13],
which is called the 3MP model. The manager finds and collects product elements
of the structure from HTML documents. The path information to those product ele-
ments from the top element of HTML documents is calculated and stored in the local
database. On user request, the path information is used to extract the marked prod-
uct elements from HTML documents of the Internet shopping malls. The extracted
product elements are collected into the 3MP model, packaged in XML, and deliv-
ered to mobile clients. In section 2, we will design a system to extract the product
information from HTML documents and package it in XML. In section 3, we will
apply our system to the sample HTML documents. Finally, we will summarize our
work in section 4.

2 System

Figure 1 shows the server architecture of our system. The server has a role of the
interface between the two parts: the Internet shopping malls and mobile clients. We
want the server to first extract the product information from HTML documents of the
Internet shopping malls requested by mobile clients, package it in XML, and send the
packaged information to the mobile clients. The Internet shopping mall documents
are usually written in HTML. These HTML documents are packaged in XML by the
two steps. The first step is a marking phase. In this phase, product elements in which
mobile clients are essentially interested are marked in the HTML documents. The
second step is an extraction phase. In this phase, the marked product elements are
extracted from the corresponding HTML documents and are packaged in XML. To
extract the marked product elements, we maintain the path information of the marked
product elements in HTML documents. We also use the product structure defined in
[12], called the 3MP model, to organize product elements effectively.
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Fig. 1. The Overall System Architecture

As shown in Figure 1, the server includes three components: Server Manager, PE
Marker, and PE Extractor. PE Marker has a role of marking product elements in the
HTML documents in which mobile clients are mainly interested, and PE Extractor
has a role of extracting the marked product elements from the corresponding HTML
documents and packaging them in XML. We will below describe each component in
detail.

2.1 Server Manager

It registers the Internet shopping malls and processes user’s query. The registration
of the Internet shopping malls is done simply by storing their URL in the database.
The server manager gets search words from user’s query and the relative shopping
mall URLs from the database, and combines them to generate search queries. Each
search query is sent to the corresponding shopping mall site. User queries can include
advanced query conditions such as the range of prices and the preferred product
makers for the personalization, which can be done by further filtering the product
information by the user’s conditions given by the advanced query.

2.2 The 3MP Model

It is an electronic catalog [12] designed specially for m-commerce. It is actually a
compact version of the electronic catalog [13] designed for e-commerce, including
only essential elements that mobile clients are mainly interested in. However, it is
so general that it can be used for describing all kinds of products in the Internet
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shopping malls. This model is referred by PE Marker and PE Extractor in our system.
The XML documents packaged from HTML documents thus conform to the 3MP
model.

2.3 PE Marker

It marks product elements to be extracted from HTML documents of the Internet
shopping malls. The marked product elements are indicated in the HTML source
code. A brief description about how to mark product elements is given below. A
specially devised GUI is used for these marks. A system administrator first loads a
sample HTML document of a shopping mall on a standard browser such as Inter-
net Explorer. When he finds some product element to be extracted in the document,
he selects the product element by shadowing it in the document and clicks the right
button of his mouse. A pop-up menu then comes up on the click position. It ex-
actly reflects the 3MP model. If he selects an item in the menu that matches the
product element selected already in the document, a specific tag is prefixed to the
selected product element in the HTML source code of the document. We designed
tags to be prefixed in the HTML source code. They are considered for elements in
the 3MP model. For example, for the maker element in the 3MP model, two tags
are considered: xmlmaker and xmlaliasmaker. The maker element in the model
is used to represent makers of products. When markers of some products are marked
in a HTML document, xmlmarker is prefixed to the marker content in the HTML
source code. An xmlaliasmarker can be prefixed to the synonym which denotes
“maker of products”. Notice that words denoting makers of products can be vari-
ous, depending on types of products. For example, a word of publisher is used to
denote makers of books while a word of manufacturer is used to denote makers of
computers.

Since HTML documents of shopping malls usually have the same document
structure for the same product category, we can group HTML documents of a shop-
ping mall by the product category. Each group then includes HTML documents with
the same structure. Marking product elements in HTML documents is done for each
group of each shopping mall registered in the database.

2.4 PE Path Calculator

It is a part of PE Marker, and calculates paths of product elements in HTML docu-
ments which are marked by PE Marker and stores them in the local database. The
path is represented by a sequence of HTML tags from the initial tag of HTML docu-
ments to the marked product element. It is also associated with the special XML tag
prefixed to the product element. As a result, a pair of an XML tag and a path is stored
for each product element marked in a HTML document. We now can use the path
to extract the marked product element from a HTML document, and use the XML
tag to interpret the meaning of the extracted product element. We call the pair the PE
locator. Notice that PE locators for the marked product elements can be indexed by
a pair of a shopping mall URL and a category.
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Fig. 2. The Simplified 3MP Model

2.5 PE Extractor

HTML documents of the Internet shopping malls usually include a lot of information
which is unnecessary to mobile clients. PE Extractor extracts only product elements
from HTML documents which is essential to mobile clients, and arranges them into
an XML document conforming to the 3MP model. Notify that product elements es-
sential to mobile clients was already marked by PE marker. For the incoming HTML
documents, it first gets a set of PE locators of the group of the HTML documents
from the database. It then gets a PE locator from the set in sequence, and uses it to
extract the corresponding product element from the HTML document. The meaning
of the extracted product elements can be interpreted from their associated XML tags.
We can arrange the extracted product elements by the 3MP model, based on their
meaning. As the result, we get an XML document conforming to the 3MP model,
including only the product elements extracted from HTML documents. XML docu-
ments generated from HTML documents with the same category can be combined
into a single XML document.

3 Application

We here apply our system over sample HTML documents in the simplified form.
Figure 2 shows the simplified version of the 3MP model [12]. class denotes a class
of products according to a specific classification scheme, name denotes the name
of products, maker and makedate denote the manufacturers and the manufactured
date of product, respectively, participant denotes persons who directly participate in
manufacturing the product, and price denotes the price of products. Figure 3 shows an
example HTML document and product elements to be extracted from the document.

We will now show how to mark product elements to be extracted from the exam-
ple HTML document, extract them from the document, and package them in XML
in sequence. Figure 4 shows how to mark product elements in HTML documents
using the GUI devised in this paper. In the figure, user shadowed a product element
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<html>
<head><title>Test</title></head>
<script>... ... </script>
<body>
<p>This is a test page.</p>
<table border="1">
<tr><td cellpading ="2" colspan="2"
align="center"> LG VX4600 Phone
</td></tr>
<tr> 
<td>Price</td>
<td> S99.99</td>
</tr>
<tr>
<td>Manufacturer</td>
<td> LG </td>
</tr>
<tr>
<td>Date</td>
<td> 2004/5</td>
</tr>
</table>
</body>
</html>

Product elements
to be extracted

Fig. 3. An Example HTML Document

of “LG”, and clicked the right button of his mouse using the GUI. We can see a pop-
up menu come up in the clicked position. The menu shows the tree structure of the
3MP model exactly. When he selects two items of marker and value in sequence, the
selected product element is marked accordingly. Figure 5 shows the resulting HTML
code after marking all of four product element denoted to be extracted in Figure 3.
We can see three xml-alias tags prefixed additionally in the document, which will
provide users with the more precise meaning and representation for the correspond-
ing product elements.

Figure 6 shows the set of PE locators calculated for the marked HTML document
in Figure 5. We consider the set of PE locators for the product element of name. It is
represented by an array. An index of the array except for the first element represents
the depth in the HTML tree structure. For example, the element with the index value
of 1 represents that the html tag is located the first level of the tree. The element is
also associated with the order of siblings in the same depth level of the tree. That is,
html(1) means that it is the first sibling in the first depth level. Similarly, body(3),
which is the element with the index value of 2, means that it is the third sibling in
the second depth level of the tree. Therefore, we can see that the element associated
with the xmlname tag is located within the third child tag, body, of the html tag,
within the second child tag, table, of the body tag, within the first child, tr, of the
table tag, and within the first child, td, of the tr tag in the HTML code. The asso-
ciated xmlname tag gives us the meaning of the corresponding product element.
Figure 7 shows the resulting XML document generated by PE Extractor for HTML
documents coming from the Internet shopping malls. We can see that PE Extractor
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Fig. 4. A GUI for Marking PE

extracted product elements from three HTML documents with the same structure as
in Figure 3 using PE locators in Figure 6, and packaged them into an XML document
conforming to the 3MP model.

4 Conclusions

In this paper, we suggested a system to extract only the product information con-
cerned with users from HTML documents of the Internet shopping malls, and de-
liver it effectively to mobile clients. Since the extracted information is represented
in XML, it can be used in any kinds of mobile devices. If mobile devices can not
handle XML documents, the information can be transformed into the readable form
by the devices before it is delivered. The system can be used under minor changes of
HTML documents as long as paths of the marked product elements are not changed
by the modification of HTML documents. Major changes of HTML documents can
be detected by comparing the extracted element with the marked element. In that
case, the set of path locators of the corresponding HTML documents should be cal-
culated again. The system is being implemented on the J2EE platform [14]. We have
a plan to integrate the product information across multiple shopping malls to provide
clients with more added information.

Acknowledgement. This work was supported by grant No. R05-2004-000-12565-0 from Ko-
rea Science & Engineering Foundation.
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Fig. 5. The Marked HTML Code

Fig. 6. A Set of PE Locators
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<?xml version="1.0"?>
<products>
  <product>
    <category/>
    <name>LG VX4600 Phone</name>
    <maker alias="Manufacturer">LG</maker>
    <price alias="price" location="US">99.99</price>
    <makedate>2004/5</makedate>
    <participant/>
  </product>
  <product>
    <category/>
    <name>Samsung E715 Phone</name>
    <maker alias="Manufacturer">Samsung</maker>
    <price alias="price" location="US">224.99</price>
    <makedate>2004/3</makedate>
    <participant/>
  </product>
  <product>
    <category/>
    <name>Motorola i730 Phone</name>
    <maker alias="Manufacturer">Motorola</maker>
    <price alias="price" location="US">124.99</price>
    <makedate>2004/1</makedate>
    <participant/>
  </product>
</products>

Fig. 7. The Packaged XML Document
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Summary. This paper focuses on single-item multi-unit auctions involving multiple sellers,
particularly in cases where sellers might be insincere, i.e., might defect in the middle of the
process of exchanging goods and money. To exclude insincere sellers and attain efficient al-
location, a buyer should investigate unidentified sellers and share information about them.
However, the first buyer may suffer a loss if the seller is insincere, which discourages a buyer
from acting as the first buyer. In addition, an auctioneer has to induce buyers to reveal true
information about sellers as well as the true valuation of goods. To solve this problem, we
have developed an auction protocol that motivates buyers to investigate unidentified sellers by
determining an appropriate payment amount and schedule. In addition, the protocol recalcu-
lates the allocation of goods whenever new seller information is obtained. We prove that the
protocol achieves equilibrium for buyers’ truth-telling regarding information on both sellers
and the goods.

1 Introduction

Trade in network environments includes various kinds of uncertainty. In designing
a trading mechanism, a mechanism-design approach shows much promise [1], and
AI can provide solutions to the problem of effectively dealing with uncertainty. For
example, Yokoo et al. discussed a problem where the uncertainty of a participant’s
identity made an auction vulnerable [2]. Ito et al. studied cases where product qual-
ity is uncertain and proposed an auction protocol that attains efficient allocation by
eliciting expert knowledge on the product’s quality [3, 4]. Porter et al. discussed a
mechanism design for cases where task execution might fail [5]. Matsubara stud-
ied auctions in a dynamic environment where the valuation of the good depends on
environmental conditions [6].

This paper focuses on seller uncertainty, especially the case of a seller’s inten-
tional failure, i.e., fraud. On the other hand, Porter et al. dealt with exogenous failure
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[5]. Online deals have become risky, since there exists much fraud in the process
of exchanging goods and money. For example, there have been reports of auction
winners sending large sums of money to sellers who then disappear without sending
any goods [7]. Similar risks may exist among computational agents. Escrow services
are available in the real world market, and solutions have been proposed that utilize
computational agents for such tasks [8, 9, 10]. To eliminate the risk of fraud, how-
ever, a single technique is probably not sufficient, and thus having multiple forms of
protection is desirable.

One way of excluding frauds is to use a reputation-based system [11, 12, 13]. In
auction sites, multiple units of the same good are sold by different sellers, and the
sellers’ reputations are used by buyers to select sincere sellers. However, reputation
has been discussed apart from the challenge of developing a good allocation process
itself [14]. This paper tries to find a way of allocating goods as well as a way of
eliciting the seller’s reputation from buyers. Another related work can be found in
[15], but our work differs from that study in that we deal with multiple sellers and
fraud in the process of exchanging goods and money.

This paper deals with single-item multi-unit auctions involving multiple sellers
and buyers. Our mechanism-design problems include the following: (1) Information
on sellers cannot be obtained unless a buyer commits himself/herself to an actual
deal; and (2) Two sources of information, i.e., valuation of the goods and seller in-
formation, must be dealt with simultaneously.

The former issue arises in network environments because it is difficult to directly
observe remote sellers and learn their identity. Thus, buyers cannot gauge the sincer-
ity of sellers unless they carry out a trade. Therefore, the first buyer to purchase from
a particular seller faces a riskier situation than subsequent buyers because informa-
tion on that seller is unavailable before the sale; consequently, no buyer is motivated
to be the first buyer from that seller.

The latter issue means that attaining efficient allocation requires eliciting seller
information from corresponding buyers as well as ascertaining the buyers’ valuations
of goods. A simple method for allocating goods fixes allocation at the beginning of
trading and then not changing it, even if new seller information is obtained. In this
case, buyers tell the truth about the seller’s reputation because lying does not benefit
buyers. However, buyers might be motivated to lie about their valuations of goods if
the allocation dynamically changes. In addition, fixed allocation results in inefficient
allocation; a buyer with a higher valuation sometimes cannot win the good while
another buyer with a lower valuation can.

To solve this problem, this paper proposes a novel auction protocol with the fol-
lowing features: (1) it can motivate buyers to investigate unidentified sellers by set-
ting an appropriate payment amount; (2) it can induce buyers to tell the truth about
sellers’ reputations (good or bad) by dynamically reallocating goods; and (3) it can
attain an efficient allocation.

Section 2 describes the outline of mechanism design. Section 3 describes the
model of an auction involving insincere sellers. In section 4, we propose a new
protocol that can attain efficient allocation. Section 5 describes theoretical analy-
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sis, Section 6 discusses a seller’s strategic behavior observed on eBay, and Section 7
concludes the paper.

2 Outline of Mechanism Design

In this section, we briefly explain what mechanism design is. Readers who want to
know precise definitions of mechanism design should refer to [16]. Mechanism de-
sign means the approach of implementing a social choice function in the following
situation. Multiple agents and a center exist. The center collects messages from the
agents. Based on the collected messages, the center makes a social decision, which
affects the agents’ utilities. Here, agents are assumed to be self-interested. The prob-
lem is whether the social choice function that is desirable for the system designer can
be implemented, i.e., whether the system designer can elucidate the agents’ private
information and thus make a decision that brings a desirable outcome.

In the case of auctions, bidders play the roles of agents and an auctioneer or a
seller plays the role of the center. The auctioneer collects bids from bidders and then
uses them to decide the allocation of the goods and the bidders’ payments. In the case
of voting, voters play the roles of agents and an election administration committee
plays the role of the center. The election administration committee collects the voting
ballots and uses them to decide the election results. Here, in the former case, there
are various ways of deciding the goods’ allocation and the payments, and different
mechanisms have different properties in terms of allocation efficiency, seller’s rev-
enue, etc. In the latter case, there are various ways of deciding the election results,
and different mechanisms have different properties in terms of anonymity, fairness,
etc.

The research on mechanism design originated in economics, but it also con-
tributes to design mechanisms in information systems. A P2P file sharing system
involves a free-rider problem [17], usage of network bandwidth involves a tragedy
of commons [18], and routing in a multi-hop network involves a hidden-action prob-
lem [19]. That is, incentive problems can be observed in many situations.

Compared to ordinary optimization problems, a technical difficulty in mechanism
design is that agents are self-interested, i.e., the center has to elucidate agents’ pri-
vate information such as their valuations of the goods. If an agent is self-interested,
he/she may manipulate the allocation and/or an amount of payment by misrepre-
senting his/her valuation to increase his/her utility. The center has to prevent agents’
taking strategic behaviors to obtain a better outcome. This is an essential difficulty
in designing a desirable mechanism.

In the rest of this section we focus on auctions and outline the factors that should
be examined in designing a mechanism: preferences, objective function, constraints,
and equilibrium. Readers who want to know auction theory in detail should refer to
[20, 21, 22].



40 S. Matsubara and M. Matsuda

2.1 Preferences

In designing a mechanism, we first have to define bidders’ preferences. In the context
of auctions, preferences correspond to the valuations of the goods. We start discus-
sion about value models. Value models are classified in the following three models
[23].

• private value model
• common value model
• interdependent value model

A private value model represents the case where a bidder’s valuation of goods
is independent of those of the the other bidders. For example, we can assume that
bidders’ valuations of an antique are represented by using a private value model if
the bidder’s objective is not to resell it.

A common value model represents the case where the valuations of all the bidders
are the same as those of each other but each bidder does not know the accurate
value. For example, bidders’ valuations of an oil mining right can be represented by
using a common value model. This means that the amount of oil production is the
same regardless of who excavates the land over the oil but different bidders have
different estimates of this amount, e.g., a bidder who has excavated the area next to
the auctioned area is likely to have a more accurate estimate than other bidders.

The private value model and the common value model are two extreme cases.
However, the two models include different metrics, i.e., whether bidders’ valuations
are the same as one another and whether the bidder’s valuation is accurate. Many
real-world cases might be suitable for modeling as an interdependent value model in
which different bidders have different valuations and a bidder’s valuation is affected
by the other bidders’ valuations. However, analyzing an interdependent value model
is often difficult. Therefore, many previous works have discussed a private value
model or a common value model as a kind of approximation of the real world.

2.2 Objective function

In auctions, an objective function is used to maximize the social surplus or maxi-
mize the seller’s revenue. The social surplus means that the sum of the seller’s and
all bidders’ utilities is maximized. In the definition of utilities, we often assume a
quasi-linear utility in which a bidder’s utility is defined as the difference between the
valuation of the allocated goods and the payment. When the number of the good to
be sold is one, the social surplus is maximized if the good is awarded to the bidder
having the highest valuation of the good.

Satisfying the condition of maximizing the social surplus is also called Pareto
efficiency, which means a bidder’s utility cannot be increased without reducing the
seller’s or some other bidders’ utilities. In an auction, if Pareto efficiency is satis-
fied, social surplus is maximized because sellers and bidders can complete a money
transfer. Here, we assume quasi-linear utility.
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If the seller is the government, e.g., engaged in the disposal of government prop-
erty, the government may choose to maximize the social surplus instead of maximiz-
ing its revenue. In addition, in complicated cases such as combinatorial auctions, the
objective function is often set to maximize the social surplus because analyzing the
revenue maximization is not tractable.

2.3 Constraint

In maximizing the objective function, the following constraints will be examined.

• individual rationality
• incentive compatibility
• budget balance

Individual rationality is indispensable, while violation of budget balance might be
allowed. Incentive compatibility is useful in reducing the search space.

Individual rationality means that a bidder does not suffer any loss by participating
in an auction as long as he or she is rational. If this constraint did not hold, a bidder
would not be willing to participate in the auction.

In designing a protocol, we impose the constraints of incentive compatibility,
which means that truth-telling is a best policy for each bidder. The revelation prin-
ciple states that imposing an incentive compatibility constraint does not diminish
any generality of discussion [16]. That is, if no desirable mechanism exists on the
condition that incentive compatibility holds, no mechanism satisfying the designer’s
requests exists in the entire design space. This can be explained as follows. Suppose
a mechanism has an equilibrium strategy that gives a bidder the highest utility. Bid-
ders participate in the auction by using their proxy agents to carry out the equilibrium
strategy. In this case, bidders should report their true valuations of the goods to their
proxy agents because it gives them the highest utility. Here, if we consider a new
mechanism that includes the original mechanism and the proxy agents, a bidder’s
best strategy is to report his/her true valuation of the goods when the new mecha-
nism is used.

The incentive compatibility constraint helps to reduce the search space of pro-
tocols. In addition, in computational environments, if this constraint holds, a bidder
does not have to spy on other bidder valuations, and so the bidder benefits from
telling his/her true valuation to the auctioneer, which leads to system stability that
simplifies the implementation of a computational agent.

Budget balance means that the seller’s revenue coincides with the sum of all
bidders’ payments. Some readers may think this is trivial. However, in some mecha-
nisms the auctioneer expects to obtain the difference between the bidders’ payments
and the seller’s revenue or cover the deficit, i.e., the difference between the seller’s
revenue and the sum of all bidders’ payments so that the incentive compatibility con-
straint holds. In the latter case, this problem is more serious. Note that even in the
former case, redistributing the difference to the participants spoils incentive compat-
ibility.
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2.4 Equilibrium

Given the preference and the constraints, equilibrium should then be examined.
Agents are assumed to be self-interested, which makes it difficult to anticipate the
outcome we can obtain. In game theory, equilibrium is examined to anticipate the
outcome of a developed mechanism. Equilibrium means the stable point in the sys-
tem, and the properties of the mechanism, such as social surplus and seller’s revenue,
are discussed in terms of equilibrium. There are several concepts of equilibrium, with
dominant strategy equilibrium and Bayesian-Nash equilibrium being representative
ones.

Dominant strategy equilibrium means that for any bidder, following the equilib-
rium strategy is best regardless of the other bidders’ strategies, i.e., it gives the max-
imum utility to each bidder. Bayesian-Nash equilibrium is a weaker concept than
dominant strategy equilibrium. Under the assumption that all of the bidders share
common beliefs, e.g., in terms of the distribution of valuation values, a bidder gains
the most advantage by following the equilibrium strategy if the other bidders also
follow it.

If a mechanism can be implemented as dominant strategy equilibrium, a bidder
does not have to know the other bidders’ valuations, i.e., spying on other bidders’
valuation does not benefit him/her. On the other hand, in Bayesian-Nash implemen-
tation, if a bidder has a different belief from those of the other bidders, the equi-
librium may not be realized. Therefore, dominant strategy implementation is more
desirable, especially in network environments. However, dominant strategy imple-
mentation is often difficult. That is, there is a trade-off relation between the strength
of the equilibrium concept and how wide a range of problems it can deal with.

3 Model

This section presents a formal model to facilitate rigorous discussion. In this paper,
we extend the mechanism for auctions in dynamic environments proposed in [6]
to the case of auctions including insincere sellers. In the model, accomplishing an
exchange of goods can be viewed as a probabilistic event. Therefore, we first describe
a model of auctions in dynamic environments and then explain the extended parts.

3.1 Model for auctions in dynamic environments

In auctions in dynamic environments, the benefit from having a good derives not only
from using the good but also from whether it is allocated far in advance or just before
its use. In other words, the former can be viewed as the primary benefit obtained as
a result of using the good, while the latter can be viewed as the secondary benefit
obtained during the interval between an allocation determination and the use of the
allocated good.

We assume the following.
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• We assume a private value model, i.e., buyer i’s valuation of goods is indepen-
dent of those of the other buyers.

• For buyer i, the valuation is given as follows.

vi() = vP
i () + vS

i ()

vP represents the benefit obtained as a result of using the allocated good, while
vS represents the benefit obtained during the interval between an allocation de-
termination and the use of the allocated good.
vS

i might represent disutility because we examine the possibility of re-allocation
of goods in this paper. For example, if a seminar organizer wins a room reserva-
tion auction, then unfortunately the place of the seminar would change and the
organizer would have to inform the seminar participants of this change, which
incurs some cost. Thus, we call vS

i () disutility caused by re-allocation. Note that
the organizer can hand a room reservation over to another buyer if the reserved
date has not come yet, while the cost for announcing the seminar is a sunk cost.

• vP
i depends on the environmental conditions when the allocated goods are actu-

ally used by the winner.
• The environmental conditions are represented as a set of random variables,

{cond} = {cond1, cond2, · · · , condl}.
• The domain of a random variable is given and an auctioneer and all buyers know

the probability distribution p of each random variable.
For example, the domain of a random variable of weather is {fine, rainy}, and a
weather report is shared among the auctioneer and all buyers.

• Thus, the valuation vP
i of buyer i is represented as follows.

Let G denote an allocation of goods and Gi denote allocated goods to buyer i in
G.
For buyer i, the valuation for a bundle of goods Gi is denoted by vP

i =
vP

i (Gi; cond1, cond2, · · · , condl).
We use a notation of vP

i (Gi) as vP
i (Gi; cond1, cond2, · · · , condl) if there is no

confusion.
• We focus on the effect of re-allocation in this paper. Thus, disutility vS

i of buyer i
is represented as follows.
For buyer i, vS

i is denoted by vS
i (Gprev

i , Gcurrent
i ). Gprev

i represents a bundle of
goods previously allocated to buyer i, and Gcurrent

i represents buyer i’s current
allocation of goods.
vS

i might be a function of time, e.g., an elapsed time or a remaining time.
• Figure 1 shows an example of a buyer’s valuation vP

i . Here, {cond}={weather}
and its domain is {fine, rainy}.

• Figure 2 shows an example of disutility vS
i caused by the re-allocation itself.

null means that no good is allocated. The disutility caused by changing null to
g1 represents the disutility that g1 is not allocated in advance but just before its
use, and thus the time available for preparing oneself to use the allocated good
is insufficient. The disutility caused by changing g1 to null represents another
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g1 g2 (g1, g2)

buyer 1 10 2 10

buyer 2 4 6 6

buyer 3 3 4 4

(a) fine

g1 g2 (g1, g2)

buyer 1 5 6 6

buyer 2 7 5 7

buyer 3 6 1 6

(b) rainy

Fig. 1. Valuations of goods conditioned on weather

TO

FROM

null g1 g2 (g1, g2)

null 0 −1 −1 −1

g1 −3 0 −1 0

g2 −3 −1 0 0

(g1, g2) −3 0 0 0

Fig. 2. Disutility caused by re-allocation itself

kindx of disutility, e.g., the cost of announcing that a seminar has to be canceled
because a seminar room (g1) is no longer available. Introducing these disutilities
into the discussion is a characteristic of this paper’s approach.

• The above representation means that the total valuation of goods is determined
by the final allocation of the goods and the environmental conditions, and
(dis-)utility accumulates corresponding to the re-allocation from the initial al-
location to the final allocation. This enables us to easily describe various prob-
lem domains, although it might be possible to assume another functional form of
valuations.

3.2 Extension to cases involving insincere sellers

In this section, we explain the extended part of the original model.

• An auctioneer exists.
• m sellers j exist (j = 1, · · · ,m).
• Each seller j has one unit or more of the same good to sell, gj1, gj2, · · · , gjl.

Different sellers may have different numbers of units.
• For any seller j, his/her valuation of the good is 0.
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• Each seller is characterized as one of two types: sincere or insincere. A sincere
seller completes the exchange of goods and money, while an insincere seller
defects in the middle of the process of exchanging goods and money.

• The ratio of sincere sellers to all sellers is P (sin), which is common knowledge.
We assume that this value is obtained from the statistical data of past transactions.

• A seller’s action is modeled as a probabilistic value. A sincere seller completes
the exchange with a probability of P (suc|sin), while an insincere seller com-
pletes the exchange with a probability of P (suc|ins).

• Failure may be exogenous as well as the seller’s intention. Therefore, P (suc|sin)
may be less than one and P (suc|ins) may be more than zero. The former may
happen, for example, due to network congestion. The latter may happen because
the buyer is satisfied with a good different from that specified in the auction,
when the seller sends a different good. Here, P (suc|sin) > P (suc|ins) holds.

• A seller’s action is determined only by its type and the probability of P (suc|sin),
P (suc|ins). This paper does not consider strategic behaviors of sellers.
Our model may seem to preclude sellers who perform several successful ex-
changes only to create a good reputation that he/she then exploits later. Such
behavior has been observed on eBay and is very difficult to detect or predict.
However, we show that our protocol can mitigate this problem in Section 6.

• seller j is characterized by the degree of trust of rj , which indicates the degree
of sincerity of seller j. auctioneer maintains this value.

• The degree of trust is updated by using the following Bayes rule whenever new
information on the result of a trade is obtained.

rj =
rjP (suc|sin)

rjP (suc|sin) + (1 − rj)P (suc|ins)
.

The initial value of rj is set to P (sin).
• n buyer i exists (i = 1, · · · , n).
• Each buyer’s demand for goods is one. Its valuation is vi. This value corresponds

to vP
i in section 3.1 and is conditioned on the results of the exchange, i.e., success

or fail. The value of vS
i in section 3.1 is set to 0.

• After determining the allocation of the goods and the payment, the following
exchange process is assumed. First, a buyer who wins an allocation of the good
sends payment to the seller, and then the seller sends the good to the buyer. This
means that sellers are tempted to defect in the middle of the exchange process
but not buyers.

• buyer i’s utility ui is defined as follows. If buyer i wins the allocation of the good
and the exchange is completed, ui equals the difference between its valuation and
the payment, i.e., ui = vi − paymenti; if the seller defects, ui = −paymenti.
If buyer i loses the auction, ui = 0.

• Social surplus is defined by the sum of the increase in the utilities of sincere
sellers and buyers. Note that the utilities of insincere sellers are excluded in cal-
culating social surplus because insincere sellers are not rational.

• Let G denote an allocation of goods and Gi denote the allocated good to buyer i
in G.
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• All buyers have the same seller information.
• A transition path represents the results of a series of exchanges such as {g11, g21}

= {success, fail}.

In this model, multiple sellers and buyers exist, so this is a double auction. How-
ever, the assumption that a seller’s action is determined only by its type and the
probability of P (suc|sin), P (suc|ins) makes this problem tractable.

3.3 Allocation plan

To maximize social surplus, i.e., a sum of the seller’s and buyers’ utilities, we need
to examine the transition process from one allocation to another as well as the allo-
cation itself, i.e., we have to deal with an allocation plan. An allocation plan consists
of an initial allocation and a set of transition rules that specify what allocation to
change when some values of random variables occur. Figure 3 shows an example
of an allocation plan. This means that (g1, g2) = (buyer 1, buyer 2) is an initial
allocation that changes to (g1, g2) = (buyer 2, buyer 1) if it rains. If it is fine, the
initial allocation is not changed.

initial allocation: (g1, g2) = (buyer 1, buyer 2)
final allocation:

(g1, g2) = (buyer 1, buyer 2) if fine
(g1, g2) = (buyer 2, buyer 1) if rainy

Fig. 3. Example of an allocation plan

In a case involving insincere sellers, the allocation is changed whenever an ex-
change fails.

Next, we give an expression for the utility of buyer i, u(i) as follows.

ui() = vi(AP ) − paymenti(AP )

= vP
i (Gfinal

i ; {cond}) + vS
i (AP ) − paymenti(AP )

This is called a quasi-linear utility. AP represents an allocation plan. Gfinal
i repre-

sents a bundle of goods allocated to buyer i in the final allocation.
A method for determining the amount of payment paymenti is described in the

next section. We assume that a primary benefit depends only on the final allocation.
The disutility caused by the defect of insincere sellers is summed up along the tran-
sition path of allocations.

If an allocation plan of AP is given, we can calculate the expected utility based
on the degree of trust.

4 Protocol

In this section, we propose a new protocol that uses an allocation plan, which speci-
fies an initial allocation and a set of revision rules [6]. First, we point out that a simple
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protocol does not satisfy desirable properties, and then we present our protocol. Be-
fore describing our protocol, we make the following observations about desirable
properties of auction protocols.

• This paper deals with situations where a seller’s identity might be uncertain.
Thus, individual rationality in this paper means that a buyer does not suffer any
loss in expected utility if he or she adopts an equilibrium strategy.

• In this paper a message space consists of information on the results of the ex-
change as well as valuations of the goods, although this term generally only
refers to valuations of the goods in conventional auction design. Therefore, here,
incentive compatibility means that a buyer tells the truth about both aspects.

4.1 Failure of a simple auction protocol

As mentioned above, a simple method for allocating goods fixes allocation at the
beginning of trading without changing it, even if new seller information is obtained.
In this case, a buyer tells the truth about the results of the exchanges because lying
does not benefit him/her. However, fixed allocation results in inefficient allocation.

Example 1. Suppose two sellers, seller 1 and seller 2, and four buyers, buyer 1,
buyer 2, buyer 3, and buyer 4. Each seller has a good to be sold, g11 and g21.
seller 1 is insincere, while seller 2 is sincere. buyer i(i = 1, 2, 3, 4)’s valuations are
10, 8, 6, and 4, respectively. P (sin) = 0.8, P (suc|sin) = 1.0, and P (suc|ins) =
0.0.

buyer i(i = 1, 2, 3, 4)’s expected valuations of the good are 8, 6.4, 4.8, and
3.2 because P (sin) = 0.8. If the auctioneer employs the Vickrey-Clarke-Groves
(VCG) protocol for the expected valuation, buyer i(i = 1, 2, 3, 4) declares ex-
pected valuations of 8, 6.4, 4.8, and 3.2, respectively. Allocation is determined as
(g11, g21) = (buyer 1, buyer 2), and the payments of buyer 1 and buyer 2 are
each 4.8. Here, buyer 1 fails to complete the exchange. Based on the exchange re-
sults between buyer 1 and seller 1, if the auctioneer changes the allocation of g21

from buyer 2 to buyer 1, the expected social surplus increases more than the fixed
allocation. However, fixed allocation protocols fail to find this opportunity.

In addition, simply incorporating information on the results of exchanges, i.e.,
seller reputation, into the protocol and canceling the remainder of exchanges, in-
cluding those of the insincere seller seller 1, causes another problem. If seller 1 has
more than one good to be sold, buyers might be motivated to lie about valuations of
the good to avoid becoming the first buyer, since the first buyer may suffer a loss,
and this leads to inefficient allocation.

4.2 General protocol for auctions in dynamic environments

Before proposing a protocol for cases involving insincere sellers, we explain a general
auction protocol in dynamic environments that re-allocates the goods in response to
environmental change, which corresponds to the model described in section 3.1 [6].
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An extension of the message space and construction of an allocation plan are novel,
although the payment calculation is based on the Vickery-Clarke-Groves (VCG)
protocol.

First, we explain a method for constructing an allocation plan that is used to de-
termine an allocation and a payment. It requires enormous computation if we simply
enumerate all cases. Thus, we take a method based on dynamic programming.

Here, we assume that there is an order in which values of random variables turn
out, specifically such a sequence cond1 < cond2 < · · · < condl, where first the
value of cond1 is produced.

The construction method of an allocation plan is as follows.

1. Buyers declare valuations of any bundle of goods in any combination of values
of a random variable to the auctioneer. These valuation values may be true or
false.

2. The auctioneer enumerates a combination of buyers’ bids so that the allocation
feasibility is satisfied, i.e., the same good is not allocated to different buyers
simultaneously.

3. The auctioneer calculates social surplus in each case.
4. Next, the auctioneer examines the state before a value of the random variable,

condl, turns out. For each possible allocation, we find the optimal transition
rule. Here, optimal means that it maximizes the expected social surplus. Note
that possible allocations include allocations in which some of the goods are not
allocated to any buyer.

5. Next, the auctioneer considers the state before the values of random variables,
condl−1 and condl turn out. For each possible allocation, the auctioneer finds
the optimal transition rule.

6. The auctioneer continues the above steps until reaching the state before all values
of the random variables turn out. At this point, a set of allocation plans, each of
which consists of an initial allocation and a set of transition rules, is constructed.

7. The auctioneer finds the allocation plan of AP ∗ that maximizes the expected
social surplus. If two or more allocation plans maximize the expected social
surplus, the tie is randomly broken.

8. The auctioneer imposes the following payment on buyers.

paymenti =
∑

j

vj(AP ∗
−i) −

∑

j �=i

vj(AP ∗)

Here, AP ∗ represents the optimal allocation plan and AP ∗
−i represents the op-

timal allocation plan when buyer i does not exist. The amount of paymenti
is equal to the other buyers’ decrease in the expected valuations by buyer i’s
participation.

Next, we explain how to execute an allocation plan. The execution method of an
allocation plan is as follows.

1. Given an allocation plan, the auctioneer announces it to buyers and then sets the
initial allocation in the allocation plan to the current allocation.
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2. If the value of random variable cond1 turns out, the auctioneer changes the
current allocation to another allocation specified in the allocation plan and an-
nounces it to the buyers.

3. After the values of all random variables turn out, the final allocation is chosen
and the winners consume the allocated goods.

4.3 Protocol for cases involving insincere sellers

Based on the protocol described in the previous section, we propose an auction pro-
tocol for cases involving insincere sellers that re-allocates goods in response to the
results of previous exchanges. Here, we outline the proposed protocol. It is the same
as the protocol in the previous section in that it consists of two phases of constructing
an allocation plan and making a payment schedule. However, constructing an alloca-
tion plan becomes easier by utilizing the problem structure. A detailed explanation
for constructing an allocation plan and making a payment schedule is given below.

1. Buyers declare valuations of the good to the auctioneer. These valuation values
may be true or false.

2. The auctioneer finds the allocation plan of AP ∗ that maximizes the expected
social surplus. If more than one allocation plans maximizes the expected social
surplus, the tie is randomly broken.

3. The auctioneer imposes payment on buyers.
4. According to the allocation plan and payment schedule, exchanges are carried

out.
5. A buyer listed in the allocation plan sends a payment to the seller and reports to

the auctioneer whether he/she received the good from the seller.
6. In response to the report from the buyer, the auctioneer changes the allocation as

specified in the allocation plan.
7. Allocation is finished if all exchanges are carried out.

This protocol utilizes information on the results of exchanges obtained in the
allocation process and allocates goods one by one. However, the protocol is not a
sequential auction because valuations of the goods are collected at the beginning of
the auction.

4.4 Method for constructing an allocation plan

This section explains how to construct an allocation plan. First, our setting differs
from an ordinary auction setting because insincere sellers exist and payments to in-
sincere sellers are not included in the social surplus calculations. Accordingly, we
have to clarify what needs to be optimized. Here, the following proposition holds
with regard to step 2 in the proposed protocol.

Proposition 1. If the auctioneer determines the amount of payments so that individ-
ual rationality and incentive compatibility are satisfied, the auctioneer’s optimization
problem can be solved by finding an efficient allocation.
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Proof. The auctioneer’s optimization problem is described as follows.

max
AP

∑

i

(vi(AP ) − payment′i).

Here, AP represents an allocation plan and each vi(AP ) is totaled along the transi-
tion path of allocations. payment′i represents payment to insincere sellers.

If a payment is set to 1 cent, the auctioneer can reduce the amount of loss in
the case of insincere sellers, which reduces the decrease of social surplus. However,
such a small payment cannot prevent other buyers from overstating their valuations
of the good and obtaining the good, which fails to obtain an equilibrium. Therefore,
the price should be competitive.

Another possibility for reducing the payment to insincere sellers is to manipulate
the number of sales, e.g., to sell only one unit even if sellers have more than one
unit to be sold. However, if payment is determined so that individual rationality is
satisfied, the following relation holds:

vi(AP ) − payment′i ≥ vi(AP ) − paymenti > 0.

This means that selling an additional good increases the social surplus.
Therefore, the auctioneer does not have to make excessive efforts to reduce the

payment to insincere sellers, i.e., the auctioneer’s optimization problem can be solved
by finding an efficient allocation. �

Next, we examine the order of exchanges, which determines the amount of social
surplus. The following proposition holds in terms of the optimal allocation plan.

Proposition 2. An allocation plan that allocates a good to a buyer with a higher
valuation of the good before allocating it to buyers with lower valuations of the good
is optimal for social surplus.

Proof. Suppose that two goods, g1 and g2, and two buyers, buyer H and buyer L,
exist. buyer H has a higher valuation than buyer L. Four cases are possible: (1)
both exchanges succeed; (2) the first exchange succeeds but the second exchange
fails; (3) the first exchange fails but the second exchange succeeds; and (4) both
exchanges fail. In cases (1) and (4), the order of exchange does not make any differ-
ence, i.e., the social surplus from (g1, buyer H) → (g2, buyer L) equals that from
(g1, buyer L) → (g2, buyer H).

In the case of (2), if buyer L first carries out the exchange, buyer H cannot
win the good, i.e., social surplus is reduced compared to the case where the good is
awarded to buyer H . In (3) when buyer H fails the first exchange for g1, if buyer H
also carries out the exchange for g2, the social surplus can be maximized.

Other cases where more than two goods and/or more than two buyers exist can
be discussed in the same manner. �

From the above proposition and the assumptions that the same goods are sold and
that each buyer’s demand for the goods is one, we can conclude that if k exchanges
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succeed, from the highest to the k-th highest buyers should be included in the k
exchanges. Therefore, an allocation plan is obtained as follows.

Initial allocation:

1. Place each buyer in descending order in terms of the valuation of the good:
buyer 1, buyer 2, · · · , buyer n.

2. Place each seller in random order: seller 1, seller 2, · · · , seller m.
3. Allocate the goods sold by seller 1 to buyer 1, · · · , buyer l1, where l1 is the

number of goods sold by seller 1.
4. Allocate the goods sold by seller 2 to buyer l1 + 1, · · · , buyer l1 + l2, where

l2 is the number of goods sold by seller 2.
5. Continue the above steps until all goods are allocated.

Revision rule:

1. If the exchange between seller 1 and buyer 1 fails, invoke the above ‘Initial allo-
cation’ procedure for calculating initial allocation on the condition that seller 1
has l1 − 1 goods to be sold.

2. If the exchange between seller 1 and buyer 2 fails, invoke the above ‘Initial
allocation’ procedure for calculating the initial allocation on the condition that
seller 1 has l1 − 1 goods to be sold.

3. Continue the above steps until all transition paths are examined.

Example 2. Two sellers, seller j(j = 1, 2), have goods g11 and g21, respectively.
The buyers, buyer i(i = 1, 2, 3, 4), have valuations of 10, 8, 6, and 4, respectively.

Suppose that g11 is chosen as the first good. Here, the choice of the first good
can be randomly chosen regardless of the degree of trust. In this case, the following
allocation plan is obtained.

initial allocation: (g11, buyer 1) → (g21, buyer 2)
revision rule:

(g21, buyer 1) if the exchange of (g11, buyer 1) fails.

Example 3. seller 1, has two goods, g11, g12. buyer i(i = 1, 2, 3, 4), have valuations
of 10, 8, 6, and 4, respectively. In this case, the following allocation plan is obtained.

initial allocation: (g11, buyer 1) → (g12, buyer 2)
revision rule:

(g12, buyer 1) if the exchange of (g11, buyer 1) fails.

Note that an allocation plan is, after all, a plan. If a good is successfully delivered
to the buyer, he/she does not have to return it to the auctioneer whenever revision
rules are applied after the transaction. This holds from proposition 2.



52 S. Matsubara and M. Matsuda

4.5 Method for calculating payment

This section explains how to calculate payment amount and schedule. A payment
schedule is specified when buyer i sends its payment to the seller.

paymenti should be determined to induce buyer i to tell his/her true valuation
of the good. Thus, we employ VCG payment. In each combination of the results of
all exchanges, calculate the following:

paymenti =
∑

j

vj(AP ∗
−i) −

∑

j �=i

vj(AP ∗).

Here, AP ∗ represents the optimal allocation plan and AP ∗
−i represents the opti-

mal allocation plan when buyer i does not participate in this auction. The amount of
paymenti equals the other buyers’ decrease in their expected valuations by buyer i’s
participation.

In our problem setting, the auctioneer has to induce buyers to tell true information
about the exchange results as well as their valuations of the goods. To satisfy this
requirement, payment to each seller is determined so that the following constraints
are satisfied.

• Payment to gj should not be conditioned by the exchange result including gj .
• Suppose that a buyer purchases a good from seller j. If the exchange fails, then

the buyer purchases a good from seller j′. In this case, the payment to seller j′

is conditioned by the exchange results between seller j and the buyer.

The former constraint is imposed to prevent buyers from defecting in the middle
of the exchange process. Suppose that a buyer sends one cent to the seller, and then
the seller sends a good to the buyer, and then the buyer sends the remainder of the
payment to the seller. In this case, the buyer is not motivated to send the remainder
after receiving the good. Therefore, the remainder should be set to 0.

The latter constraint is imposed to induce buyers to tell the truth about exchange
results. That is, payment to seller j′ prevents the buyer from reporting failure, al-
though the exchange between seller j and the buyer actually succeeds.

Here, in an AP allocation plan, several final allocations, (G1, G2, · · · , Gk) exist
for the corresponding transition paths, and each final allocation is realized with prob-
ability p(G). That is, vj(AP ) =

∑
l p(Gl)vj(Gl). Thus, the auctioneer decomposes

paymenti into parts corresponding to each final allocation and arranges a payment
schedule to satisfy the above constraints. From this discussion, payments are calcu-
lated as follows.

Payment calculation:

1. For each final allocation, i.e., each transition path, calculate payment based on
the above expression of paymenti, where the degree of trust rj is updated ac-
cording to the results of preceding exchanges.

2. For each buyer and good, add up the payments obtained in step 1 weighted with
the probability of each transition path.

3. Exchanges are carried out one by one. Each payment is conditioned by the results
of previous exchanges.
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The details of this payment calculation are illustrated in the following two examples.

Example 4. Two sincere sellers, sellers j(j = 1, 2), have goods, g11 and g21, re-
spectively. Four buyers, buyer i(i = 1, 2, 3, 4), have valuations of 10, 8, 6, and
4, respectively. In addition, the ratio of sincere sellers to all sellers P (sin) is 0.8,
no history of either seller’s transactions is available, and P (suc|sin) = 1.0 and
P (suc|ins) = 0.0. In this case, the obtained allocation plan is represented in Exam-
ple 2, and payments are calculated as follows.

buyer 1:

• If the exchanges of g11 and g21 both succeed, the payment to g11 is (8+6)−8 = 6,
and the payment to g21 is 0.

• If the exchange of g11 succeeds while the exchange of g21 fails, the payment to
g11 is 8 − 0 = 8, and the payment to g21 is 0.

• If the exchange of g11 fails while the exchange of g21 succeeds, the payment to
g11 is 0, and the payment to g21 is 8 − 0 = 8.

• If the exchanges of g11 and g21 both fail, the payments to g11 and g21 are
0 − 0 = 0

Therefore, the payment to seller 1 is calculated as 0.8 × 0.8 × 6 + 0.8 × 0.2 ×
8 = 5.12. The payment of 5.12 is paid to seller 1 at the beginning of the exchange
process between buyer 1 and seller 1.

On the other hand, the payment to seller 2 is calculated as 0.8 × 8 = 6.4 when
the exchange of g11 fails. Therefore, the payment to seller 2 is 0 if the exchange of
g11 succeeds, while the payment to seller 2 is 6.4 if it fails.

buyer 2:

• If the exchanges of g11 and g21 both succeed, the payment to g11 is 0, and the
payment to g21 is (10 + 6) − 10 = 6.

• If the exchange of g11 succeeds while the exchange of g21 fails, the payments to
g11 and g21 are 0 − 0 = 0.

• If the exchange of g11 fails while the exchange of g21 succeeds, the payments to
g11 and g21 are 0 − 0 = 0.

• If the exchanges of g11 and g21 both fail, the payments to g11 and g21 are
0 − 0 = 0

Therefore, buyer 2 sends a payment of 0.8 × 6 = 4.8 to seller 2 at the beginning
of the exchange between buyer 2 and seller 2 if the exchange between buyer 1
and seller 1 succeeds, while the payment by buyer 2 is 0 if the exchange between
buyer 1 and seller 1 fails.

The expected utility of buyer 1 is 0.8×0.8×10+0.8×0.2×10+0.2×0.8×10−
5.12−0.2×6.4 = 3.2. The expected utility of buyer 2 is 0.8×0.8×8−0.8×4.8 =
1.28. The revenues of seller 1 and seller 2 are 5.12, 0.2 × 6.4 + 0.8 × 4.8 = 5.12,
respectively.

Example 5. Suppose a sincere seller, seller 1, sells two units of the good, g11 and
g12. buyer i(i = 1, 2, 3, 4)’s valuations are 10, 8, 6, and 4, respectively. P (sin) =
0.8, P (suc|sin) = 0.98, and P (suc|ins) = 0.02.
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For g12, if the exchange of g11 succeeds, the degree of trust r1 is updated from
0.8 to 0.995; if the exchange of g11 fails, r1 is updated from 0.8 to 0.005. In this
case, the obtained allocation plan is represented in Example 3, and the payments are
calculated as follows.

buyer 1:

• If the exchanges of g11 and g12 both succeed, the payment to g11 is (8 + 6)−8=6,
and the payment to g12 is 0.

• If the exchange of g11 succeeds while the exchange of g21 fails, the payment to
g11 is 8 − 0 = 8, and the payment to g12 is 0.

• If the exchange of g11 fails while the exchange of g21 succeeds, the payment to
g11 is 0, and the payment to g12 is 8 − 0 = 8.

• If the exchanges of g11 and g21 both fail, the payments to g11 and g12 are
0 − 0 = 0

Therefore, the payment to g11 is calculated as (0.8×0.98+0.2×0.02)×(0.995×
0.98 + 0.005 × 0.02) × 6 + (0.8 × 0.98 + 0.2 × 0.02) × (0.005 × 0.98 + 0.995 ×
0.02)×8 = 4.7670848. A payment of 4.7670848 is paid to seller 1 at the beginning
of the exchange of g11. In addition, the payment to g12 is calculated as (0.005 ×
0.98+0.995× 0.02)× 8 = 0.1984. The payment of 0.1984 is paid to seller 1 at the
beginning of the exchange of g12 if the exchange of g11 fails.

buyer 2:

• If the exchanges of g11 and g12 both succeed, the payment to g11 is 0, and the
payment to g12 is (10 + 6) − 10 = 6.

• If the exchange of g11 succeeds while the exchange of g12 fails, the payments to
g11 and g12 are 0 − 0 = 0.

• If the exchange of g11 fails while the exchange of g12 succeeds, the payments to
g11 and g12 are 0 − 0 = 0.

• If the exchanges of g11 and g12 both fail, the payments to g11 and g12 are
0 − 0 = 0

Therefore, buyer 2 sends a payment of (0.995×0.98+0.005×0.02)×6 = 5.8512
to seller 1 at the beginning of the exchange of g12 if the exchange between buyer 1
and seller 1 succeeds.

The expected utility of buyer 1 is (0.8 × 0.98 + 0.2 × 0.02) × (0.995 × 0.98 +
0.005× 0.02)× 10 + (0.8× 0.98 + 0.2× 0.02)× (0.005× 0.98 + 0.995× 0.02)×
10+(0.2×0.98+0.8×0.02)× (0.005×0.98+0.995×0.02)×10−4.7670848−
(0.2 × 0.98 + 0.8 × 0.02) × 0.1984 = 3.1234304. The expected utility of buyer 2
is (0.8× 0.98 + 0.2× 0.02)× (0.995× 0.98 + 0.005× 0.02)× 8− (0.8× 0.995 +
0.2× 0.02)× 5.8512 = 1.5369152. The revenues of seller 1 are 4.767084+0.02×
0.1984 + 0.98 × 5.8512 = 10.505228.

5 Properties of the proposed protocol

This section proves that the proposed protocol satisfies desirable properties.
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We use the following two lemmas to prove that the proposed protocol satisfies
incentive compatibility.

Lemma 1. For each buyer, truth telling about valuations of the good is a best policy
if the buyer tells the truth about the results of the exchange.

Proof. If the buyer tells the truth about the exchange results, the expected utility of
each buyer is calculated as follows.

ui = vi(AP ∗) − paymenti(AP ∗)

= vi(AP ∗) − (
∑

j

vj(AP ∗
−i) −

∑

j �=i

vj(AP ∗))

= vi(AP ∗) +
∑

j �=i

vj(AP ∗) −
∑

j

vj(AP ∗
−i).

By inspecting the above expression, we can see that the third term is independent
from buyer i’s declaration, i.e., buyer i cannot manipulate it. The first and second
terms equal the objective function that an auctioneer tries to maximize. Therefore,
for buyer i, truth telling about valuations of the goods is a best strategy if the buyer
tells the truth about the exchange results. �

Lemma 2. For each buyer, truth telling about the results of exchanges is a best policy
if the buyer tells the truth about the valuations of the good.

Proof. If a buyer lies about the results of exchanges, i.e., reports success when the
exchange fails, the buyer loses subsequent exchange opportunities. Consider a sub-
plan starting when the exchange fails. Because a buyer with a higher valuation wins
the good before buyers with lower valuations, the utility obtained in each subplan
of the allocation plan is larger than or equal to zero. This is because the participa-
tion of the buyer with the highest valuation increases social surplus. Thus, a false
declaration that the exchange succeeds does not increase buyer utility.

On the other hand, if a buyer lies about the results of exchanges, i.e., reports fail-
ure when the exchange succeeds, the buyer is required to carry out the next exchange,
which incurs a payment. Because the buyer’s demand is assumed to be one, the util-
ity from obtaining the second good is less than zero. Therefore, a false declaration
that the exchange fails does not increase the buyer’s utility. �

Proposition 3. For each buyer, truth telling about both the valuation of the good and
the results of exchanges is a best policy in the proposed protocol.

Proof. From lemmas 1 and 2, we can directly obtain this proposition. �

Proposition 4. The proposed protocol can attain an allocation that maximizes the
expected social surplus.

Proof. The proposed protocol can induce buyers to declare true valuations and find
such an allocation plan that maximizes the expected social surplus. Thus, the pro-
posed protocol attains an allocation that maximizes the expected social surplus. �
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Proposition 5. The proposed protocol can attain an ex post Pareto efficient alloca-
tion.

Proof. As proved in Proposition 2, a selected allocation plan is a scheme that allo-
cates a good to the buyer with the higher valuation of the good before allocating it
to buyers with lower valuations of the good. Therefore, if l exchanges succeed in the
end, the buyers from the highest to the l-th highest valuation of the good win the
good. �

Proposition 6. The proposed protocol satisfies the individual rationality constraint
of expected values.

Proof. If the participation of a buyer improves social surplus, the buyer’s bid is in-
cluded in an allocation plan, and the buyer’s utility equals the increase of social sur-
plus based on his/her participation. If the participation of a buyer does not improve
social surplus, the buyer’s bid is not included in an allocation plan, and the buyer’s
payment is zero. Therefore, the utility of each buyer is larger than or equal to zero.
�

Note that the proposition holds for expected values. It may happen that a buyer’s
utility becomes less than zero in some cases, although the expected utility is larger
than or equal to zero.

6 Discussion

As mentioned above, sellers sometimes repeatedly perform several successful ex-
changes merely to create a good reputation that he/she can then exploit later. Such
serious fraud has been observed on eBay and is very difficult to detect or predict.
Such a seller can be viewed as rational, i.e., behaving to maximize his or her utility,
while insincere sellers in this paper can be considered irrational. This means that
when the proposed protocol is employed, if a seller is rational and can correctly de-
liver the good, defecting in the middle of the process of exchanging goods and money
reduces the seller’s utility.

Suppose the same setting as Example 5. If seller 1 completes the two exchanges
of goods and money, the expected revenues of seller 1 are 4.7670848 + 0.98 ×
5.8512+0.02×0.1984 = 10.505228. On the other hand, if seller 1 intentionally fails
the first exchange, the expected revenues of seller 1 are 4.7670848+0.02×5.8512+
0.98 × 0.1984 = 5.0785408. That is, intentional failure heavily reduces revenue.
Thus, rational sellers are not motivated to commit fraud. Therefore, the proposed
protocol can mitigate the problem of performing several successful exchanges only
to create a good reputation to be exploited later.

As a limitation of the proposed protocol, it requires that all goods be known be-
fore the auction starts and does not allow a new seller to participate after the auction
starts.
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Another limitation of the proposed protocol is the computational burden. Sand-
holm and Lesser pointed out the problems of contingency contracts; there is a po-
tential combinatorial explosion of goods that exchanges are conditioned on, and it
is often impossible to enumerate all possible relevant future events in advance [24].
In addition, the VCG protocol needs to solve a combinatorial optimization problem
when calculating an allocation and a payment.

However, our situation does not so heavily suffer in this regard because we as-
sume that each buyer’s demand for goods is one. From proposition 2, we can easily
find revision rules; if the number of goods is l, the buyers from the highest to the l-th
highest valuations are included in the final allocation.

In the payment calculation, at most the auctioneer has to examine 2l cases for
each buyer. In Example 4, we examined four cases where: (1) the exchanges of g11

and g21 both succeed; (2) the exchange of g11 succeeds while the exchange of g21

fails; (3) the exchange of g11 fails while the exchange of g21 succeeds; and (4) the ex-
changes of g11 and g21 both fail. Developing an efficient payment calculation method
is part of our future work.

Finally, the proposed protocol for when and how much a buyer should pay seems
complicated for humans but not for computational agents. A drawback of the pro-
posed protocol is that exchanges must be carried out one by one, which requires more
time to complete them. Mitigating this problem is also included in our future work.

7 Conclusions

This paper proposed an auction protocol for a multi-unit single-item auction for mul-
tiple sellers, some of whom may be insincere sellers. This protocol creates an allo-
cation plan that specifies an initial plan and revision rules based on the results of
preceding exchanges. The proposed protocol can find an allocation that maximizes
the expected social surplus. In this paper, we (1) presented a method for constructing
an allocation plan and making a payment schedule and (2) showed that the proposed
protocol can induce buyers to declare true valuations and true information about ex-
change results.

In some cases, a buyer obtains disutility when the exchange fails, e.g., the buyer
is a contractee of some task and has to pay a penalty if its task completion is delayed.
In this case, buying a good from a seller identified as sincere is valuable. However,
this may provoke a situation where some buyer’s investigation of an unidentified
seller considerably improves social surplus, which makes the investigator’s payment
a large negative value. This may cause the auctioneer to engage in deficit spending. A
similar problem is reported in [3]. Solving this problem will be tackled in our future
work.
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Summary. We model cheating in second price auctions when valuations of bidders are af-
filiated. There exists a cheating opportunity for an unfair seller who can observe the bids
submitted by all bidders and then submits his extra bid to increase the payment of the win-
ning bidder. We derive a symmetric equilibrium strategy when bidders predict this cheating
behavior by the seller. We also conduct a numerical analysis to compare a second price auc-
tion with a first price auction in terms of expected revenues with the possibility of cheating.
The expected revenue of a non-cheating seller from a second price auction is still larger than
that from a first price auction if two bidders’ belief for cheating are sufficiently small and the
correlation between signals is large enough.

1 Introduction

Since Vickrey ([1961]) and Milgrom and Weber ([1982]), auction theory has been
developed in the field of game theory. In the auction theory, second price auctions
proposed by Vickrey ([1961]) have advantages over first price auctions in several
points such as stability for collusion and incentive compatibility attaining efficient
allocations. It is especially worth noting that the expected revenue of a seller from a
second price auction is not less than one from a first price auction in the symmetric
model in which bidders values are affiliated .

However, Rothkopf, Teisberg and Kahn ([1990]) pointed out that second price
auctions are rarely used in practice in spite of their advantages. They stressed one of
the important reasons for this fact is the possibility of cheating for sellers in second
price auctions. They assert that there exists a cheating opportunity for an unfair seller
who can observe the bids by all bidders in a second price auction. The seller will
submit an extra bid just below the maximum submitted bid in order to sell the object
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at the first price even in the second price auction. If bidders predict the possibility of
cheating, then they will shave their bids and will not tell their valuations truthfully.
Therefore, with fear of cheating, a second price auction may become less profitable
than a first price auction for a non-cheating and fair seller.

Rothkopf and Harstad ([1995]) confirmed these cheating effects in a formal
model. They conclude that all sellers except the type with the highest cheating proba-
bility strictly prefer first price auctions to second price auctions. Moreover, Porter and
Shoham ([2005]) explicitly derived a symmetric equilibrium strategy of each bidder
in a second price auction, depending on a given probability of bid-taker’s cheating,
and then investigated a loss in the expected revenue of a non-cheating seller due to
the possibility of cheating.

All of these past studies claimed that a second price auction gives a non-cheating
seller a smaller expected revenue than a first price auction does when bidders fear
the possibility of cheating. However, it was assumed that the values of bidders are in-
dependently distributed. The assumption of independence is restrictive and rules out
possibilities of correlations among bidders’ values. In this paper, we make a more
general assumption that the values of bidders are affiliated, including independent
values and common values as special cases (Milgrom and Weber (1982)). With inde-
pendent values, the expected revenue from a second price auction with no possibility
of cheating is equivalent to that from a first price auction, so that it is easy to un-
derstand that for a non-cheating and fair seller, a second price auction is worse than
a first price auction in the existence of fear of cheating. On the other hand, when
the values of bidders are affiliated, the expected revenue from a second price auction
in the absence of cheating is larger than or equal to that from a first price auction.
Then the following question naturally arises: does a second price auction still has a
disadvantage to a non-cheating and fair seller in compared with a first price auction
even with affiliated values?

In order to investigate this question, we construct a formal model in which all
bidders predict cheating behavior of an unfair seller according to some probability.
We derive a symmetric equilibrium strategy by solving a differential equation derived
as the condition on maximization of an expected utility of a bidder. To examine the
expected revenue of a non-cheating seller, we restrict to the case of two bidders in
which the value of the object for each bidder is given by the sum of each bidder’s
signal which is private information of the bidder. We introduce a certain class of
distribution functions for the signals of two bidders such that correlation coefficients
of the signals depend on one parameter.

We numerically calculate the expected revenue of a non-cheating seller from
a second price auction and compare it to that from a first price auction. We show
that expected revenue of a non-cheating seller from a second price auction is larger
than a first price auction if beliefs of bidders for cheating is sufficiently small and
correlation of signals is large enough.

The paper is organized as follows. In section 2, we define our model. In section
3, we derive a symmetric equilibrium strategy. In section 4, we limit our attention to
the case of two bidders and define a certain class of distribution functions of bidders’
signals which are correlated and affiliated. We conduct a numerical analysis to com-
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pare a second price auction with a first price auction in terms of expected revenues
with the possibility of cheating.

2 The Model

We consider the following game with one seller and n bidders who want to trade
a single object by using a second price auction. The set of bidders is denoted by
N = {1, · · · , n}. Each bidder i receives a signal xi which is the realization of
the random variable Xi ∈ [0, x̄]. A signal xi of bidder i means his private infor-
mation about the value of the object. It is assumed that the value of the object to
each bidder is a function of all bidders’ signals. We also assume that the function
is symmetric and identical to all bidders. Hence, the value of the object for bid-
der i is expressed by v(xi, x−i) which is symmetric in the last n − 1 variables,
where x−i = (x1, . . . , xi−1, xi+1, . . . , xn). Let f be the joint probability density
of the random variables X1, . . . , Xn. We assume that f is strictly positive, symmet-
ric and continuous on [0, x̄]n. According to the standard analysis in auction theory
for symmetric interdependent values (Milgrom and Weber([1982]), Krishna([2002]),
Menezes and Montero ([2005]), we assume that the random variables (X1, . . . , Xn)
are affiliated. The random variables (X1, . . . , Xn) are said to be affiliated if f satis-
fies

f(x ∨ x′)f(x ∧ x′) ≥ f(x)f(x′)

for any x = (x1, . . . , xn) and x′ = (x′
1, . . . , x

′
n) where

x ∨ x′ = (max(x1, x
′
1), . . . ,max(xn, x′

n))

and
x ∧ x′ = (min(x1, x

′
1), . . . ,min(xn, x′

n)).

There are two possible types for the seller, a cheating seller and a non-cheating
seller. The cheating seller can observe all bidders’ bids before the auction is finished
and submit an extra bid set just below the maximum bid of all bidders’. Thus, since
the second price in the auction is almost near the maximum bid and the winner has
to pay the amount that almost equals to the first price auction. Finally, the cheating
seller can sell the object almost at the first price of all bidders’ bids even in the second
price auction. On the other hand, such cheating is not allowed for the non-cheating
seller and he should sell the object at the second price as an usual way. Each bidder
observes his signal of the object Xi = xi, but he knows neither the seller’s type nor
the other bidders’ signals x−i. We assume that all bidders predict that the seller’s type
will be cheating with the probability µ ∈ [0, 1] and this fact is common knowledge.
µ is called a belief of bidders for cheating. Each bidder i submits his bid bi ∈ [0, x̄]
simultaneously, depending on his signal xi ∈ [0, x̄] and a belief µ ∈ [0, 1]. We also
assume that each bidder follows a symmetric strategy βµ when the probability of
cheating is µ. Let βµ(xi) be the submitting bid of bidder i with his signal xi and
the probability of cheating µ. We assume that βµ(x) is increasing and differentiable
in x.
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Now we define each bidder’s payoff. Given bidders’ signals (x1, . . . , xn) ∈
[0, x̄]n, ui((x1, . . . , xn), bi, βµ) denotes bidder i’s payoff when his bid is bi ∈ [0, x̄]
and all bidders except i follow the symmetric strategy βµ. Notice that each bidder
who wins an auction pays the second price when the seller is non-cheating, whereas
he does his own bid when the seller in cheating. Hence the payoff of each bidder i is
expressed as follows:

ui((x1, . . . , xn), bi, βµ)

=
{

v(x1, . . . , xn) − {µbi + (1 − µ)maxj �=iβµ(xj)} if bi > maxj �=iβµ(xj),
0 otherwise.

Note that when µ = 0, each bidder’s payoff is equivalent to that in an usual second
price auction because he believes no cheating in the auction. In contrast, when µ = 1,
the payoff is equivalent to that in a first price auction because each bidder believes
that he always pay his own bid if he wins. The case of ties is negligible for our
analysis because we assume a continuous joint distribution for signals of bidders and
so a probability of ties is zero in equilibria.

Now we define expected revenues for the two types of the seller in a second price
auction. Let UC(βµ) (resp. UNC(βµ)) be the expected revenue of the cheating (resp.
non-cheating) seller when all bidders follow the same belief of cheating µ and the
same strategy βµ. Also, let Z1 and Z2 be the highest and the second highest signals
among all bidder’s signals (X1, . . . , Xn). The distribution functions of Z1 and Z2

are denoted by H1 and H2 respectively, and the corresponding density functions are
given by h1 and h2. Then the expected revenues UC(βµ) and UNC(βµ) are provided
as follows:

UC(βµ) =
∫ x̄

0

βµ(z)h1(z)dz, and

UNC(βµ) =
∫ x̄

0

βµ(z)h2(z)dz.

3 Equilibrium Strategies

In this subsection, we will define symmetric equilibria of our game and derive them.
To define the equilibrium concept, we first introduce some notation and definitions.
Let X−i be an (n − 1) dimensional vector of the random variables among the n − 1
bidders except bidder i, that is,

X−i = (X1, . . . , Xi−1,Xi+1 . . . , Xn).

Let the random variables Y1 = max{X1, . . . , Xi−1,Xi+1 . . . , Xn} be the highest
signal of X−i. Let G(·|x) be the conditional distribution of Y1 given Xi = x. In
other words, G(y|x) is the conditional distribution defined by



Cheating in Second Price Auctions with Affiliated Values 65

G(y|x) = Prob[Y1 ≤ y|Xi = x].

The conditional density function corresponding to G(y|x) is denoted by g(y|x). We
define the function v(x, y) which is the expectation of bidder i’s value on the condi-
tion that his signal is Xi = x and the highest signal among the other bidders equals
to y as follows:

v(x, y) = E[v(x,X−i)|Xi = x, Y1 = y].
We assume that v′(y, y) is bounded for any y > 0, that is, there exists M > 0 such
that v′(y, y) < M for any y > 0. Given bidder i’s signal x ∈ [0, x̄], let Ui(x, bi, βµ)
be his expected payoff when his bid is bi ∈ [0, x̄] and all bidders except i follow the
same strategy βµ. It is calculated as follows:

Ui(x, bi, βµ) =
∫

bi>βµ(y)

(v(x, y) − µbi − (1 − µ)βµ(y))g(y|x)dy.

Now we define a symmetric equilibrium strategy of our game.

Definition 1. Given the belief of cheating µ ∈ [0, 1], β∗
µ is a symmetric equilibrium,

or simply an equilibrium strategy if and only if

∀i ∈ N, ∀x ∈ [0, x̄], ∀bi ∈ [0, x̄],
Ui(x, β∗

µ(x), β∗
µ) ≥ Ui(x, bi, β

∗
µ)

It means that for any valuation x, each bidder i maximizes his conditional ex-
pected payoff by choosing his bid according to the equilibrium strategy β∗

µ and all
other bidders follow the equilibrium strategy β∗

µ.
Next we derive the equilibrium strategy of each bidder. Let Π(z, x) be the ex-

pected payoff of bidder i when the other bidders j 	= i follow the equilibrium strat-
egy βµ, the signal of bidder i is x, and he bids βµ(z). The expected profit Π(z, x) is
expressed by

Π(z, x) = Ui(x, βµ(z), βµ)
= µ

∫
βµ(z)>βµ(y)

(v(x, y) − βµ(z))g(y|x)dy

+(1 − µ)
∫

βµ(z)>βµ(y)
(v(x, y) − βµ(y))g(y|x)dy

Since βµ is strictly increasing, we have

Π(z, x) = µ

∫ z

0

(v(x, y)−βµ(z))g(y|x)dy+(1−µ)
∫ z

0

(v(x, y)−βµ(y))g(y|x)dy.

Differentiating Π(z, x) with respect to z and using Leibniz’s formula, we obtain
∂
∂z Π(x, z) = µ(v(x, z)g(z|x) − β′

µ(z)G(z|x) − βµ(z)g(z|x))
+(1 − µ)(v(x, z) − βµ(z))g(z|x)

= µ(v(x, z) − βµ(z))g(z|x) − µβ′
µ(z)G(z|x).
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If βµ is an equilibrium strategy, then Π(z, x) maximizes at z = x. Hence,
∂Π
∂z |z=x = 0. This implies a differential equation expressed by:

µβ′
µ(x)G(x|x) = (v(x, x) − βµ(x))g(x|x) (1)

When µ = 0, (1) derives βµ(x) = v(x, x) and we find that it is an equilibrium
strategy for an usual second price auction with affiliated values (e.g., see Milgrom
and Weber ([1982]) and Krishna ([2002]).

Next we consider µ > 0. If x = 0, then βµ(0) = 0 in an equilibrium strategy be-
cause a positive bid gives a negative expected payoff. Hence, solving the differential
equation (1) by using a boundary condition βµ(0) = 0, we have:

βµ(x) =
∫ x

0

v(y, y)dLµ(y|x),

where

Lµ(y|x) = exp

(
− 1

µ

∫ x

y

g(t|t)
G(t|t)dt

)
; and

The condition (1) is merely a necessary condition for an equilibrium strategy, but
it is easily to see that βµ(x) satisfies a sufficient condition for an equilibrium strat-
egy by a similar discussion like as standard auction theory. In sum, an equilibrium
strategy is expressed as the following proposition.

Proposition 1. Given any belief µ, an equilibrium strategies β∗
µ are provided as fol-

lows for any x ∈ [0, x̄].

(i) if µ > 0, then

β∗
µ(x) =

∫ x

0

v(y, y)dLµ(y|x),

where

Lµ(y|x) = exp

(
− 1

µ

∫ x

y

g(t|t)
G(t|t)dt

)
; and

(ii) if µ = 0, then β∗
µ(x) = v(x, x).

Porter and Shoham ([2005]) derive an equilibrium strategy in a second price
auction when values of the object are privately and independently distributed. Our
result is an extension of their result when the values of the object are affiliated.

In the following, EC(µ) denotes the expected revenue of a cheating seller when
each bidder follows an equilibrium strategy β∗

µ for a given belief µ, and ENC(µ)
stands for that of a non-cheating seller:

EC(µ) = UC(β∗
µ), ENC(µ) = UNC(β∗

µ).

We also denote the expected revenue of a seller for a first price auction by E1. Note
that the expected revenue of a cheating seller from a first price auction is the same as
that of a non-cheating seller, and it is independent of the value of belief µ, because
observing all bids has no effect in a first price auction.
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4 Numerical Analysis

In this section, we restrict our attention to the case of two bidders and give numeri-
cal analysis for a certain class of distribution functions on bidders’ signals. For this
class of distribution functions, the signals are affiliated. In this case, it is well-known
that the expected revenue from a second price auction is greater than or equals to
that from a first price auction in the standard auction model with no cheating (Mil-
grom and Weber ([1982])). We calculate and compare the expected revenues from
the two auctions with the possibility of cheating, given several bidders’ beliefs and
parameters used to specify distribution functions.

4.1 A Class of Distribution Functions

We assume that each signal Xi is distributed on [0, 1] (i = 1, 2). Let us consider
the following class of distribution functions with two parameters a and b. Given
a ∈ [0, 1] and b > 1, the joint density function is defined as

f(x1, x2) =
{

a + (1 − a)(1 + b)2(x1x2)b 0 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 1,
0 otherwise.

The distribution function F corresponding to f is obtained as

F (x1, x2) = x1x2(a + (1 − a)xb
1x

b
2).

Since F (1, 1) = 1 for any a ∈ [0, 1] and b > 1, F is a distribution function.
Next we show that random variables X1 and X2 distributed according to f are af-

filiated. It is sufficient to prove that ∂2

∂x1∂x2
log(f(x1, x2)) > 0 for any x1,x2 ∈ [0, 1]

(for example, see Krishna ([2002]) and Menezes and Monteiro ([2005])). Differenti-
ating log(f(x1, x2)) at x1 and x2, we have

∂2

∂x1∂x2
log(f(x1, x2)) =

(1 − a)b(1 + b)2x1(x1x2)b

x2(a + (1 − a)(1 + b)2(x1x2)b
,

which is positive if 0 ≤ a ≤ 1 and b > 1.
The correlation coefficient ρ between two signals is calculated as follows:

36a(1 − a)b2(2 + b)2(3 + b)2

(12 + b(12 + a(4 + b(4(4 + b) − 3a(3 + b))))2

In particular, when a = 0, it equals to zero and each signal is independently dis-
tributed.

We set b = 10 in the following. Figure 1 shows the relation between the
correlation coefficient ρ and the value of parameter a when b = 10. Note that ρ
is increasing in a. As we will see below, the expected revenues of cheating and non-
cheating sellers depend crucially on the correlation coefficient ρ as well as the value
of belief µ.
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Fig. 1. relation between parameter a and correation ρ when b = 10

4.2 Beliefs and Expected Revenues

Figure 2 illustrates how the expected revenues of a cheating seller EC(µ) and a non-
cheating seller ENC(µ) change depending on the value of belief µ when a = 0.4
and b = 10. We also plot the expected revenue from a first price auction E1 in the
figure.

First, both the expected revenue of a cheating seller and that of a non-cheating
seller from a second price auction are strictly decreasing as the value of µ increases.
This is because the bidders shave their bids more aggressively as they believe that
the seller is cheating more confidently (see the equilibrium strategy of each bidder in
Proposition 1 ). Second, the expected revenue of a cheating seller from a second price
auction is greater than that from a first price auction, except at µ = 1 in which these
two revenues are the same because the equilibrium strategy of a bidder in a second
price auction when bidders beleive that the seller always cheats is equivalent to that
in a first price auction. Finally, the expected revenue of a non-cheating seller from a
second price auction intersects the expected revenue from a first price auction in a
certain value of the belief. We denote this value by µ̄ which is equal to 0.21 in this
example. If the belief of bidders for seller’s cheating is larger than µ̄ , the expected
revenue from a first price auction is greater than that from a second price auction
for a non-cheating seller. In this range of beliefs, as Rothkopf, Teisberg and Kahn
([1990]), Rothkopf and Harstad ([1995]), and Porter and Shoham ([2005]) claimed,
a second price auction has the disadvantage to a first price price auction for an honest
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Fig. 2. belief µ and expected revenues EC(µ), ENC(µ) and E1 when a = 0.4 and b = 10

seller who does not cheat. However, if the belief of cheating is smaller than µ̄, then
the expected revenue from a second price auction is greater than that from a first
price auction. Hence, in contrast to the past studies, a second price auction has the
advantage to a first price auction if the possibility of cheating predicted by bidders is
sufficiently small.

4.3 Correlation Coefficients and Expected Revenues

Figure 3 shows how the expected revenue of a cheating seller EC(0.1) and a non-
cheating seller ENC(0.1) from a second price auction and the expected revenue from
a first price auction E1 change in the value of correlation coefficient ρ when µ = 0.1
and µ = 0. We also plot the expected revenues of a non-cheating seller from second
price auction without the possibility of cheating ENC(0) in the figure.

First, all of the expected revenues, that of a cheating seller and a non-cheating
seller from a second price auction and that from a first price auction, are strictly in-
creasing in the correlation coefficient ρ because of the effect of affiliation of values.
Second, we observe that the expected revenue of a cheating seller is strictly greater
than that from a first price auction for any correlation coefficient ρ. This means that
the cheating seller always prefers a second price auction to a first price auction be-
cause of the cheating behavior. Third, the expected revenue from a second price
auction without the possibility of cheating ENC(0) is equivalent to that from a first
price auction E1 at ρ = 0 because of the revenue equivalent theorem, that is the
expected revenues from both a first price and a second price auction are equivalent
when the values of bidders are independent. Moreover, we find that the expected
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Fig. 3. expected revenues and correlation coefficient of signals for bidders ρ

revenue from a second price auction is always greater than without the possibility of
cheating is strictly greater than that from a first price auction when ρ > 0. This is be-
cause the increment of the expected revenue from a second price auction without the
possibility of cheating is greater than that from a first price auction as increasing ρ.
Finally, the expected revenues of a non-cheating seller from a second price auction
is less than that from a first price auction when ρ < ρ̄ but greater than that when
ρ > ρ̄. When the values of bidders are independent (ρ = 0), the expected revenues
of a non-cheating seller from a second price auction is smaller than that from a first
price auction. If the correlation coefficient is small, a second price auction has the
disadvantage to a first price price auction for a non-cheating-seller. However, if the
correlation coefficient ρ is sufficiently large, it is not true.

5 Concluding Remarks

In this paper, we compare expected revenues of a non-cheating seller to a first price
when the values of bidders are affiliated and the bidders predict possibility of cheat-
ing and shave their bids. By a numerical example we show that the expected revenues
of a non-cheating seller in a second price auction is still larger than a first price auc-
tion if beliefs of bidders for cheating is small and correlation coefficient of signals is
not small.
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Second price auctions indeed were seldom used when Rothkopf, Teisberg and
Kahn [1990] has investigated the first analysis of cheating for sellers. However, net-
work technology and inter-net environment has been changing auctions in the past
decade. Automatic bidding system emerged in many inter-net auctions can be re-
garded as a second price auction (see Ockenfels and Roth ([2005])) and it is used
in many places. Thus, second price auctions is not rare now. But we should notice
that one of important contributions of these studies is to point out fear of cheating
and to assert necessity for preventing auctions from cheating. Before 1990’s, we do
not draw attention to cheating so much, but possibility of cheating in the Internet
auctions becomes the central issues in information sciences and electric commerce.
Numerous attempts have been made to prevent the cheating for the Internet auction,
especially in the field of network security and cryptographic technology. (for ex-
ample Kikuchi, Harkavy and Tygar ([1982]), Subramainian ([1998]), Liaw and Lin
([2005]).) Even in the field of game theory, some studies about cheating was done,
for example, Yokoo Sakurai and Matsubara ([2001]) investigated the false name bids
in multi-object auctions. Thus, it is necessary to develop the studies for preventing
auctions from cheating by cooperation of many fields.

In conclusion, we want to assert that a second price auction still has the advantage
of the expected revenue to a first price auction, especially when the possibility of
cheating is sufficiently small and the correlation coefficient of signals is sufficiently
large. Some previous studies pointed out that a second price auction is rarely used
and that one of the reasons is its possibility of cheating, but its rareness has been
diminishing in the past decade. We show that revenue of a second price auction is
still larger than that of a first price, even if its cheating effect is considered.
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Summary. The advent of the Internet and the explosion of e-business in the private sec-
tor have brought upon public organizations increasing pressure and incentive to embrace the
technology as a means to improve the way governments operate. Since the late-1990s, gov-
ernments and businesses are shifting to a digital basis for doing business. E-Government pro-
grams are diverse and are difficult to assess and compare with e-Business initiatives. There is
therefore a need for some framework to allow for assessment and comparison of e-government
and e-business initiatives. This paper develops a framework (applicable to both business and
governments) that allows evaluation and comparison of the development of the external, pub-
lic side of their websites. This framework has been applied to study differences in public side
of websites between SMEs and local governments in Spain. To achieve this objective, a sam-
ple comprising 33 councils and 180 SMEs from the Region of Murcia, Spain was employed.
Broadly, the results show that local governments have richer and more advance websites than
SMEs.

1 Introduction

The Internet has emerged as a key channel for both firms and governments. Electronic
government (e-government) refers to the use of information and communication
technologies, and particularly the Internet, as a tool to achieve better government
[14]. The impact of e-government at the broadest level is simply “better govern-
ment” by enabling better policy outcomes, higher quality services, and greater en-
gagement with citizens and businesses [14]. Government organizations at all levels
are currently developing and implementing e-government initiatives. In this way,
municipal governments are facing the pressure from their clients (i.e., citizens and
businesses), partners, and higher-level governmental organizations. It seems that lo-
cal governments cannot escape this e-government trend. Although e-government can
provide communications, transactions, and integration of administrative services,
many countries are not making extensive use of the web. A study by Accenture [1]
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found that the world’s governments are at a crossroads with their online programs.
With a few exceptions, e-government advances have slowed over the past few years
[1]. While some e-government strategic agendas focus primarily on information and
service delivery issues, other may focus more on creating internally efficient systems
and processes. Still other may adopt a more comprehensive view, incorporating is-
sues such as constituent relationship management and e-democracy [4]. Although
each of these views of e-government may be legitimate, there is a need for some
common understanding to allow for assessment, comparison, and explanation of cur-
rent and future efforts in e-government initiatives. In this sense, we find particularly
useful to take as reference the progress achieved in the analysis of Internet imple-
mentation within the private sector.

E-business can be defined as the management of relationships, electronic data
interchange, collaboration, communication and the establishment of workflow pro-
cesses with business partners, customers, employees, government and other business
agents, as long as these tasks or processes are performed by electronic means. This
definition is broadly consistent with e-business definitions found in the literature
[9][16][17][21]. In this way, e-business represents the conduct of business activities
over the internet. Today, organizations’ Web presence is no longer exclusive to large
companies or highly innovative firms. This statement is supported by the high rates
of Internet adoption among firms. For example, Figure 1 shows 88% of European
companies in EU-5 (Germany, Spain, France, Italy, and the UK) are connected to
the Internet with no difference regarding business size when considering companies
with more than nine employees.

The literature on Web adoption recognizes the adoption of an e-mail account as
the minimum Web adoption level [18][19]. These firms are normally connected to the
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Internet and have an e-mail account that they use to establish links with customers

AQ: Please check
running head.

and business partners. Nonetheless, creating a Web site is the starting point for a firm
to achieve the benefits derived from using the Internet. The average of firms with Web
site in EU-5 is two thirds, with a clear relationship between having a Web presence
and business size (considered as number of employees) (see Figure 1). As a result,
only one third of companies with fewer than 10 employees have a Web site, while
this number is doubled when considering businesses with more than ten employees.
The next, more advanced, level in the use of the Internet is the establishment of a
corporate intranet. Figure 1 shows that 45% of companies in EU-5 have an intranet,
with 50 employees the inflexion point at which businesses with an intranet are in the
majority.

In recent years, the research areas of e-government and e-business have expe-
rienced an exploding growth because of its relative novelty, global reach, and eco-
nomic impact. Although using a common background concerning research methods,
the two are traditionally studied separately. In this sense, recent research has started
to suggest that e-business and e-government are related and should be studied to-
gether.

In an attempt to cover this research gap, this study develops a methodology (ap-
plicable to both private corporations and governments) that allows evaluating and
comparing the development of the external public side of websites. That is, the main
objective is directed to the valuation of the public website sections, those which are
publicly accessible, according to the design and content of the website. In this re-
gard, content characteristics are analyzed under three web orientations (informative,
relational, and transactional).

To compare e-government and e-business web development, the organizations
selected for the study are local governments and SMEs (small and medium size en-
terprises). Local governments and SMEs share that both have less financial, techno-
logical and personnel resources than their higher-level counterparts (large firms and
national or regional governments).

The nation considered for this research is Spain. A study by e-business w@tch [3]
suggested that companies from this country have similar infrastructure concerning
information and communications technologies (ICTs) than other European Union
(EU) member states such as France and Italy. This report also indicated that the
geographic divide in e-business activity, within the EU, was smaller than initially
expected. With Spanish firms having close e-business figures in comparison with
France and higher than Italian companies. With regard to e-government statistics,
Spain is well-positioned internationally with similar online availability of public ser-
vices to France and higher than Germany and Italy [14].

Considering the above-mentioned points, the key research questions that moti-
vated our work are:

• Is it possible to draw up a framework capable of evaluating and comparing
e-government and e-business website initiatives?

• What is the real use of websites by SMEs and local governments in Spain?
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• What are the differences, if any, between e-government and e-business websites
initiatives in Spain?

This paper consists of six sections and is structured as follows. The next section
presents the study’s theoretical foundation. Then, the methodology used for the sam-
ple selection and the data collection are discussed. Following this, the data analysis
and the empirical results are examined. Finally, the paper concludes with a discussion
of research findings, limitations, and directions for future research.

2 Literature review

A great deal of work has been devoted to investigations of the use of Web sites
for commercial purposes [6][11]. Web sites can be used for other reasons besides
e-commerce. They can provide company information and offer the necessary means
to communicate with the company [22]. In this respect, Heldal et al. [5] developed
a model that shows how communications can be optimized through the corporate
site by improving and developing sustainable relationships. Therefore, it can be ar-
gued that corporate Web sites frequently represent the firm’s strategic intent to use
the Internet (especially when considering SMEs) in order to share information, fa-
cilitate transactions, communicate with different stakeholders and improve customer
service.

The minimum externally accessible content in any given website, either from the
public or private sector, is related to the offering of basic contact information such
as name, address, electronic mail and phone number. In this regard, Teo and Pian
[18] found the presence of contact methods on businesses’ websites do not differ
much among the web adoption levels. Nonetheless, when engaging in further web-
site development these entities (firms or government agencies) usually present con-
tent features used for other purposes such as to facilitate background information,
communicate and establish relationships (with customers, citizens, businesses, the
general public etc.), provide information on products and/or services, or even present
transactional features for the fulfillment of orders or government requirements on-
line. Given the different nature of these content characteristics, website development
presents distinct directions for benchmarking and improvement.

Within the literature on web development, the primary orientations that have been
studied for web content analysis are: information, communication and transactional
orientation. In Table 2, a group of studies related to the topic of this paper have beenAQ: Please check

the citation for
Figures 2-5

structured according to the type of analysis used. Thus, the content categories consid-
ered in each research for the website analysis are identified and classified according
to the mentioned web orientations. Huzingh [7] conducted empirical research of a
sample made up of companies found on Yahoo and the Dutch Yellow Pages. He con-
sidered information, transaction and entertainment as the main features of content.
Robbins and Stylianou’s [15] work is an extension of Huzingh’s and was intended to
overcome many of its weaknesses. The sampling frame was designed to be a good
mix of international companies and a more comprehensive set of content features
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Fig. 2. Content features considered in previous research

was employed. Other authors, such as Zhu and Kraemer [23] used a web content
analysis to characterize a firm’s e-commerce capabilities. E-commerce capabilities
were measured along four dimensions: information on products and services, trans-
action, interaction and customisation, and supplier connection. They thereby created
a total e-commerce capability index by aggregating these four composite metrics. In
addition, attempts to evaluate the content quality of a website have also been made.
Miranda and Banegil [13] considered three sets of factors to assess the content qual-
ity of a website: informational, communicational, and transactional. They thus cre-
ated a web assessment Index which focused on four categories (accessibility, speed,
navigability, and content).

3 Research framework

To evaluate and compare SMEs and local government websites in the following sec-
tions a research framework which assesses content and design characteristics is intro-
duced. For this research, content and design features were measured objectively (e.g.
the website either contained the feature or did not). Table 3 provides an overview of
the features measured.

3.1 Content features

This study intends to measure website content in both firms and governments accord-
ing to the mentioned web orientations. With this objective in mind, we next present
our approach for each of these web orientations.

Informative orientation

Firms can use their websites to disseminate corporate or commercial information
to customers, business partners or other stakeholders (shareholders, employees, the
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Fig. 3. Website content and design features

public, etc.) [7]. Corporate information can provide insight into the background of
the company (financial statements, employment offers, history, etc.) and commercial
information implies providing product-related information, such as prices, specifi-
cations, terms of delivery, etc. Similarly, governments use their websites to diffuse
information on the web. In fact, as many citizens and business are able to access
information from the private sector, they expect the same access from the govern-
ment. Government information includes two categories of information “institutional
and services information”. Institutional information refers to the providing of generic
data about some general facets of government related to administrative, political, and
socioeconomic aspects (government structure, organizational chart, employment,
history, etc.). Service information comprises the publishing of information about the
services and functions that governments deliver to citizens, businesses, and other
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stakeholders. By these means, government intends to facilitate detailed information
on their services as well as where to go for government services and post-service
support. Therefore, the informative orientation consists of one-way electronic infor-
mation directed to one or more stakeholders. This way, the quality of information
on a website, either from businesses or governments, is reflected by the extent of
available information on each of theses categories.

Relational orientation

Internet communications besides allowing a cost reduction in comparison to tradi-
tional communication tools, they offer a unique and integrated opportunity for inter-
acting with several business agents (both internal and external to the organization).
Certain applications such as the Internet chat or the web cam enable a two-way real
time information exchange between an organization and its stakeholders (customers,
citizens, suppliers, businesses, etc.). Unlike other cost-effective and user-friendly ap-
plications such as the e-mail, the web forum, and the feedback form allow unsyn-
chronized two-way conversations. Moreover, the creation of web forums could form
the basis of online communities where people can exchange views. In this sense, all
these Internet technologies facilitate the exchange of information, collaboration and
the possibility of establishing close relationships based on trust and mutual commit-
ment. The difference between the informative orientation and the relational orienta-
tion is that the latter permits two-way information exchange. This exchange of infor-
mation can vary from more structured tools such as the request for information form
to more open and interactive forms such as the online chat. As a result, the quality of
communication on a website is estimated by the extent of available communication
mechanisms through which an agent can interact with the firm/government or with
other agents (using its website as the web platform). Presumably, both firms and gov-
ernments present similar zeal in providing support to customers/citizens and to allow
them the opportunity to discuss about products and/or services and public issues or
new policies.

Transactional orientation

Over the past 20 years the economy has rapidly transformed from its traditional base
to a new, information-based economy. In this new environment, work has shifted
from the creation of tangible goods to the flow of information through the value chain
[2]. For this transition, the establishing and development of workflow processes has
played a fundamental role. According to the Workflow Management Coalition [20]
a workflow is “the automation of a business process, in whole or in part, during
which documents, information or tasks are passed from one participant to another
for action, according to a set of procedural rules”. Internet technology provides great
opportunity for automation processes. Thus, the transactional orientation is consid-
ered a web orientation which involves the establishment of electronic processes for
the fulfillment of orders or government services through the firm’s website. In ideal
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cases, web transactions are connected directly to the internally functioning govern-
ment systems with minimal interaction with government staff [10]. The same argu-
ment holds for businesses.

3.2 Design and privacy features

Design refers to the way in which the content is presented to the Internet users.
Huzingh [7] considered six characteristics in web design: navigation structure, search
function, protected content, quality of the structure, image, and presentation style.
Liu and Arnett [11] proposed a framework which considered information quality,
learning capability, playfulness, system quality, system use, and service quality as
factors that are related to well-designed websites. They tested these factors on a
sample of companies from Fortune 1000 and found that information quality, sys-
tem use, playfulness, and system design influenced the success. Based on prior re-
search, we identified four variables to capture the design dimension of a website:
Well-structured menus, site map, internal search engine, and use of multimedia.

As websites use a number of mechanisms to gather information about their vis-
itors, privacy is becoming an important issue. Some of these mechanisms such as
registration and ordering forms are explicit. However, other implicit mechanisms for
tracking online activities exist (the length of time spent on each page, frequently ac-
cessed products, etc.). While this tracking information can be used toward improving
the website and its offerings, the temptation to sell this information to external par-
ties may also exist [10]. Thus, organizations must inform on their website about the
use of personal information collected from their visitors. For this study, the presence
of a privacy statement on the organization’s website was examined.

4 Methodology

The authors directly observed the websites of all councils in one Spanish region, the
Region of Murcia (Southeast Spain), and a listing of SMEs from the same region. To
explore the content and design of websites a content analysis on the organization’s
(company or municipality) website was performed. Content analysis has been previ-
ously applied on few empirically based investigations relating to the e-business topic
in the literature [7][15][18][23]. The main contribution of this technique comes from
the possibility of measuring objectively a significant number of content features [7].

4.1 Sample

This study employed a sample consisting of 33 councils and 180 SMEs with website
from the Region of Murcia (Spain). The diffusion of websites for the councils of
this region is nearly 87% (33 out of 38 of its councils have a website). Thus, all the
local government websites from this region were analyzed. The selected businesses
were firms compelled to present financial statements and had between 1 and 250
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employees. Further, organizations pertaining to certain activities within the service
industry (NACE groups 80, 85, 90-93) as well as agricultural and fishing companies
(NACE groups 1-9) were excluded as these firms do not conform to the habitual
concept of business. Taking into account that in the Region of Murcia exist 33,753
companies with at least one employee (excluding those from the above mentioned
NACE groups) and considering that several sources [8] predict that in the Murcia
region only 28.9% of the companies with more than ten employees have a corporate
website, p = 30 was applied. Finally, the sample error estimated was 6.8% at the
95.5% confidence interval.

4.2 Data Collection

To analyze each company’s website an electronic questionnaire was developed. This
way the data introduction process was intended to be facilitated making it easier,
faster and more accurate (required fields were used). The questionnaire evaluated
different content and design characteristics. The items were introduced considering
previous studies within the literature [7][12][15][18]. A panel of academic experts
was also consulted to ensure all variables measured broadly the website’s content.
The questionnaire was initially pretested on 10 companies and 7 local governments.
This process resulted in 24 variables that were used to measure a firm’s website
content and design.

Each variable represented a different feature and was coded using a binary vari-
able, where 1 was “yes” and 0 was “no”. Data was gathered and independently coded
by both the authors during April and May 2004. Subsequently, comparisons were
made to check for consistencies in coding.

5 Results: content

5.1 Results for Contact methods

The contact method which is most often available is the organization’s phone num-
ber. Of all analyzed websites, 91.5% contain it (see Table 4). When both sources,
business and councils, are compared significant statistical differences were found for
the three contact methods. Thus, more businesses than councils presented address,
e-mail, and phone number.

5.2 Results for the informative orientation

With regard to corporate/institutional information, councils presented more features
than business for all the items (see Table 4). Statistical differences at the 5% level
were found for the History item, while significant differences at the 1% level were
encountered for message from the Mayor, organizational charts, and employment op-
portunities. No significant differences were found for the presence of financial state-
ments. The type of corporate/institutional information more frequently presented in
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Fig. 4. Content features of the website versus the source of the site

both types of websites is by far History with 72.7% of the total number of websites
containing this feature. As far as commercial/service information is concerned no
significant differences between councils and businesses were found for the two vari-
ables. When considering both groups simultaneously more than two-third of websites
contained a detailed product/service description, while slightly less than one fourth
presented their product/services prices.

5.3 Results for the relational orientation

The Relational orientation has been measured by five variables: Client support, Web-
master e-mail/form, Internet chat, web forum, and registration for newsletters. As
shown in Table 4, more than two-third of the websites were found to contain an
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e-mail or feedback form specific to client support. Less than 30% of websites offered
the possibility of contacting the webmaster, while the other three characteristics (In-
ternet chat, web forum, and registration for newsletters) were found in less than 10%
of the websites. However no statistical differences (between businesses and councils)
were found for the Client support and Webmaster features, significant differences (all
in favour of councils) were found for the rest of the relational characteristics.

5.4 Results for the transactional orientation

These content characteristics are related to the possibility of fulfilling orders or gov-
ernment requirements online. As presented in Table 4, nearly 30% of the websites
permitted online ordering. Nonetheless, only 7.2% of the business websites allowed
electronic payment, while no council website had this characteristic. When both
sources, business and councils, are compared significant statistical differences where
found for online ordering and ordering by e-mail or phone. Thus, more councils
than businesses presented the chance of conducting government requirements and
services online, but these services were offered primarily by e-mail or telephone.

6 Results: design and privacy

Of the variables related to the design of a website, it was found that over 90% of
the websites had well-structured navigation menus (see Table 5) and statistical dif-
ferences for this characteristic were not found between the two sources (SMEs and
councils). Statistical differences at the 1% level were found for the other three vari-
ables: site map, search function, and use of multimedia. In this way, more council’s
websites contain site map and search function, while more SMEs include multimedia
features on their websites. Regarding privacy issues, only 22% of the total number of
websites analyzed contain a privacy statement. Nonetheless, no statistical differences
for this feature were found between SMEs and councils.

7 Discussion and Conclusions

Althoughmuchresearchhasbeenconductedintodifferente-businessande-government
issues, there is a need to further investigate into more basic and primary use of the
Internet, the external website as a means of interaction with stakeholders. Moreover,
despite using a common background concerning research methods, e-business and
e-government have traditionally studied separately. To cover this research gap, this
paper develops a framework that allows evaluation and comparison of external web
development of business and government websites. The organizations selected for
this study are local governments and SMEs because of their closeness and level of
expertise concerning Internet implementation. Broadly, this research offers several
contributions:
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Fig. 5. Design features of the website versus the source of the site

1. It facilitates a framework for evaluating and comparing e-government and
e-business websites initiatives;

2. It provides sufficient knowledge about the real use of websites by SMEs and
local governments in Spain;

3. It sheds light on which are the main differences between SMEs and local gov-
ernments in Spain.

The results show that SMEs’ websites contain more contact methods (address,
e-mail, and phone number) than councils. This could be interpreted such that busi-
nesses are more willing to be sure that potential customers have different means to
get in touch with them. Unlike councils seem to prefer being contacted by certain
contact methods (mainly by phone). This finding contrast with Teo and Pian’s [18],
which suggested that within firms contact methods do not differ among the web
adoption levels. Therefore, Teo and Pian’s [18] finding does not seem to hold when
considering websites pertaining to organizations with different goals.

The empirical results also demonstrate that councils present on their websites
more corporate/institutional information than SMEs. Significant differences were
found for four out of five websites features of this category. This implies that councils
are more interested in disseminating information about themselves, while businesses
may be more concerned with providing information on their products and services.
The reasons may be because, first, although this type of information does not include
real services for the citizens, it can be useful for other purposes of councils such
as attracting visitors. Second, governments are more committed with information
transparency and social responsibility. With respect to commercial/service informa-
tion, significant differences between SMEs and councils were not found. Thus, pre-
sumably councils and SMEs have similar zeal in providing information about their
products/services.

Although within the relational web orientation differences for client support and
webmaster e-mail were not found, differences were encountered for the other three
variables: the presence of Internet chat, web forum, and registration for newsletter.
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This argument together with the results obtained for the design features (where was
found that more council’s websites contain site map and search function) indicate
that councils have richer and more technologically advanced websites. Thus, coun-
cils engage further than SMEs in web development by allocating more funds and
hiring top web design companies. In addition, with regard to the transactional web
orientation, this study found that more council’s websites allowed the possibility
of fulfilling services or government requirements online. Trust can be an important
issue here. In this sense, governments are more trustworthy organizations than busi-
nesses when considering online payment and services.

While the study’s contributions are significant, it has some obvious limitations
which can be addressed in future research. First, websites have been analyzed at one
point in time (cross-sectional picture) while the web is a highly dynamic medium.
Therefore, a longitudinal study could enrich the findings. Second, the country from
which our sample was obtained is Spain. Similar studies at different countries are
likely to show different results, especially when considering high e-business and
e-government intensity countries such as the USA, Finland, and Canada. Therefore,
in future research, using a sampling frame which combines councils and SMEs from
different countries could provide a more international perspective to the subject.
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Summary. As Internet auctions have increased, so too has auction fraud. This paper describes
the design of a system that supports fraud detection and market prediction by visualizing trans-
action networks on Internet auctions. Our system employs link mining techniques and user
information. At this stage, we successfully showed visualized trading networks by extracting
trading histories from an auction site. Using a visualized graph, the system shows suspicious-
ness with user ID information. Also, the system presents trading relationships as a network
structure in various viewpoints. Furthermore, the system possesses an explanation function on
a visualized trading network that predicts which buyers and sellers are active and did better
behaviors. Our preliminary experiment demonstrates that the graph presentation function is
scalable enough against the number of sellers and buyers.

1 Introduction

In recent years, as Internet auctions increase, reports of such illegal acts as fraud have
also begun to surface in the media. In its monthly report for March 2007, Yahoo!
Auction [5], the largest Japanese Internet auction site, announced that the number of
monthly login IDs has surpassed 19 million and the number of exhibitions at auctions
is over 13 million cases per day. Furthermore, the number of login IDs exceeds 5
million in only an auction section. The second largest auction site in Japan, Rakuten
Auction [6], has 3 million IDs. Unfortunately, fraud victims are also increasing. In
2006 December, over 990 cases of fraud were reported totaling losses of 88 million
JPY (about $725,100). The trick of fraud used by this case was generally well known.
This trick is that as for the early period of use of auction, the frauder have dealings
commonly, but commit fraud when they get trust. Yahoo also identifies illegal acts
with user IDs, but such prevention is insufficient.
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Notice the difficulty of judging how to sell or bid safely and make a better market
because in Internet auctions, relations between persons or between a person and an
article are immediate. Therefore, we decided to find new values by treating an In-
ternet auction as a single network. We intended to find a similarity with an existing
problem by regarding Internet auction as a network structure.

In addition to network structure, we focus on user reputation information pro-
vided by other users. Most auction and shopping sites are equipped such reputation
mechanisms. Such ratings unfortunately lack exact and correct information. How-
ever, we can learn how the player acts based on his/her trading history. This informa-
tion warns novices to be sensitive and aware of auction participation. We also utilize
other extractable information from auction sites, such as the amount of buying, sell-
ing, and bidding.

In this work, the transaction relationship on Internet auction sites is treated as
a network structure with information, and we present a user-friendly visualization
system that has the following three points:

1. This system supports the identification of fraud from transaction relationships
and detects suspicious behavior with such user ID information as selling/buying
history.

2. This system presents a transaction relationship as a network structure from var-
ious viewpoints. Users can view the network from various angles such as seller
or buyer.

3. This system has explanation functions about the visualized network. This func-
tion predicts auction markets.

Many researchers have realized the importance of fraud detection and methods
and systems. There are some similar works. NetProbe [19] extracts a network from
e-bay auction sites and tries to identify possible frauds. They actually only focus
on network structure without utilizing such user information as reputation ratings,
selling/buying histories, etc. We, however, use such private information to identify
suspicious acts. Other related work will be shown in Section 2.

The rest of this paper is organized as follows. We review related work and the
present condition of auction fraud in Section 2. Then we describe the detailed system
architecture in Section 3. Next, in Section 4, we report experiments that evaluate this
system with user IDs on actual auction sites. In this paper, we also evaluated execute
time. In Section 5, we discuss future systems and evaluation methods. Finally, we
summarize our findings in Section 6.

2 Related Work

In this section, we survey related approaches for fraud detection in auction sites as
well as the literature on reputation systems typically used by auction sites to prevent
fraud. We also look at fraud on the Internet and related works on trust or author-
ity propagation, reputation systems, and link mining that could be applied to predict
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network links. In addition, we describe related work on market prediction and theo-
retical results.

2.1 Fraud on the Internet

In recent years, fraud in Internet auction sites in Japan has been investigated by the
Japanese Metropolitan Police Department. It is a fraud in Internet auction sites that
is performed with unjust access most [26]. According to the breakdown, Internet
auction manipulation accounts for 60% of all illegal access. Fraud in auction sites
can be classified into several patterns [15], including spoofing [27] and phishing
[28]. In the past, people tried to identify potential fraudulent individuals. However,
methods for arresting these criminals use such “classic”or “common sense” tactics
as newspapers articles [9] and law enforcement agencies [10]. In newspapers fraud
victims demand reporting of cases with newspaper articles. There are also auction
sites fighting frauder in those own rights [11]. There is such an effect in continuing
approaching these, but needs cost likes time and money very much.

2.2 Trust or authority propagation

Trust propagation is used by TrustRank [1] to detect Web spam. The goal is to dis-
tinguish between “good” and “bad” sites. Because web spam pages employ various
ways to achieve higher ranking in search engine results, we filter only “good” pages.
Authority propagation has been studied in Web searches. PageRank [2] uses hyper-
links as “votes.” In this concept, a page linked by many “good” pages must after all
be a “good” page. In effect, the importance of pages is propagated over hyperlinks
connecting them. HITS [3] represent this concept as hub and authority pages. Au-
thority indicates abundant information about a specific topic. Hub indicates that links
to high value pages have authority, which is abundant. In general, “good” sites about
a specific topic have a high evaluation value of authority, and a “good” collection of
links has a high evaluation value of hub.

2.3 Reputation system

Auction sites use reputation systems to prevent fraud. Comment of a user is one of the
persuasive evaluation indexes. But they are usually simple and can be easily foiled
because it is difficult to detect honest behavior and show that a user’s reputation
reflects actual intention [1]. Resnick et al. [13] and Melnik et al. [14] show that
reputation systems might not be effective to prevent fraud.

2.4 Link mining

Link mining is a kind of data mining and a focus graph structure that consists of
nodes and edges. Pattern mining and graph mining resemble link mining [8]. Many
kinds of tasks are included such as link prediction, classifying nodes, ranking nodes,
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and subgraph discovering [16]. The subgraph discovery is a very important task.
It is thought that we can use that we find a subgraph having a similar pattern for
the detection of similar preference of a user and detection of a fraud group. A link
prediction can be defined as: “when a known part of a network structure is given, I
predict an unknown part to a clue in this.” This idea can be identified as the presence
of a link between two nodes in fraud detection.

2.5 Market prediction

Market predictions are widely studied as well as in the field of computer science.
Particularly, a recommendation agent system uses collaborative filtering to make rec-
ommendations [17]. The collaborative filtering system supposes user tastes based on
the taste information of users taking similar actions as the user. In our system, we
provide prediction information based on a trading network.

2.6 Theoretical results

Many theoretical results are related to false-name proof auction design. Such auc-
tions [22][23][25] guarantee that no player benefits from virtual or dummy players
who make false bids. However, these results are quite theoretical. In particular, they
focus on VCG [20][21][24], the most theoretically desirable combinatorial auction
that has not yet been employed in the practical world due to several application prob-
lems. On the other hand, in our proposed system, we practically construct a system
that can reveal cheats or predict targeted markets.

3 Transactional Relationship Visualization System

3.1 Outline of the system

This system consists of three parts. The first part selects transaction relationship
records from Internet auction sites. The second displays graphs consisting of the
characteristic elements of the extracted records. The third is an instruction part with
information from selected transaction records. We show a conception diagram of
the system in Figure 1. On this system, the user queries with an auction ID or a
product name. With the query entry, the Java program accesses the Internet auction
site and analyzes the HTML sources of the auction site pages. The Java programs
select data available for visualizing transaction relationships. Then, user ID infor-
mation from the auction site is stored in the user database. We can chronologically
analyze information by adding acquisition data to the time tags. Finally, a visualiza-
tion transaction relationship network represents users by graphs. We describe system
implementations below.
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Fig. 1. Outline of proposed system

3.2 Visualization of Transaction Relationship

We first have to get transaction data from Internet auction sites to visualize an auction
network. We use Yahoo! Auction, the largest auction site in Japan, for implementa-
tion. We obtained transaction data and analyzed the HTML source codes of auction
pages to exploit user IDs and articles. This system possesses review pages of personal
ratings. If this page describes user A, it represents the ratings of A from partners who
dealt with A. Therefore, this page indicates A’s transaction history.

Using the Magnetic-spring model [4], we make graphs that consist of nodes and
edges. The spring model is one drawing method for a graph. The magnetic-spring
model introduces magnetic theory into spring models. Figure 2 represents a graph
about certain user IDs written in Java programs.

This part of this system’s implementation is written in Java, which uses JRE
1.5.0 as the library. The JLabel class is used to display the nodes. The data structure
is Vector class and stores information of nodes and edges. The elasticity of a spring
is affected by the distance between two nodes. This panel is clickable, and any node
can be freely moved anywhere by drag and drop. Nodes implement MouseListner,
and additional operation is available for the graphs.

These edges represent seller and buyer relationships as differences of line width.
Here, wide edges indicate that the user ID is a “successful bidder” for the trading
partner. Narrow edges indicate that the user sold goods to the trading partner. In
addition, double-clicking on the node forms a new graph. That is, search depth can
be lowered by clicking the node. In the future we aim to visualize the entire Internet
auction network. This function is the first step. Figure 3 indicates a graph with two
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Fig. 2. Visualization of transaction relationship

nodes as search keys. In this figure, the auction ID, “carbanknimura,” is rated by 33
transaction partners. In other words, “carbanknimura” has 33 transaction partners.
“monkey5551103” is one such partner who is also rated by seven people including
“carbanknimura.”

User ID rating value is one of the strongest component parts of graphs. Reputa-
tion systems are widely used in many Internet auction sites, making rating analysis
important. However, the reliability of rating value must be verified in the future.

3.3 Introduction function with transaction information

This function captures the rating value of user IDs and represents the following seven
items:

1. rating value of user ID
2. rating value average of traded partners
3. auction type of user ID
4. percentage of user ID was rated as “bad”
5. number of banned IDs traded with user ID
6. data table of traded partners
7. log data

First, the rating value of the user ID score is given by trading partner in Yahoo!
Auction. This score is assigned 1-point values ranging from -2 to +2. The first item is
the total value. Second, the rating value average of trading partner is the total rating
value to user IDs divided by trading partners. In other words, the value expresses
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Fig. 3. Multi-node graph

the height of the grade of a trading partner of the user ID. Next, auction type rep-
resents that part occupied by seller or buyer user IDs in all transaction records as
a percentage. For example, if there have been ten dealings, and six times the bid-
der was successful, the auction type is successful, and its numerical value is 60%.
The percentage of the user ID was rated as “bad” is the number of user IDs have
been rated “bad” or “very bad” divided by all partners. This value may be calculated
highly even if rating value of user ID, the first item, is high. If a value of the fifth
item is high, the user ID is suspicious. Next, the number of banned trading partners
represents IDs banned by Yahoo or those lapsed for any reason. Some cheats have
multiple disposable IDs. In the generated graph, banned ID nodes are indicated in
red, as in Figure 4. In a precise sense, a banned ID cannot identify bad users such as
frauds. The kinds of banned IDs can be estimated [7]. Next, the data table of trading
partners includes much partner data such as ID names, rating value, number of trans-
action times, rating to user IDs, and status like seller or buyer. Finally, the log data is
a list of files that were output when visualizing the graph in this system.

The above items are displayed in one window that also has a function that
switches the view of the graph. There are three types of view: all view, seller an-
gle, and buyer angle. All view displays every transaction relationship, including both
seller and buyer stances of user IDs. Seller angle displays the seller stances of user
IDs with all wide edges. Buyer angle displays the buyer stances of user IDs with all
thin edges. Figure 5 is an output window that queries with certain user IDs. In addi-
tion, whenever queries are made with certain IDs, the Java program takes logs with
the present time. In the log data window, log files are listed in a text area. Figure 6
presents log data with user ID “tdf1” in the window. The log file’s name consists
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Fig. 4. Banned IDs is displayed in red

of the time it was generated and a user ID. Log files contain the above six items, ID
name, and written time.

The data window assembles and displays the selected data. We created a Callback
class by practically extending the HTMLEditorKit.ParserCallback to analyze HTML
sources and sort this data in Java program. This class chooses HTML tags from the
source code and only stores data that we can use for analysis in a table made with
JTable class. The log data is one of the panels in the JTabbedPane on this window,
and another is the data tab.

4 Preliminary Experiment

We can use the reliability of user IDs generated by this system as evaluation el-
ements. However, such evaluation remains to be seen because the present phase is
experimental. Therefore, we verified response time as an evaluation method. The fol-
lowing are the computer specifications used in our experiment. The operating system
was a Mac OS X version 10.4.9. The processor was 2.16 GHz with Intel Core 2 Duo
with 1 GB of memory.

This system has functions that display the time required from querying user ID
as graph seed that is a word to become the basis of a search to graph beginning
drawn on the window. The time depends on ID search in Yahoo! Auction [29]. We
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Fig. 5. Data window

experimented with several rating values of user IDs. This point expresses an identical
item as the first value of the above data table. Table 7 represents experimental results.

The response time in this system grows almost linearly with the rating value of

AQ: Please check
the citation for
Figure 7.user IDs because the rating value of user IDs indicates the actual number of trans-

action partners. In Internet auction sites ratings after trading is customary, but not
mandatory. The results are shown in Figure 8. Errors in the table reflect that it takes
time to search the transaction records of several trading partners in the data table. In
addition, the above response time is before a graph begins without regarding conver-
gence time by swinging the Spring-Model.

5 Discussion

5.1 Advantages

The system we present has the following three advantages:
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Fig. 6. LogData on window

Fig. 7. Design features of the website versus the source of the site

1. Supports identification of cheats from transaction relationships.
2. Visualizes transaction relationships as network structure in various viewpoints.
3. Markets expectations with visualized network data.
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Fig. 8. Linear response time in system

The banned ID display function in the present system relates fraud detection in
Internet auction networks. Such personal data as rating value and banned transac-
tion partner ID is available for fraud detection. In the research area of large-scale
databases, the fraud community is detected by mining rating time [7]. Here, they fo-
cus on fraudulent ratings for fraudulent acts that have dealings and get user trust with
specified IDs. They represent that the community between frauders and fraudulent
raters with this bipartite graph. They can be extracted from the dataset in Internet
auction sites. This idea is included in our system. The log data of transactions is used
to detect clues of fraudulent acts. On other hand, we can read characteristics from
the visualizing graph by analyzing the auction network structure. Google [18] uses
the PageRank algorithm to arrange search results. PageRank calculates value with a
proving matrix eigenvalue problem that can also be applied to transaction relation-
ships. We can handle hyperlink relations in a website as transaction relationships in
Internet auctions. Also, web pages are treated as auction users.

In our second point, we aim to visualize the entire Internet auction network from
transaction records with our system, but now we can only search transaction records
with user IDs with auction search. A visualization model in this system would be-
come increasingly complex with additional data. Therefore, selecting only useful
data can reduce complexity. Other advantages of just exploiting use-related high or
characteristic data are that system users can monitor auction networks from various
visualization views.

Presently, market prediction has not yet implemented this system. The analysis
of transaction relationships and relations between persons and items enables market
prediction. Generally it is said that recommendation and a web personalization are
not effective, but in late years the long tail attracting attention points out the effec-
tiveness. The long tail is a law that a total of a low element of occurrence frequency
holds a ratio that cannot be ignored for the whole. This law is applied in Internet
auction sites.
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5.2 Generality

Our system can extract information from web sites, but not from the inner databases
managed by auction sites. Thus, our system can be easily modified to analyze a
variety of auction sites. Such generality is crucial because currently many market
systems are available, for example, ad-exchanging portals, insurance markets, etc.
On such web-based markets, there must be trading networks. Fortunately, such web-
based markets tend to have reputation mechanisms in which participants are rated
based on particular measures. Thus, our methodologies can be applied to such web-
based markets.

6 Summary

In this paper, we built a system that can extract transaction relationships on Internet
auction sites that are visualized as graphs. The proposed visualization system has the
following three advantages:

1. Supports the identification of cheats from transaction relationships and detects
suspiciousness with user ID information such as selling or buying histories.

2. Presents a transaction relationship as a network structure from various view-
points. Users can view the network from various angles such as seller or buyer.

3. Possesses explanation functions about visualized networks and predicts auction
markets.

These components have been implemented in Java programming language and
for some web-based scripts. As future works, we will inspect a method of visualizing
auction networks with both personal user information and network structure. Most
auction sites have a reputation mechanism in which each participant is rated based
on its own activity in past trading. Although one study only used network structure
for e-Bay trading [19], we will utilize reputation data to analyze trading network
more effectively. Further we will develop a reasonable evaluation method and try a
comparatively large-scale experiment.
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Summary. This paper proposes a new cooperation business model in which hybrid traders
exist. We define hybrid traders as new traders on the Internet. Hybrid traders can become both
buyers and sellers. We assume that hybrid traders do not have enough money. To buy items
cheaply, hybrid traders cooperate with other traders. In regard to buying items, we consider
a volume discount-based trading. We propose a mechanism in which trader cooperates, buys
in a lot of goods, and increases own utility. Our mechanism adopts side payment to promote
increasingly cooperation with traders. Cooperative traders commit participation based on a
value of side payment. We extend mechanism which hybrid traders deal with multiple items.
This mechanism shows new decision of side payment and proposer’s strategy.

1 Introduction

In resent years, as e-commerce is developing, researchers regard e-commerce as very
important subject of researches, such as, auction [1] and group-buying [4][5][6].
End-users can become both buyers and sellers since it is easy for them to open
their shops on the web. Such transaction is called B2B(Business to Business)/
B2C(Business to Consumer) [8]. Generally, when end-users open shops on the web,
it takes less cost and money. It is easy for consumers to be sellers like a company.
In this paper, we call hybrid traders such end-users. When hybrid traders sell items
to general consumers, they need purchase items. Hybrid traders do not have enough
money to get items. To purchase items at a low price, some traders cooperate with
each other on the web since users can communicate with each other easily. Namely,
they purchase items as joint capital. In this case, items are sold based on volume dis-
count [10] from sellers such as producers, factories because cooperated traders can
purchase a lot of items in one time. If a trader has enough budgets and he/she can
purchase a lot of items, price of each item goes down. Although each trader does
not enough money, they can purchase in items at a lower price making purchasing
community.

When traders cooperate with each other, it is possible to purchase cooperatively
cheaper than individually. As the result, each trader’s utility increases. If all traders
know about types of traders, they make cooperation easily.

S. Takahashi and T. Mastuo: A Cooperation Dealing Model of Hybrid Traders based on Volume Discounts, Studies in
Computational Intelligence (SCI) 110, 101–111 (2008)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2008



102 S. Takahashi and T. Mastuo

We employ side payment mechanism to promote trader’s cooperation. If traders
are rational, all traders must cooperate with each other. Each trader has a certain
participation incentive based on a valuation of side payment. Side payments are given
as cooperation fee from proposing traders to cooperations. If the former’s utilities
decrease paying side payments to cooperative traders, none search for cooperative
agents. This paper proposes a mechanism in which traders’ utilities are becoming
maximum searching for optimal side payment value. We also propose a decision
method of utility maximization and, a mechanism of optimal budget allocation in
dealing multiple items.

The rest of this paper consists of the following eight parts. In section 2, we define
several terms, assumptions and method of items allocation. In section 3, we define
hybrid traders. Then in section 4, we define side payment. In section 5, we propose a
mechanism of single item dealing. In section 6, proposing mechanism for expanding
multiple items dealing. After that, we discuss about expanding mechanism. Finally,
we present our conclusion.

2 Definitions and Assumptions

In this section, we give some definitions of terms and assumptions in our proposed
mechanism.

H = {h1, ..., hi, ..., hn}: A set of hybrid trader with participation of web commu-
nity.

A = {a1, ..., aj , ..., am}: A set of tradable items. All items are sold based on vol-
ume discount.

B = {b1, ..., bi, ..., bn}: Budgets of hybrid traders.
vj(ω): A price of item aj when purchasing with volume discount of the ω phases.

ω is parameter that shows number of items which implement discounts.
pi,j : A price in which hybrid trader hi sells item ajfor end-users.
Ui = pi,j − vj(ω): A utility when hybrid trader hi sells item aj . (0 ≤ U )
Si,n: A value of side payment that hybrid trader hn pays hi. 0 ≤ Si,n ≤ Un − U ′

n

(U ′
n: Utility of hn with independent transaction)

Qi,j :Number of items in which hybrid trader hi buys in item aj .

Definition 1 Hybrid traders participate web site community. Hybrid traders deal in
this community.

Definition 2 Hybrid trader can purchase all items restricted budgets.
Definition 3 Hybrid traders propose cooperation of buying-in for other hybrid traders.
Assumption 1 Hybrid traders do not have enough money. They do not have enough

budgets in which hybrid traders get a grace of volume discount.
Assumption 2 All items are sold as volume discount. Hybrid traders know price and

discount ratio of items.
Assumption 3 Items are sold with hopeful price. There are no risk of dealing.
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Fig. 1. Volume Discount

Table 1. Value of Item

Quantity $
1 - 10 100
11 - 50 85
51 -100 70

101 - 200 55
201 - 40

2.1 Volume Discount and Allocation of Items

On above assumption, all items are sold with volume discount. The item price is
cheaply by number of items. Figure 1 shows stair-case graph indicating items price
in volume discount. It shows prices of items are step function. Increasing number of
items, price of each item goes down. Table 1 shows a concrete example of Figure 1.
When traders can purchase 11 items, utility calculates on more increasingly about
$15 when they purchase only one item.

Hybrid traders sell items with their own gains to end-users. In assumption 1,
hybrid traders can not treat a lot of items because they do not have enough money.
However, if hybrid traders can cooperate and trade efficiently, they get opportunity
of increasing utilities by volume discount. Then, how the items are allocated ?

Hybrid traders allocate the items based on percentage of investing. Total number
of allocated items

∑n
i=1 Qi equals total number of items bought-in. Figure 2 shows

items allocation. Hybrid trader hi allocates items in total number of items by ratio of
investment bi on total investment B =

∑n
i=1 bi.

Total Items in Cooperation Group

      Hybrid-Trader i      Hybrid-Trader 1       Hybrid-Trader 2

Allocation of 
Hybrid-Trader 1 Allocation of 

Hybrid-Trader 2
Allocation of 
Hybrid-Trader i

Fig. 2. Allocation of Items
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3 Hybrid Trader

In this section, we define hybrid traders. On economic phenomena, we treat dealing
between sellers and buyers. But in under continual time, same people sometimes play
the seller and the buyer. And the people are end-users who only buy items basically.
The sellers are special people who have a certain level of money and procedure. It
is difficult to be sellers in which they pay stored cost and advertisement cost without
enough money to spend in trading. However, economic activity on the Internet is
no cost of their payment. Additionally, users learn indirectly about selling procedure
because they use auction and group buying.

End-users do not have enough money for buying-in a lot of items. Traders who
have little money can purchase by a pool of capital. One of characteristics of the
Internet is that traders can cooperate many and unspecified people. In case of items
are sold with volume discount, traders can purchase more items by same budget
because a unit price of each item becomes a discounted price.

We define a user who plays seller and buyer as hybrid trader. Figure 3 shows
model of transaction environment when hybrid trader stands on their environment.
The seller only sells items. The buyer also buys items. Hybrid trader can sell and buy
items.

Seller

Hybrid-Trader Buyer

Buyer

Sell 

Sell 

Sell 

Hybrid-Traders Exist in Transaction Spaces

Fig. 3. Hybrid Traders

4 Side Payment

In this section, we define side payment institution. We adopt side payment institution
for incentive of cooperation to proposer. Side payment is monetary transfer based on
some kick-back for cooperation hybrid traders. Incentive of cooperation increases
by it. Vendors who pose bid collusion pay kick-back for incentive of cooperation
and dropping out of bit collusion. Cooperators can get items cheaply by cooperation
of purchasing items. Ui is defined as hybrid trader hi’s utility. U is difference be-
tween payments and valuations, such as, p−vi(ω). As show in assumption 1, hybrid
traders do not have enough money to get items of themselves. In case of existing
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cooperation traders, a proposer purchases items more cheaply by increasing budget.
The proposer’s utility is calculated as U ′ = p − vi(ω). His/her utility increases as
U − U ′ ≥ 0. Consequently, side payment should be paid between 0 to U − U ′.

5 Single Item Dealing

We handle a situation of single item dealing with value of side payment.

5.1 Cooperation Negotiation which Depends on Side Payment

All hybrid traders have participation probability depending value of side payment.
Hybrid traders are separated into some sets Tl : {l = 1, ..., 2, ..., l} by own participa-
tion probability. The probability of set Tl is described by function fl(si). si is ratio
of side payment in which hybrid trader hi decides. Cooperators decide to participate
in purchasing group by that the proposer shows side payment. When value of side
payments are increased, proposer hi’s utility reduces due to paying side payment. In-
stead of this, many cooperators join in the purchasing group. In this case, proposer’s
utility decreases. If we decide optimal value of side payment, proposer’s utility is
maximized.

5.2 Dealing Procedure

We shows procedure of single item dealing.

step 1 Hybrid trader hi is a proposer. hi proposes about cooperation of purchasing
items aj for other hybrid traders. All traders know discount ratio of items.

step 2 The proposer hi shows ratio of side payment as si.
step 3 Other traders commit participation by side payment.
step 4 The proposer hi gathers money from purchasing group and purchases the

items.
step 5 The items are allocated by each contribution.
step 6 Each trader sells the items by own accountability.
step 7 The proposer pays side payment to all cooperative traders. In this payment,

the proposer pays si · (U − U ′) with contribution. A payment Sn = {si · (U −
U ′)} · bn/B

5.3 Optimization Side Payment

Hybrid traders have participation probability[11] depending on value of side pay-
ment. Here, we set up an assumption.

Assumption 4 Proposer knows participation probability.
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Quantity $
1 - 5 7
6 - 10 5.5
11 - 3

Table 2. Value of Item 1

A proposer can optimize a value of side payment adopting this assumption.
We consider that there are two hybrid traders and a tradable item. Trader h1

proposes to the other trader cooperating on item a1. Item a1 has 3 levels of discount
rates. Table 2 shows the item price based on number of items. Trader h1’s budget b1

is $30. If no traders cooperate, trader h1 buys 4 items for $28. If trader h2 who has
$3 cooperates with h1, total budget because $33. Traders h1 and h2 buy 11 items and
pay for $33. We assume that item’s price, where the item is sold to end-users, is $10.
Range of side payment is 0 ≤ s1 ≤ 4 per one item.

Here, we show a formalization of optimization. Hybrid trader h1 is the propos-
ing trader. There are n traders in purchasing community and m items. In this con-
dition, trader hi proposes purchasing item aj . Items are sold by volume discount.
Item’s price is vj(ω){ω = 1, ..., ω′, ..., ω}. vj(ω) is the cheapest value. Number
of l group T{1,...,2,...,l} exists with depending probability. All participants reside it.
Group T{1,...,2,...,l} has participation probability f{1,2,...,l}(si) depending on side
payment. If the proposer gathers n cooperators, he/she decides cooperators based on
n =

∑l
l=1 f(si) · Tl.

It is possible to calculate the number of traders shown as this formula. The
proposing trader uses this formula and decides an optimal value of side payment.
When proposer pays side payment, value is si · (U − U ′). U is utility Ui =
{pi,j − vj(ω)} · Qi,j when he/she cooperates. U ′ is utility of individual dealing.

5.4 Simulation

We simulate based on preceding definition and assumption. We consider hybrid
traders who have 3 types of preferences like Figure 4. Figure 4 shows participa-
tion probability about changing side payment among 0% ≤ s ≤ 100%. Type 1 is a
group of hybrid traders who has preference which is participation probability rising
nonlinearity. Type 2 is a group who has incentive to participate near 0.5. Type 3 is
hybrid traders who have participation probability rising linearity. If the value of side
payment grows, the cooperator gets less side payment. When the value of side pay-
ment is just 0.5, traders who are classified in type 2 participate in cooperation. Table
2 shows concrete values of hybrid traders’ utilities. Each trader has budget between
$20,000 and $200,000. We change ratio of side payment like 0% ≤ s ≤ 100%. We
set up his/her budget based on uniform distribution. Figure 5 shows a visual compari-
son between proposer’s and cooperator’s utilities. Table 3, cooperators’ utility comes
back proposer’s utility when investment between 50% ≤ s ≤ 60%. In this result, the
best value of side payment is among 50% ≤ s ≤ 60%.
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Fig. 4. Type of Hybrid-Traders

Table 3. Utility

side-payment proposer($) cooperator($)
0.0 139 0
0.1 12326 9015
0.2 12631 9281
0.3 12249 9364
0.4 11435 9424
0.5 10274 9478
0.6 8800 9413
0.7 7051 9500
0.8 5054 9482
0.9 2513 9552
1.0 155 9486

Assumption 4 is important condition in this simulation. But, it is difficult to know
other traders’ type. We propose a method that value of side payment is decided me-
chanically without assumption 4. Side payment is decided not by depending on side
payment but by based on merit of cooperation. Proposer might not gather enough
money. But if negotiation communities are made by types of purchasing items, more
traders cooperate to purchase items. We separate hybrid traders by their types and
create small groups. We define the following definition.

Fig. 5. Result of The Simulation

Definition 4 Hybrid traders who use e- commerce site employing our mechanism
must propose purchasing items.

Hybrid traders can purchase multiple items on this definition.
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6 Multiple Items Dealing

We aspire for fair allocation of payoff by deciding appropriate side payment me-
chanically. In this section, we consider about a case where a hybrid trader purchases
multiple items. Purchasing group should be small set, since dealing in large-scale
group is complication and makes computers take a lot of costs to compute the allo-
cation.

6.1 Additional Definition and Protocol

We show an additional definition on dealing multiple items.

G = {G1, ..., Gk, ..., Gl}: G is set of hybrid traders. Hybrid traders join a small
group. When hybrid trader hi joins in Gk, hi do not join in other groups. The
following equation shows total sets of groups when there are l groups. H =∑l

k=1 Gk.
G′ = {G′

1,1, ..., G
′
k,j , ..., G

′
l,m}: G′

k,j is a set in which traders purchases item Ij in
small group Gk. (G′

k,j ⊆ Gk).

Here we show a protocol in trading among multiple hybrid traders on many items.

Protocol
- Hybrid traders are separated by type of purchasing. Hybrid traders have preference

about dealing items.
- All hybrid traders in a purchasing group must propose purchasing item.
- If there are no cooperator, item are not dealt with traders.
- Side payment is paid after items are allocated.

Further, a proposer has two strategies of cooperation.

1. Cooperating with each other.
2. Using side payment institution.
- In strategy 1, side payments are not paid.

Hybrid traders in group must propose purchasing items. Everyone can cooperate
on those items. When a trader does not want to pay side payment, they take cooper-
ation instead of paying it.

We define formula of determine from of side payment mechanically as following
formula.

Si,n = {vj(ω′)
i/∈G′

j

− vj(ω)
i∈G′

j

} · Qi,j

Our mechanism calculates differences between purchasing price in case that when
hybrid trader hi participates cooperation group and purchasing price in case that
hybrid trader hi does not participate cooperation. The mechanism also computes
multiplication number of purchasing item by hi (ω′ ≤ ω). This method can restrain
that participants who joins in a cooperating group when purchase price is minimum.

We show proposer’s strategy. We adopt not only side payment but also kick-back
which increases utility. Figure 6 shows an example of proposer’s strategy. Strategy1
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Proposer

Proposer Cooperator

Cooperator
Cooperation

Cooperation

Side-Payment

Cooperation

Strategy 1

Strategy 2

Mutual cooperation

Side-Payment system

Fig. 6. Strategy of Proposer

Table 4. Value of Items

Quantity a1 a2 a3

1 - 10 $100 $80 $50
11 - 20 $70 $60 $40
21 - 50 $50 $45 $30

51 - $35 $30 $20

Hybrid-Trader 1

Hybrid-Trader 3

Hybrid-Trader 2

Hybrid-Trader 4

Cooperation Each Other

Side-Payment Independence purchase

Cooperation:

Side-Payment:

Fig. 7. Cooperation Negotiation with Small Group

is a strategy of cooperation with each other. Proposer takes not to pay side payment
but to cooperates against cooperator. Side payment is not occur. Strategy2 is a side
payment institution. Proposer purchases items more cheaply and aspires increasing
utility by using two strategies.

It is difficult for free riders to increase utility by deciding side payment automat-
ically. Proposing by all hybrid traders can restrain free rider.
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7 Discussion

7.1 Example of Multiple Items dealing

We shows an example of multiple items dealing. Four hybrid traders H=h1, h2, h3,h4

including in group G1. Three items A = {a1, a2, a3} are tradable. Table 3 shows
each price and volume discount prices. Each first price of items is v1(1) = $100,
v2(1) = $80, v3(1) = $50. Each hybrid traders budget is b1 = $1, 000, b2 = $700,
b3 = $500, b4 = $600. Proposing items of each trader are h1 : a1, h2 : a1, h3 :
a3, h4 : a2. Figure 7 shows cooperation and collateral after negotiation among them.
Hybrid traders h1, h2 propose same items. They cooperate with each other. h1 co-
operates with h3 and pays $180. h3 selects side payment against cooperating with
h1. h4 does not purchase when item’s price is more expensive than his/her budget
because no one cooperates. Hybrid trader h1 gets 16 of item a1 and 3 of item a3.
Hybrid trader h2 gets 14 of item a1. Trader h3 gets 8 of item a3. Each purchasing
prices is p1 = $120, p2 = $100, p3 = $60. h1’s utility is $1240. h2’s utility is $980.
h3’s utility is $320. In this transaction, h1 gets side payment from h3. Side payment
value is S1,3 = ($80− $60) · 3 = $60. h3 pays $60 to h1. It is trivial to increase hy-
brid traders’ utilities. To buy multiple items are more increasingly than to buy single
item. It is important to allocate budget to buy multiple items.

In multiple items dealing, allocation of budget is one of important problems re-
garding as volume discount-based trading. Purchasing multiple items is more in-
creasingly of utility than purchasing only one item. A simple method for allocation
of budgets is that the mechanism divides number of items from total budgets and
prepares each divided budget to purchase items. However, the above mechanism
sometimes allocates inappropriate items where users’ payoffs decrease. Thus, we
consider generalized trading of combinatorial items and budgets where users’ utili-
ties are maximization/semi-maximization.

8 Conclusion

This paper shows a mechanism of dealing with hybrid traders who play both sellers
and buyers. We defined cooperation dealing that hybrid traders cooperate with each
other. We also defined side payment as incentive of cooperation. In single item deal-
ing model, we proposed a method of deciding optimal side payment with restricted
assumption. In multiple items dealing, we proposed a method of decision side pay-
ment mechanically. We showed restraining decreasing proposer’s utility and fee rider
problem in the cheapest price by decision of kick-back. Our future work includes de-
cision method of the best side payment transfer method without assumptions, com-
binatorial items and budgets, and a method of restraining free rider completely.
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Summary. This paper presents a new contract model of trading with outsourcer agents and
developer agents in large-scale software system manufacture. We consider a situation where
ordering party does not order making software directly. Large-scale software consists of some
modules. If the scale of a module is biggish, the software can be efficiently developed ordering
as divided modules to some software developers. Generally, software developer has some
risks as a company, such as, bankruptcy and dishonor. In such situation, it is important for
an outsourcer to know how to reduce a rate of risks. In this paper, we propose a new risk
diversification method of contracts with software developers in dividable software systems. In
our protocol, we employ a payment policy of initial payment of and incentive fee. Then, the
payment amount of initial fee is based on the developer’s credit. Thus, our protocol prevents
an outsourcer from risk on the project. Further we propose a distributed task model to reduce
time of development. The results of experiments show the effective strategy for ordering party
where risk and number of developers change. Our simulation shows that the outsourcer can get
much earnings and performance selling/using the software at an early date when the number
of modules and developers increase.

1 Introduction

In recent years, tradings using the Internet/computers develop [6]. Computer-based
commerce is one of effective form of economic activities [2][4][7]. Instead of items
trading, software can be ordered as tasks from outsourcers to developers electron-
ically. Each trader is implemented as a software/autonomous agent. An outsourcer
agent negotiates with developers on costs and quantities of tasks and decides price
and allocations based on results of negotiations. He/she orders tasks to a developer
agent. In this paper, we consider the situation that outsourcer orders tasks to many
companies in software manufacture. Many software-developing companies increase
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and they extend their business to receive a contract from corporate parent and some
other companies. In general, most of large-scale software system consists of mul-
tiple modules and sets of classes. If such software is ordered to only one software
developing company, it takes a lot of time and costs. If the software system can be
divided as some middle sizes of modules, the outsourcer can order the system to
multiple developers with divided modules. On the other hand, when there are some
risks, such as bankruptcy and dishonor, outsourcers should consider how they can
order to developers effectively. These are important to make decisions and strategy
to win the competition against other software developers.

In this paper, we consider the effective strategy for the ordering party to save
lots of time and costs. When outsourcer determine developers whom can perform
task successfully and cheaply. The development company proposes concrete cost of
his/her work and the outsourcer ask to discount of the price. Outsourcer company
sometimes orders the task as a set to one developer. In this case, he/she considers
only one developer’s ability to perform the task. However, there is a certain risk since
the developer goes out his/her business due to bankruptcy. It takes a lot of money and
cost in this situation. Outsourcer needs much money to complete his/her project.

To solve the problem, we consider the divided ordering method avoiding the risk
such as chain-reaction bankruptcy. First, developing companies evaluate a value for
each module considering the scale of task. Then, they bid their valuations by sealed
bid auction. The outsourcer calculates a minimized set of all development parties’
valuations. In this protocol, it takes less cost even though developer stops his/her
business. However, from standpoint of time, it may take a lot of time since a devel-
oper serves tasks more than two in same time. To solve the time problem, we consider
the model where each task distributes to more developers. Time of development is
reduced due to distributed task.

To compare and analyze with the above two situations, we give some simulation
result for some conditions. Our experiment shows the relationship between the risk
of bankruptcy and outsourcer’s cost. In our simulations, when number of module
increases, outsourcer should order as distribution. In less number of modules and de-
velopers, good strategy for outsourcer to reduce cost of ordering is that he/she orders
to only one developer. There are less modules in software, outsourcer prevents high
costs from the risk. On the other hands, when the number of modules and companies
increase more and more, good strategy for outsourcer to reduce cost of ordering is
that he/she orders to multiple developers distributionally. Further, in such situation,
outsourcer reduces the development period to allocate the condition such that each
agent serves only one task. By just that much, the outsourcer can get much earnings
and performance selling/using the software at an early date.

The rest of this paper consists of the following six parts. In Section 2, we show
preliminaries on several terms and concepts of auctions. In Section 3, we propose
some protocols in distributional software manufacture. In Section 4, we conduct
some experiment in situations where number of modules and companies increase.
In Section 5, describes some discussions concerned with development of our pro-
posed protocol. Finally, we present our concluding remarks and future work.
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2 Preliminaries

2.1 Model

Here, we describe a model and definitions needed for our work. The participants of
trading consist of an ordering party and multiple software developers. The outsourcer
prepares the plan of order to outside manufacturers, and developers declare evalua-
tion values for what they can serve the orders. The outsourcer orders the software
development companies to do subcontracted implementing modules. We define that
the cost is including developer’s all sorts of fee and salary.

• At lease, there is one ordered software project. The architected software consists
of a set of dividable module M = {m1, . . . ,mj , . . . ,mk}. mj is the jth module
in the set.

• di is the ith contracted software developer with an outsourcer in a set of devel-
opers D = {d1, . . . , di, . . . , dn}.

• Software developers declare a valuation of work when they can contract in im-
plementation of the modules. vij( vij ≥ 0) is the valuation when the developer
di can contract for implementation of the module mj .

• ppre
ij is an initial payment for developer di paid by the outsourcer.

• ppost
ij is an incentive fee paid after the delivery of the completed module.

• vij is ppre
ij + ppost

ij .
• Condition of software development company consists of his/her financial stand-

ing, management attitude, firm performance, and several other factors. The con-
dition is shown as Ai integrated by them.

• The set of allocation is G = {(G1, . . . , Gn) : Gi ∩ Gj = φ,Gi ⊆ G}.
• Gi is an allocation of ordering to developer di.

Assumption 1 (Number of developers) Simply, we assume n > k. There are lots
of software developers.

Assumption 2 (Payment) There are two payment such as advanced-initial payment
and contingent fee. Realistically, the former increases the incentives of making al-
located modules. When the module is delivered successfully, the contingency fee is
paid to the developer.

Assumption 3 (Risks) In the period of developing the modules, there is a certain
risk ri for developer di, such as bankruptcy and dishonor. We assume that ri is
calculate as 1 − Ai.

Assumption 4 (Dividable modules) We assume that the large-scale software can
be divided as some middle size modules.

Assumption 5 (Integration of Modules) We assume that some modules can be in-
tegrated without the cost.



116 Y. Saito and T. Matsuo

2.2 Initial Payment

When developers serve tasks from ordering company, a partial payment is paid be-
fore they start developing modules. In actual unit contract of software implementa-
tion, the payment sometimes divided as an initial payment and incentive fee. In this
paper, we assume that vij is ppre

ij + ppost
ij . In general, ppost

ij is sometimes increased
based on the quality of finished work. However, simply, we do not consider it.

For example, the value Ai of condition of software development company is cal-
culated based on his/her financial standing, management attitude, firm performance,
and several other factors. If Ai is higher value, the developer has the credit. On the
other hand, if Ai is near zero, the company does not enough credit. Some companies
may have been just now established. If a company has enough credit, they need not
do fraud since they have a steady flow of business coming in due to his/her credit.

In this paper, to make simple discussion, we assume that the developers must
complete the performance on contract when they are winner of the auction. Con-
cretely, we give the following assumption.

Assumption 6 (Performance on contract) There are no developers cancel and re-
fusal allocated tasks without performance on contract. Namely, the condition of par-
ticipation to bidding is performance of business without performance of business.

2.3 Contract

When an outsourcer orders an architecture of software to development vender com-
pany, there are mainly two types of trading. One is the trading by contract at discre-
tion. Ordering company determines the developers ordering making software. They
decide the price of the work. For example, the development company proposes con-
crete cost of his/her work and the outsourcer ask to discount of the price. Another
type of trading is a policy of open recruitment. In this trading, the companies who
can accept the order from outsourcer compete on price. In other words, developers
who can serve the work selected by bidding, such as an auction. First, the outsourcer
shows the highest value in which they can pay for the scale of software. When the
cost for developers is less than the value, they declare to join in the bidding. In this
paper, we consider the latter case of contracts.

When developers who participate in the competition, they give bid values for the
task. For example, there are three developers d1, d2, and d3. If the developer d2 bids
the lowest value in three developers, the developer d2 contracts for the implementa-
tion of software ordered by the outsourcer.

Here, we show a simple protocol of contract. Figure 1 shows the following con-
tract model. In this figure, developer 2 serves all tasks as a whole. Namely, developer
2 bids the lowest valuation comparring with other all developers. Developer 2 needs
to complete all modules.

Protocol 1

1. For the large-scale software, an outsourcer offers for public subscription.
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Fig. 1. Protocol 1

Fig. 2. Protocol 2

2. Software developers who can contract with the outsourcer come forward as con-
tractor.

3. Developers submit a cost value of the task to the outsourcer by sealed bid auc-
tion. Namely, they bid

∑k
j=1 mj .

4. A developer who bids the min
∑k

j=1 mj contracts with outsourcer for the de-
clared cost.

For example, there are 3 developers. d1 bids for 100, d2 bids for 80, and d3 bids
for 50. In this case, developer d3 serves the work for 50. Here, we consider that the
developer 3 go out of business due to a certain factor. We assume that initial fees ppre

ij

of the work are paid as fifty percent of the contract prices. Namely, incentive fee ppost
ij

is determined another fifty percent of cost. The outsourcer lost initial fee of developer
d3 for 25 dollars. The outsourcer orders and re-allocates the task to the developer d2

since he/she bids the second lowest value. Totally, the ordering party takes 105 since
it needs initial fee for developer d3 and contract fee of developer d2. In this contract,
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Fig. 3. Protocol 3

it is very high risk for the outsourcer if developer becomes bankruptcy during serving
the tasks.

3 Protocol

In this section, we propose concrete protocol to determine the winner of contract.
Here, we consider the risk about the developers. There are some risks for developers
as a company, such as, bankruptcy and dishonor. To reduce the rate of risks, we pro-
pose a new diversification of risk based on divided tasks in large-scale software sys-
tem manufacture. Further, we employ the advanced-initial payment and contingent
fee as payment from an outsourcer. The former increases the incentives of making
allocated modules. When the module is delivered successfully, the contingency fee
is paid to the developer.

In actual trading, the above protocol 1 has a problem concerned with risks. After
the outsourcer pays the initial payment, the developer who contracts with outsourcer
starts implement software. However, the developer might get out of business and
bankruptcy due to the problem of their company’s financial problem, and other un-
desirable factors. When the developer declares his/her cost for five million dollars,
the outsourcer pays the initial fee for two million dollars. If the developers become
bankruptcy, the outsourcer lost much amount of money. For example, in the auc-
tion, a developer who bid for 6 million dollars as the second highest valuation, the
outsourcer incrementally takes at least 4 million dollars to complete the software.

To solve the problem, we consider the divided ordering method avoiding the risk
such as chain-reaction bankruptcy. We assume the dividable module such as assump-
tion 4. Developers bid their valuations with each module like a combinatorial auction
[3][1]. Figure 2 shows the example of this situation. In this example, developers 1
serves developing module 1 and 2. Developer 4 has the task of development of mod-
ule 3 and 4. Here, we give a concrete protocol by using the assumption 4.

Protocol 2
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1. For the large-scale software, an outsourcer offers for public subscription. Tasks
are divided as multiple modules.

2. Software developers who can contract with the outsourcer come forward as con-
tractor.

3. Developing companies evaluate a value for each module considering the scale
of task.

4. Then, they bid their valuations by sealed bid auction. Namely, they bid the set of
{vi1, . . . , vij , . . . , vik}.

5. The outsourcer calculates a minimized set of all development parties’ valuations.
Namely, the outsourcer computes G = arg mini

∑k
j=i vij .

In this protocol, outsourcer can outsource tasks at the lowest price. The follow-
ings are examples of protocol 2.

Example. There are 5 developers. The software consists of 4 modules.
d1’s valuation: {v11, v12, v13, v14} is (20, 60, 40, 30).
d2’s valuation: {v21, v22, v23, v24} is (30, 30, 50, 40).
d3’s valuation: {v31, v32, v33, v34} is (40, 40, 20, 50).
d4’s valuation: {v41, v42, v43, v44} is (25, 50, 50, 70).
d5’s valuation: {v51, v52, v53, v54} is (50, 40, 60, 60).

Thus, developer d1 has implementation of module 1 and 4. Developer d2 serves
the work of module 2. Developer d3 serves the work of module 3. Total costs of
ordering company are calculated as

∑4
i=1 vij is 110. We assume that initial fees of

the work are paid as fifty percent of the contract prices.
Here, we consider that the developer 3 go out of business due to a certain factor.

The outsourcer lost initial fee of developer d3 for ten dollars. The outsourcer orders
and re-allocates the task to the developer d1 since he/she bids the second lowest
value. Totally, the ordering party takes 130 dollars since it needs initial fee of module
3 for developer d3 and contract fee of module 3 with developer d1.

Realistically, there are some risks in the protocol 2 since the developer 1 might
become bankruptcy. Further, it takes much time to complete all tasks since most of
tasks sometimes concentrates to one developer. To solve the problem, we consider
the model where each task distributes to more developers.

Figure 3 shows the example of this situation. In this example, each developer
serves one task. Thus, time of development is reduced due to distributed task.

Protocol 3

1. For the large-scale software, an outsourcer offers for public subscription. Tasks
are divided as multiple modules.

2. Software developers who can contract with the outsourcer come forward as con-
tractor.

3. Developing companies evaluate a value for each module considering the scale
of task.
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4. Then, they bid their valuations by sealed bid auction. Namely, they bid the set of
{vi1, . . . , vij , . . . , vik}.

5. The outsourcer calculates a minimized set of all development parties’ valuations.
Namely, the outsourcer computes G = arg mini

∑k
j=i vij such that each agent

serves only one task.

Example. There are 5 developers. The software consists of 4 modules.
d1’s valuation: {v11, v12, v13, v14} is (20, 60, 40, 30).
d2’s valuation: {v21, v22, v23, v24} is (30, 30, 50, 40).
d3’s valuation: {v31, v32, v33, v34} is (40, 40, 20, 50).
d4’s valuation: {v41, v42, v43, v44} is (25, 50, 50, 70).
d5’s valuation: {v51, v52, v53, v54} is (50, 40, 60, 60).

In this example, the module m1 is allocated to the developer d4. Comparing with
the previous example, the allocation of module m1 changes from developer d1 to
d3. Thus, the tasks are distributed to avoid non-performance on contract. Here, we
give one undesirable example when the all tasks are allocated to one company using
protocol 2 and we show the effectiveness of protocol 3.

Example. There are 5 developers. The software consists of 4 modules. The
protocol 2 is employed.

d1’s valuation: {v11, v12, v13, v14} is (50, 40, 50, 60).
d2’s valuation: {v21, v22, v23, v24} is (90, 60, 70, 70).
d3’s valuation: {v31, v32, v33, v34} is (70, 70, 60, 80).
d4’s valuation: {v41, v42, v43, v44} is (60, 70, 70, 70).
d5’s valuation: {v51, v52, v53, v54} is (80, 50, 60, 70).

In this case using protocol 2, all tasks are allocated to developer d1 since
d1 bids the lowest valuation to all tasks. However, let us consider the follow-
ing situation. The conditions of software development company are calculated as
{A1, A2, A3, A4, A5} = {0.1, 0.9, 0.9, 0.9, 0.9}. Namely, the potential rates of
bankruptcy of developers are calculated as {r1, r2, r3, r4, r5} = {0.9, 0.1,
0.1, 0.1, 0.001}. If the developer d1 closes his/her business in period of contract, the
outsourcer lost 0.1 ·(50+40+50+60) = 20. Additionally, the tasks are re-allocated
to remained developer as follows.

d2’s valuation: {v21, v22, v23, v24} is (90, 60, 70, 70).
d3’s valuation: {v31, v32, v33, v34} is (70, 70, 60, 80).
d4’s valuation: {v41, v42, v43, v44} is (60, 70, 70, 70).
d5’s valuation: {v51, v52, v53, v54} is (80, 50, 60, 70).

Totally, the outsourcer takes 260 (20 + 240). If protocol 3 is employed, the out-
sourcer takes 245 (5 + 240) even though the developer d1 becomes bankruptcy.
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Fig. 4. 3 modules and 5 developers Fig. 5. 5 modules and 8 developers

Fig. 6. 8 modules and 12 developers Fig. 7. 3 modules and 10 developers

4 Experiments

To compare and analyze the effectiveness of our proposed issues, we conduct simu-
lations concerned with relationships between rate of risks and outsourcer’s cost.

Figures 4 to 9 show experimental results where the number of developers and
tasks change. We created 100,000 different problems and show the averages of the
cost. The vertical axis shows the average cost for outsourcer. The horizontal axis
shows the rate of developer’s bankruptcy.

We set the conditions of simulations as follows. Outsourcer orders tasks to de-
veloper in prices where developers declare. Namely, the allocations and prices are
decided based on sealed first price auction. The cost computation of each task for
developers is decided from 1,000 to 4,000 based on uniform distribution. We change
the rate of bankruptcy for developers from 1 percent to 30 percent.

Figure 4 shows the result of experiment where the software is divided as 3 mod-
ules and 5 developing companies participate in the competition. In this situation,
good strategy for outsourcer to reduce cost of ordering is that he/she orders to only
one developer. Even though the risks of bankruptcy for developers increase, total cost
is less than the protocols 2 and 3.

Figure 5 shows the result of experiment where the software is divided as 5 mod-
ules and 8 developing companies participate in the competition. In this situation,
good strategy for outsourcer to reduce cost of ordering is that he/she orders to multi-
ple developers distributionally.

Figure 6 shows the result of experiment where the software is divided as 8 mod-
ules and 12 developing companies participate in the competition. In this situation,
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Fig. 8. 5 modules and 16 developers Fig. 9. 8 modules and 24 developers

good strategy for outsourcer to reduce cost of ordering is same as the above second
simulation.

Figure 7 shows the result of experiment where the software is divided as 3 mod-
ules and 10 developing companies participate in the competition. In this situation,
good strategy for outsourcer to reduce cost of ordering is that he/she orders to only
one developer. Even though the risks of bankruptcy for developers increase, total
cost is less than the protocols 2 and 3. However, we can forecast outsourcer select
protocol 2 if the number of developers increases more and more.

Figure 8 shows the result of experiment where the software is divided as 5 mod-
ules and 16 developing companies participate in the competition. Figure 9 shows the
result of experiment where the software is divided as 8 modules and 24 developers
exist. In both situations, the results of simulations are similar. In this situation, good
strategy for outsourcer to reduce cost of ordering is that he/she orders to multiple de-
velopers distributionally. However, outsourcer may select the protocol 3 since their
costs between both protocols are almost same. To employ the protocol 3, the soft-
ware is completed faster than protocol 2. By just that much, the outsourcer can get
much earnings and performance selling/using the software at an early date.

5 Discussion

In the simulation shown at the previous section, task allocations to software develop-
ers are decided based on total costs in trading. Allocations are determined based on
only valuations bid by developers. In this cases, when a developers gose bankrupt,
outsourcer pay a lot of money as the initial payment.

To reduce costs and risks for trading, we propose a protocol where initial payment
is determined based on the condition of software development company. We assume
the ppre

ij is calculated as ppre
ij = ri · vij . Thus, the initial value defined by degree of

Ai prevents an outsourcer from intentional bankruptcy by sinister developers.
In our protocol, outsourcer order the module to software developer when the ini-

tial payment paid to the developer is low. Even thoug, initial payment is low for the
developer, he/she cannot cancel serving tasks on our protocol. We conducted some
experiments in this situation.
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Fig. 10. 3 modules and 5 developers Fig. 11. 3 modules and 10 developers

Example. There are 5 developers. The software consists of 4 modules.
d1’s valuation: {v11, v12, v13, v14} is (20, 60, 40, 30).
d2’s valuation: {v21, v22, v23, v24} is (40, 30, 50, 40).
d3’s valuation: {v31, v32, v33, v34} is (30, 40, 20, 50).
d4’s valuation: {v41, v42, v43, v44} is (30, 50, 50, 70).
d5’s valuation: {v51, v52, v53, v54} is (50, 40, 60, 60).

d1’s condition: {A1} is (0.7).
d2’s condition: {A2} is (0.6).
d3’s condition: {A3} is (0.5).
d4’s condition: {A4} is (0.5).
d5’s condition: {A5} is (0.4).

d1’s initial payment: {ppre
11 , ppre

12 , ppre
13 , ppre

14 } is (14, 42, 28, 21).
d2’s initial payment: {ppre

21 , ppre
22 , ppre

23 , ppre
24 } is (24, 18, 30, 24).

d3’s initial payment: {ppre
31 , ppre

32 , ppre
33 , ppre

34 } is (15, 20, 10, 25).
d4’s initial payment: {ppre

41 , ppre
42 , ppre

43 , ppre
44 } is (15, 25, 25, 35).

d5’s initial payment: {ppre
51 , ppre

52 , ppre
53 , ppre

54 } is (20, 16, 24, 24).

When outsourcer uses protocol 1 by this example, he/she order all to developer
d3. In this case, initial payment is 70, total costs is 140. If d3 goes bankrupt, out-
sourcer needs to order all module to another, and needs to pay (70 + new order
costs). When outsourcer uses protocol 2 by this example, he/she orders module m1

and m4 to developer d1, he/she orders module m3 to developer d3, and he/she orders
module m2 to developer d5. In this case, initial payment is {ppre

11 , ppre
52 , ppre

33 , ppre
14 } =

14, 16, 10, 21, total costs is 110. If any developer goes bankrupt, the initial payment
that he needs to pay is 35 or less. When outsourcer uses protocol 3 by this example,
he/she orders module m1 to developer d1, he/she orders module m4 to developer d2,
he/she orders module m3 to developer d3, and he/she orders module m2 to developer
d5. In this case, initial payment is {ppre

11 , ppre
52 , ppre

33 , ppre
24 } = 14, 16, 10, 24, total costs

is 120. Total costs is higher than protocol 2. However, initial payment that outsourcer
needs to pay is lower than other protocols.
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Fig. 12. 5 modules and 8 developers Fig. 13. 5 modules and 16 developers

Fig. 14. 8 modules and 12 developers Fig. 15. 8 modules and 24 developers

To compare and analyze the effectiveness of our proposed issues, we conduct
simulations on the same condition as Section 4.

Figure 10 shows the result of experiment where the software is divided as 3
modules and 5 developing companies participate in the competition. In this situation,
good strategy for outsourcer to reduce cost of ordering is that he/she orders to only
one developer. Figure 11 shows the result of experiment where the software is divided
as 3 modules and 10 developing companies participate in the competition. In this
situation, good strategy for outsourcer to reduce cost of ordering is same as the first
simulation. In both situations, even though the risks of bankruptcy for developers
increase, total costs less than the protocols 2 and 3.

Figure 12 shows the result of experiment where the software is divided as 5 mod-
ules and 8 developing companies participate in the competition. This situation only
increases two modules and three companies. However, good strategy changes. Good
strategy for outsourcer to reduce cost of ordering is that he/she orders each module
to each developer. Figure 13 shows the result of experiment where the software is
divided as 5 modules and 16 developing companies participate in the competition. In
this situation, good strategy for outsourcer to reduce cost of ordering is same as the
third simulation.

Figure 14 shows the result of experiment where the software is divided as 8 mod-
ules and 12 developing companies participate in the competition. Figure 15 shows the
result of experiment where the software is divided as 8 modules and 24 developing
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companies participate in the competition. In both situation, good strategy for out-
sourcer to reduce cost of ordering is that he/she orders each module to each devel-
oper. In the situation until now, protocol 1 was cheaper than protocol 2. However,
in Figure 14 and Figure 15, protocol 1 is higher than protocol 2. If the outsourcer
doesn’t know in efficient condition in trading. In such situation, the outsourcer pays
a lt of costs when he/she may order all modules to one company.

If all modules are ordered to one company when the number of modules is lit-
tle, the software is developed at a low cost by the developer. When the number of
modules is increased, the costs increase if all modules are ordered to oe software
developer. When the large-scale software is divided as many modules, the software
manufacture is compleate in shout period and at low price.

6 Conclusions

In this paper, we proposed effective strategies for outsourcer to reduce time and cost
with number of modules and developers. This means that the outsourcer should not
contract with developers at discretion. Further, in auction to determine subcontrac-
tors, outsourcer should gather many bidders. Further, ordering party should divide
many modules. However, when the number of modules is less, outsourcer should
contract only one developer in figure 4 and 7.

Our future work includes analysis of situation where each scale of modules is
different and analysis of situation where integration of modules takes some costs.
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Summary. In this paper, we propose a threshold adjusting mechanism in very complex ne-
gotiations among software agents. The proposed mechanism can facilitate agents to reach an
agreement while keeping their private information as much as possible. Multi-issue negotia-
tion protocols have been studied widely and represent a promising field since most negotiation
problems in the real world involve interdependent multiple issues. We have proposed nego-
tiation protocols where a bidding-based mechanism is used to find social-welfare maximizing
deals. The existing works have not yet concerned about agents’ private information. Such
private information should be kept as much as possible in their negotiation. Thus, in this pa-
per, we propose a new threshold adjusting mechanism in which agents who open their local
information more than the others can persuade the others. The preliminary experimental re-
sults demonstrate that the threshold adjusting mechanism can reduce the amount of private
information that is required for an agreement among agents.

1 Introduction

Multi-issue negotiation protocols represent an important field of study since negoti-
ation problems in the real world are often complex ones involving multiple issues.
While there has been a lot of previous work in this area ([1, 2, 3, 4]) these efforts
have, to date, dealt almost exclusively with simple negotiations involving indepen-
dent multiple issues, and therefore linear (single optimum) utility functions. Many
real-world negotiation problems, however, involve interdependent multiple issues.
When designers work together to design a car, for example, the value of a given car-
buretor is highly dependent on which engine is chosen. The addition of such interde-
pendencies greatly complicates the agent’s utility functions, making them nonlinear,

K. Fujita et al.: An Approach to Implementing A Threshold Adjusting Mechanism in Very Complex Negotiations: A
Preliminary Result, Studies in Computational Intelligence (SCI) 110, 127–141 (2008)
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with multiple optima. Negotiation mechanisms that are well suited for linear utility
functions, unfortunately, fare poorly when applied to nonlinear problems ([5]).

We have proposed a bidding-based multiple-issue negotiation protocol suited
for agents with such nonlinear utility functions. Agents generate bids by sampling
their own utility functions to find local optima, and then using constraint-based bids
to compactly describe regions that have large utility values for that agent. These
techniques make bid generation computationally tractable even in large (e.g., 1010

contracts) utility spaces. A mediator then finds a combination of bids that maximizes
social welfare.

The existing works have not yet concerned about agents’ private information.
Such private information should be kept as much as possible in their negotiation.
In this paper, we propose a threshold adjusting mechanism. First agents make bids
that produce more utility than the common threshold value based on the bidding-
based protocol we proposed in [6]. Then the mediator asks each agent to reduce its
threshold based on how much each agent opens its private information to the others.
Each agent makes bids again above the threshold. This process continues iteratively
until agreement is reached or no solution. Our experimental results show that our
method substantially outperforms the existing negotiation methods on the point of
how much agents have to open their own utility space.

The remainder of the paper is organized as follows. First we describe a model of
non-linear multi-issue negotiation. Second, we describe a bidding-based negotiation
protocol designed for such contexts. Third we propose a threshold adjusting mecha-
nism that helps agents to keep their private information secret as much as possible.
Forth, we present experimental assessment of this protocol. Finally, we compare our
work with previous efforts, and conclude with a discussion of possible avenues for
future work.

2 Negotiation with Complex Utilities

2.1 Complex Utility Model

We consider the situation where n agents want to reach an agreement. There are m
issues, sj ∈ S, to be negotiated. The number of issues represents the number of
dimensions of the utility space. For example, if there are 3 issues1, the utility spaceAQ: We change

footnote nos for
sequences please
check.

has 3 dimensions. An issue sj has a value drawn from the domain of integers [0,X],
i.e., sj ∈ [0,X]2.
1 The issues are not “distributed” over agents. The agents are all negotiating over a contract

that has N (e.g. 10) issues in it. All agents are potentially interested in the values for all N
issues.

2 A discrete domain can come arbitrarily close to a real domain by increasing the domain
size. As a practical matter, very many real- world issues that are theoretically real (delivery
date, cost) are discretized during negotiations. Our approach, furthermore, is not theoreti-
cally limited to discrete domains. The deal determination part is unaffected, though the bid
generation step will have to be modified to use a nonlinear optimization algorithm suited
to real domains.



Mechanism in Very Complex Negotiations 129

A contract is represented by a vector of issue values s = (s1, ..., sm).

AQ: Please check
the running head.

An agent’s utility function is described in terms of constraints. There are l con-
straints, ck ∈ C. Each constraint represents a region with one or more dimensions,
and has an associated utility value. A constraint ck has value wi(ck, s) if and only if
it is satisfied by contract s. Figure 1 shows an example of a binary constraint between
issues 1 and 2. This constraint has a value of 55, and holds if the value for issue 1 is
in the range [3, 7] and the value for issue 2 is in the range [4, 6]. Every agent has its’
own, typically unique, set of constraints.

Utility

Issue 2

Issue 1

3

7

4 6

55

Fig. 1. Example of A Constraint

An agent’s utility for a contract s is defined as ui(s) =
∑

ck∈C,s∈x(ck) wi(ck, s),
where x(ck) is a set of possible contracts (solutions) of ck. This expression produces
a “bumpy” nonlinear utility space, with high points where many constraints are sat-
isfied, and lower regions where few or no constraints are satisfied. This represents
a crucial departure from previous efforts on multi-issue negotiation, where contract
utility is calculated as the weighted sum of the utilities for individual issues, produc-
ing utility functions shaped like flat hyper-planes with a single optimum. Figure 2
shows an example of a nonlinear utility space. There are 2 issues, i.e., 2 dimensions,
with domains [0, 99]. There are 50 unary constraints (i.e., that relate to 1 issue) as
well as 100 binary constraints (i.e., that inter-relate 2 issues). The utility space is, as
we can see, highly nonlinear, with many hills and valleys.

We assume, as is common in negotiation contexts, which agents do not share
their utility functions with each other, in order to preserve a competitive edge. It will
generally be the case, in fact, that agents do not fully know their desirable contracts
in advance, because each own utility functions are simply too large. If we have 10
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Fig. 2. A Complex Utility Space for a Single Agent

issues with 10 possible values per issue, for example, this produces a space of 1010

(10 billion) possible contracts, too many to evaluate exhaustively. Agents must thus
operate in a highly uncertain environment.

Finding an optimal contract for individual agents with such utility spaces can be
handled using well-known nonlinear optimization techniques such a simulated an-
nealing or evolutionary algorithms. We cannot employ such methods for negotiation
purposes, however, because they require that agents fully reveal their utility functions
to a third party, which is generally unrealistic in negotiation contexts.

The objective function for our protocol can be described as follows:

arg max
s

∑

i∈N

ui(s) (1)

Our protocol, in other words, tries to find contracts that maximize social welfare,
i.e., the total utilities for all agents. Such contracts, by definition, will also be Pareto-
optimal.

2.2 Bidding-based Consenting Protocol

The bidding-based negotiation protocol consists of the following four steps:
[Step 1: Sampling] Each agent samples its utility space in order to find high-

utility contract regions. A fixed number of samples are taken from a range of random
points, drawing from a uniform distribution. Note that, if the number of samples
is too low, the agent may miss some high utility regions in its contract space, and
thereby potentially end up with a sub-optimal contract.
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[Step 2: Adjusting] There is no guarantee, of course, that a given sample will
lie on a locally optimal contract. Each agent, therefore, uses a nonlinear optimizer
based on simulated annealing to try to find the local optimum in its neighborhood.
Figure 3 exemplifies this concept. In this figure, a black dot is a sampling point and
a white dot is a locally optimal contract point.

Contracts

U
til

ity

Fig. 3. Adjusting the Sampled Contract Points

[Step 3: Bidding] For each contract s found by adjusted sampling, an agent
evaluates its utility by summation of values of satisfied constraints. If that utility is
larger than the reservation value δ, then the agent defines a bid that covers all the
contracts in the region that has that utility value. This is easy to do: the agent need
merely find the intersection of all the constraints satisfied by that s.

Steps 1, 2 and 3 can be captured as follows:
SN : The number of samples
T : Temperature for Simulated Annealing
V : A set of values for each issue, Vm is for an issue m

1: procedure bid-generation with SA(Th, SN, V, T, B)
2: Psmpl := ∅
3: while |Psmpl| < SN

4: Psmpl := Psmpl ∪ {pi} (randomly selected from P )
5: P := Π

|I|
m=0Vm, Psa := ∅

6: for each p ∈ Psmpl do
7: p′ := simulatedAnnealing(p, T )
8: Psa := Psa ∪ {p′}
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9: for each p ∈ Psa do
10: u := 0, B := ∅, BC := ∅
11: for each c ∈ C do
12: if c contains p as a contract

and p satisfies c then
13: BC := BC ∪ c

14: u := u + vc

15: if u >= Th then
16: B := B ∪ (u,BC)

[Step 4: Deal identification] The mediator identifies the final contract by finding
all the combinations of bids, one from each agent, that are mutually consistent, i.e.,
that specify overlapping contract regions3. If there is more than one such overlap,
the mediator selects the one with the highest summed bid value (and thus, assuming
truthful bidding, the highest social welfare) (see Figure 4). Each bidder pays the
value of its winning bid to the mediator.

The mediator employs breadth-first search with branch cutting to find social-
welfare-maximizing overlaps:
Ag: A set of agents
B: A set of Bid-set of each agent (B = {B0, B1, ..., Bn},

A set of bids from agent i is Bi = {bi,0, bi,1, ..., bi,m})

1: procedure search solution(B)
2: SC :=

⋃
j∈B0

{b0,j}, i := 1
3: while i < |Ag| do
4: SC ′ := ∅
5: for each s ∈ SC do
6: for each bi,j ∈ Bi do
7: s′ := s ∪ bi,j

8: if s′ is consistent then SC ′ := SC ′ ∪ s′

9: SC := SC ′, i := i + 1
10: maxSolution = getMaxSolution(SC)
11: return maxSolution

It is easy to show that, in theory, this approach can be guaranteed to find optimal
contracts. If every agent exhaustively samples every contract in its utility space, and
has a reservation value of zero, then it will generate bids that represent the agent’s
complete utility function. The mediator, with the complete utility functions for all
agents in hand, can use exhaustive search over all bid combinations to find the social

3 A bid has an acceptable region. For example, if a bid has a region, such as [0, 2] for issue1,
[3,5] for issue2, the bid is accepted by a contract point (1,4), which means issue1 takes 1,
issue2 takes 4. If a combination of bids, i.e. a solution, is consistent, there are definitely
overlapping region. For instance, a bid with regions (Issue1, Issue2) = ([0, 2], [3, 5]), and
another bid with ([0,1], [2,4]) is consistent.
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Contracts

Contracts

The best contract point
The 2nd best
contract point

Fig. 4. Deal Identification

welfare maximizing negotiation outcome. But this approach is only practical for very
small contract spaces. The computational cost of generating bids and finding winning
combinations grows rapidly as the size of the contract space increases. As a practical
matter, we introduce the threshold to limit the number of bids the agents can generate.
Thus, deal identification can terminate in a reasonable amount of time.

In the previous work [6], the threshold for each agent is commonly defined by
the mediator. Agents could not change it by their selves. The threshold adjusting
mechanism proposed in this paper allows agents to change their threshold values.

3 Threshold Adjusting Mechanism

3.1 The Outline of the Threshold Adjusting Mechanism

The main idea of the threshold adjusting mechanism is that if an agent reveals the
larger area of his utility space, then he can persuade the other agents. On the other
hand, an agent who reveals the small area of his utility space, he should adjust his
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threshold to agree with if no agreement is achieved. The revealed area can be defined
how the agent reveals his utility space on his threshold value. The threshold value
is defined at the same value beforehand. Then the threshold values are changed by
each agent based on the amount of the revealed area afterwards. Figure 5 shows
the concept of the revealed area of agent’s utility space. If the agent decreases the
threshold value, then this means that he reveals his utility space more.

Utility

Issue1

Threshold

Issue2

Issue2

Issue1

Revealed area

Fig. 5. Revealed Area

Figure 6 shows an example of the threshold adjusting process among 3 agents.
The upper figure shows the thresholds and the revealed areas before adjusting the
threshold. The bottom figure shows the thresholds and the revealed areas after ad-
justing the threshold. In particular, in this case, agent 3 revealed the small amount of
his utility space. The amount of agent 3’s revealing utility space in this threshold ad-
justing is largest among these 3 agents. In the protocol, this process is repeated until
an agreement is achieved or until they could not find any agreement. The exact rate
of the amount of revealed utility space and the amount of decreasing the threshold is
defined by the mediator or the mechanism designer.

The details of the threshold adjusting mechanism is shown as follows:
Ar: Area of each agent (Ar = {Ar0, Ar1, ..., Arn} )

1: procedure threshold adjustment( )
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Fig. 6. The Threshold Adjusting Process

2: loop:
3: i := 1, B := ∅
4: while i < |Ag| do
5: bid generation with SA( Thi, V , SN , T , Bi)
6: SC := ∅
7: maxSolution := search solution(B)
8: if maxSolution is not empty
9: maxSolution := getMaxSolution(SC )

10: break loop
11: elseif all agent can lower the threshold
12: i := 1
13: SumAr := Σi∈|Ag| Ari

14: while i < |Ag| do
15: Thi := Thi − C ∗ (σiAr − Ari)/σiAr

16: i := i + 1
17: end while
18: else
19: break loop
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20: return maxSolution

The above algorithm utilizes step 1, step 2, step 3, and step 4 in the previous
section. In the former paper [6], we did not define any external loop of these steps.
This paper is the first that proposed the external loop for an effective consenting
mechanism.

3.2 Incremental Deal Identification

The threshold adjusting process shown in the previous section could reduce the
computational cost of deal identification in step 4. The original step 4 requires an
exponential computational cost because the computation is actually combinatorial
optimization. In the new threshold adjusting process, agents incrementally reveal
their utility spaces as bids. Thus, for each round, the mediator only computes the
new combinations of bids that submitted newly in that round. This process actually
reduces the computational cost. We just observed this fact in the preliminary experi-
ments, and did not investigate this deeply. Thus future work includes the investigation
of this good feature of incremental deal identification.

4 A Preliminary Experimental Result

We conducted several experiments to evaluate the effectiveness of our approach. In
each experiment, we ran 100 negotiations between agents with randomly generated
utility functions. We compare our new threshold adjusting protocol and the existing
protocol without adjusting the threshold in terms of optimality and privacy.

In the experiments on optimality, for each run, we applied an optimizer to the sum
of all the agents’ utility functions to find the contract with the highest possible social
welfare. This value was used to assess the efficiency (i.e., how closely optimal social
welfare was approached) of the negotiation protocols. To find the optimum contract,
we used simulated annealing (SA) because exhaustive search became intractable as
the number of issues grew too large. The SA initial temperature was 50.0 and de-
creased linearly to 0 over the course of 2500 iterations. The initial contract for each
SA run was randomly selected.

In terms of privacy, the measure is the range of revealed area. Namely, if an agent
reveals one point of the gird of utility space, this means he lost 1 privacy unit. If he
reveals 1000 points, the he lost 1000 privacy.

The parameters for our experiments were as follows:
Number of agents is N = 3. Number of issues is 2 to 10. Domain for issue values

is [0, 9].
Constraints : 10 unary constraints, 5 binary constraints, 5 trinary constraints, etc.

(a unary constraint relates to one issue, an binary constraint relates to two issues, and
so on).

The maximum value for a constraint : 100 × (Number of Issues). Constraints
that satisfy many issues thus have, on average, larger weights. This seems reasonable
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for many domains. In meeting scheduling, for example, higher order constraints con-
cern more people than lower order constraints, so they are more important for that
reason.

The maximum width for a constraint : 7. The following constraints, therefore,
would all be valid: issue 1 = [2, 6], issue 3 = [2, 9] and issue 7 = [1, 3].

The number of samples taken during random sampling: (Number of Issues)×
200.

Annealing schedule for sample adjustment: initial temperature 30, 30 iterations.
Note that it is important that the annealer not run too long or too ‘hot’, because then
each sample will tend to find the global optimum instead of the peak of the optimum
nearest the sampling point.

The threshold agents used to select which bids to make in starts with 900 and
decreases until 200 in the threshold adjusting mechanism. The protocol without the
threshold adjusting process defines the threshold as 200. The threshold is used to cut
out contract points that have low utility.

The limitation on the number of bids per agent: n
√

6400000 for N agents. It
was only practical to run the deal identification algorithm if it explored no more
than about 6400,000 bid combinations, which implies a limit of n

√
6400000 bids per

agent, for N agents.
In our experiments, we ran 100 negotiations in every condition. Our code was

implemented in Java 2 (1.5) and run on a core 2 duo processor iMac with 1.0GB
memory under Mac OS X 10.4.

Figure 7 shows the optimality of 3 comparable mechanisms, one with the threshold
adjustment (with bid limitation), one without the threshold adjustment and bid limita-
tion, and one without the threshold adjustment with bid limitation. The revealed rate
is defined by (Revealedrate) = (Revealedarea)/(Wholeareaofutilityspace).

The mechanism without both of the threshold adjustment and bid limitation in-
creasing the revealed rate. This means that if we do not use the threshold adjustment
and bid limitation, then agents need to reveal their utility space much more than the
other mechanisms.

We found that bid limitation can show the nice effects to keep the increasing
amount of revealed rate small. The mechanism with bid limitation but without the
threshold adjustment shown by triangles starts decreasing when the number of issue
is 5, namely bid limitation starts being active.

Compared with the above two mechanisms, the mechanism with the threshold
adjustment proposed inn this paper drastically decreases the amount of the revealed
rate.

As we show in the previous paragraph, our proposed threshold adjustment mech-
anism can effectively reduce the revealed rates. We then show the optimality of our
proposed mechanism is quite competitive compared with the other mechanisms in
Figure 8.

Each line in Figure 8 means the followings: No threshold adjustment means a
mechanism without the threshold adjustment. Threshold adjustment (50), Thresh-
old adjustment (200), and Threshold adjustment (400) mean mechanisms with the
threshold adjustment. Each mechanism determines the decreasing amount of the
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threshold by 50 × (SumAr − Ari)/SumAr, 200 × (SumAr − Ari)/SumAr,
and 400 × (SumAr − Ari)/SumAr, respectively. SumAr means the sum of all
agents’ revealed areas. Ari means agenti’s revealed area.

As we can see in Figure 8, in terms of the optimality, the difference between “no
threshold adjustment” and “threshold adjustments” is small. At most the difference is
around 0.1 around 3 issues to 7 issues. When the threshold decreasing amount is not
large, say 50, agents could miss the agreement points that have larger total utilities.
This occurs when some agents have higher utility on the agreement point but other
agents have very lower utility on the agreement point. “No threshold adjustment”
mechanism makes agents to submit all agreement points that have larger utility than
the minimum threshold. Thus, “No threshold adjustment” can find such cases. But
“threshold adjustment” mechanisms fail to capture such cases when the decreasing
amount is smaller.

Figure 9 and Figure 10 compare the required rounds and the revealed rates for
different decreasing amounts, 50 and 200. Figure 9 demonstrates that the decreasing
amount is small, 50, then the number of rounds could be larger. On the other hand,
in Figure 10, if the decreasing amount is small, then the revealed rate is relatively
small.

Fig. 9. Number of rounds
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Fig. 10. Revealed Rates

5 Related Work

Most previous work on multi-issue negotiation ([7, 1, 2]) has addressed only linear
utilities. A handful of efforts have, however, considered nonlinear utilities. [8] has ex-
plored a range of protocols based on mutation and selection on binary contracts. This
paper does not describe what kind of utility functions is used, nor does it present any
experimental analyses. It is therefore unclear whether this strategy enables sufficient
exploration of the utility space to find win-win solutions with multi-optima utility
functions. [9] presents an approach based on constraint relaxation. In the proposed
approach, a contract is defined as a goal tree, with a set of on/off labels for each goal,
which represents the desire that an attribute value is within a given range. There are
constraints that describe what patterns of on/off labels are allowable. This approach
may face serious scalability limitations. However, there is no experimental analysis
and this paper presents only a small toy problem with 27 contracts. [10] also presents
constraint based approach. In this paper, a negotiation problem is modeled as a dis-
tributed constraint optimization problem. During exchanging proposals, agents relax
their constraints, which express preferences over multiple attributes, over time to
reach an agreement. This paper claims the proposed algorithm is optimal, but do not
discuss computational complexity and provides only a single small-scale example.
[5] presented a protocol, based on a simulated-annealing mediator, that was applied
with near-optimal results to medium-sized bilateral negotiations with binary depen-
dencies. The work presented here is distinguished by demonstrating both scalability,
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and high optimality values, for multilateral negotiations and higher order dependen-
cies.

6 Conclusions

In this paper, we proposed a threshold adjusting mechanism in very complex ne-
gotiations among software agents. In very complex negotiations, we assume agents
have to do interdependent multi-issue negotiation. The threshold adjusting mecha-
nism can facilitate agents to reach an agreement while keeping their private informa-
tion as much as possible. The preliminary experimental results demonstrate that the
threshold adjusting mechanism can reduce the amount of private information that is
required for an agreement among agents. One of the interesting future works includes
more autonomous threshold adjustment mechanism for agents in very complex ne-
gotiations.
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Summary. This paper presents a method for discovering and detecting shill bids in combina-
torial auctions. Combinatorial auctions have been studied very widely. The Generalized Vick-
rey Auction (GVA) is one of the most important combinatorial auctions because it can satisfy
the strategy-proof property and Pareto efficiency. As some literatures pointed out, false-name
bids and shill bids pose an emerging problem for auctions, since on the Internet it is easy
to establish different e-mail addresses and accounts for auction sites. GVA cannot satisfy the
false-name-proof property. Moreover, they proved that there is no auction protocol that can
satisfy all three of the above major properties. Their approach concentrates on designing new
mechanisms. As a new approach against shill-bids, in this paper, we propose a method for
finding shill bids with the GVA in order to avoid them. Our algorithm can judge whether there
might be a shill bid from the results of the GVA’s procedure. However, a straightforward way
to detect shill bids requires an exponential amount of computing power because we need to
check all possible combinations of bidders. Therefore, in this paper we propose an improved
method for finding a shill bidder. The method is based on winning bidders, which can dra-
matically reduce the computational cost. The results demonstrate that the proposed method
successfully reduces the computational cost needed to find shill bids. The contribution of our
work is in the integration of the theory and detecting fraud in combinatorial auctions.

1 Introduction

This paper presents a method for detecting shill bids in combinatorial auctions. The
purpose of it is an important issue not to reduce sellers’ revenues due to shills and
frauds. Auction theory has received much attention from computer scientists and eco-
nomic scientists in recent years. One reason for this interest is the fact that Internet
auctions such as Yahoo Auction and eBay have developed very quickly and widely.
Also, auctions in B2B trades are increasing rapidly. Moreover, there is growing in-
terest in using auction mechanisms to solve distributed resource allocation problems
in the field of AI and multi-agent systems.

Combinatorial auctions have been studied very widely as one of most important
auction formats. In a combinatorial auction, bidders can make bids on bundles of
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multiple different items. The main issue in a combinatorial auction is its winner de-
termination problem. The computation for winner determination is an NP-complete
problem, since there can be exponential numbers of bundles of items and an auction-
eer needs to find a bundle combination that maximizes revenue. Many studies have
approached this problem by investigating a variety of search algorithms.

The Generalized Vickrey Auction (GVA) is one of the combinatorial auctions
that are strategy-proof, i.e., the dominant strategy is for bidders to declare their true
evaluation value for a good, and its allocation is Pareto efficient. Many scientists
in the field of auction theory have focused on GVA because of its strategy-proof
property. The details of GVA are described in Section 2.

As some literatures pointed out, false-name bids and shill bids are an emerging
problem for auctions, since on the Internet it is easy to establish different e-mail
addresses and accounts for auction sites. Bidders who make false-name bids and
shill bids can benefit if the auction is not robust against false-name bids. A method
to avoid false-name bids and shill bids is a major issue that auction theorists need to
resolve.

GVA cannot satisfy the false-name-proof property. Moreover, it is proved that
there is no auction protocol that can satisfy all of the three major properties,
i.e., false-name-proof property, Pareto efficiency, and strategy-proof property. Thus,
some existing researches have developed several other auction protocols that can
satisfy at least the false-name-proof property. However, no existing researches can
detect shill bidders in the process of their auctions. In this paper, we give and discuss
the way how shills are detected. Furthermore, we give features and characteristics
about shill bidding in combinatorial auctions for our work. In actual auctions, it is
an important issue in which auctioneers and sellers can know who is shill and fraud
bidders. They can use such useful information in subsequent auctions and trades.
Concretely, in this paper we propose a method for finding shill bids with GVA in
order to avoid them. Our algorithm can judge whether there might be a shill bid from
the results of the GVA’s procedure. If there is the possibility of a shill bid, the auc-
tioneer can make the decision of whether to stop allocation of items based on the
results. Namely, in our approach, we build an algorithm to find shill bids in order to
avoid them. This differs from the approach of Yokoo et al., which builds mechanisms
to avoid shill bids.

A shill bid is defined as two or more bids created by a single person, who can
unfairly gain a benefit from creating such bids. Therefore, the straightforward way
to find shill bids is to find a bidder whose utility becomes negative when his/her
bids and those of another bidder are merged. The merging method is described in
Section 3. However, this straightforward method requires an exponential amount of
computing power, since we need to check all of combinations of bidders.

Thus, in this paper, we propose an improved method for finding a shill bidder.
The method is based on the brute force algorithm, and it can dramatically reduce the
computational cost.

In this paper, we concentrate the detecting method shill bidders. If the auctioneer
can know that shill bidders include in all bidders in an auction, the auctioneer can
cease the auction to avoid reducing sellers’ earnings. However, using the information
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detected shills, new auction mechanism can be invented, that is, the system allocates
items on expensive prices to the shills. In such auction mechanism, no shill bidders
have incentives scheming shills.

The rest of this paper consists of the following six parts. In Section 2, we show
preliminaries on several terms and concepts of auctions. In Section 3, shill-biddable
allocations are defined and discussed. In Section 4, the brute force algorithm used in
this paper is introduced. In Section 5, we explain how we handle a massive number
of bidders. Finally, we present our concluding remarks and future work.

2 Related Work

Milgrom analyzed the shill-biddable feature in VCG [6]. Bidders in GVA can prof-
itably use shill bidders, intentionally increasing competition in order to generate a
lower price. Thus, the Vickrey auction provides opportunities and incentives for col-
lusion among the low-value, losing bidders. This feature is a result of the monotonic
increase problem. However, this work does not refer to the method of detecting shill
bidding in combinatorial auctions.

Yokoo et al. reported the effect of false-name bids in combinatorial auctions [12].
To solve the problem, Yokoo, Sakurai and Matsubara proposed novel auction proto-
cols that are robust against false-name bids [10]. The protocol is called the Leveled
Division Set (LDS) protocol, which is a modification of the GVA and it utilizes reser-
vation prices of auctioned goods for making decisions on whether to sell goods in a
bundle or separately. Furthermore, they also proposed an erative Reducing(IR) proto-
col that is robust against false-name bids in multi-unit auctions [11]. The IR protocol
is easier to use than the LDS, since the combination of bundles is automatically de-
termined in a flexible manner according to the declared evaluation values of agents.
They concentrate on designing mechanisms that can be an alternative of GVA. On
the other hand, detecting shills is important issues for auctioneers to make effective
auction markets. Due to our fundamentally different purpose, we do not simply adopt
off-the-shelf methods for mechanism design.

Some researchers [7][8][5][4][2] proposed methods for computing and calculat-
ing the optimal solution in combinatorial auctions. These analyses contributed to the
pursuit of a computational algorithm for winner determination in combinatorial auc-
tions, but they did not deal with shill bidding and thus are fundamentally different
approaches from our work. However, some of these algorithms can be incorporated
in our work. Combinatorial auctions have a computationally hard problem in which
the number of combinations increases when the number of participants/items in-
creases in an auction, since agents can bid their evaluation values as a set of bundled
items.

Sandholm [7] propose a fast winner determination algorithm for combinatorial
auctions. Also, Sandholm [8] showed how different features of a combinatorial mar-
ket affect the complexity of determining the winners. They studied auctions, reverse
auctions, and exchanges, with one or multiple units of each item, with and without
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free disposal. We theoretically analyzed the complexity of finding a feasible, approx-
imate, or optimal solution.

Fujishima et al. proposed two algorithms to mitigate the computational complex-
ity of combinatorial auctions [2]. Their proposed Combinatorial Auction Structured
Search (CASS) algorithm determines optimal allocations very quickly and also pro-
vides good “any-time” performance. Their second algorithm, called VSA, is based
on a simulation technique. CASS considers fewer partial allocations than the brute
force method because it structures the search space to avoid considering allocations
containing conflicting bids. It also caches the results of partial searches and prunes
the search tree. On the other hand, their second algorithm, called Virtual Simultane-
ous Auction (VSA), generates a virtual simultaneous auction from the bids submitted
in a real combinatorial auction and then carries out simulation in the virtual auction
to find a good allocation of goods for the real auction. In our work, to determine
optimal allocations quickly in each GVA, we employ the CASS method. However,
Fujishima’s paper does not focus on shill bids.

Leyton-Brown et al. proposed an algorithm for computing the optimal winning
bids in a multiple units combinatorial auction [5]. This paper describes the general
problem in which each good may have multiple units and each bid specifies an un-
restricted number of units desired for each good. The paper proves the correctness
of our branch-and-bound algorithm based on a dynamic programming procedure.
Lehmann et al. proposed a particular greedy optimization method for computing so-
lutions of combinatorial auctions [4]. The GVA payment scheme does not provide for
a truth-revealing mechanism. Therefore, they introduced another scheme that guar-
antees truthfulness for a restricted class of players.

3 Preliminaries

3.1 Model

Here, we describe a model and definitions needed for our work. The participants of
trading consist of a manager and bidders. The manager prepares multiple items, and
bidders bid evaluation values for what they want to purchase.

• In an auction, we define that a set of bidders/agents is N = {1, 2, . . . , i, . . . , n}
and a set of items is G = {a1, a2, . . . , ak, . . . , am}.

• vak
i is bidder i’s evaluation value at which the ith bidder bids for the kth item

(1 ≤ i ≤ n, 1 ≤ k ≤ m).
• vi(B

ak,al

i ) is bidder i’s evaluation value at which the ith bidder bids for the
bundle including the kth and lth items (1 ≤ i ≤ n, 1 ≤ k, l ≤ m). The form of
this description is used when the bidder evaluates more than two items.

• pak
i is the payment when agent i can purchase an item ak. When the bidder i

purchases the set of bundles of items, the payment is shown as pi(B
ak,al

i ).
• The set of choices is G = {(G1, . . . , Gn) : Gi ∩ Gj = φ,Gi ⊆ G}.
• Gi is an allocation of a bundle of items to agent i.
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Assumption 1 (Quasi-linear utility) Agent i’s utility ui is defined as the difference
between the evaluation value vi of the allocated good and the monetary transfer pi

for the allocated good. ui = vi − pi. Such a utility is called a quasi-linear utility,
and we assume the quasi-linear utility.

Assumption 2 (Monotonicity of evaluation values) Regarding the true evaluation
values of any bidder, for bundles B and B′, if B ⊂ B′, B 	= B′, vi(B, θi) ≤
vi(B′, θi) holds.

Namely, in this paper, when the number of items in a bundle increases, the total
evaluation values for the bundle decrease. This means that free disposal is assumed.

Assumption 3 (Only one bidder engaging in shill bids) For simplicity, in this pa-
per, we assume that only one schemer is engaging in shill bids.

The reason why we set the above assumption is as follows. First, in combina-
torial auctions, the solution spaces are sometimes increased exponentially as huge
spaces. When the numbers of items and bidding are increased, it takes a lot of min-
utes to find the optimal solutions/allocations. Second, in the combinatorial auction
research, the analyses of determination of allocations, detection of shills and calcu-
lation of payment amount are very complicated problems. The method of detecting
shills in multiple schemers is almost same as a case of one schemer. However, when
a schemer bids the bid values with non single-minded/tie break, the inspection accu-
racy reduces because the payment amount changes due to the allocation change.

Each bidder i has preferences for the subset Gi ⊆ G of goods, which here is
considered a bundle. Formally, each bidder has type θi, that is, in a type’s set Θ.
Based on the type, we show that the bidder’s utility is vi(Gi, θi) − pGi

i when the
bidder purchases item Gi for pGi

i . Note that (vi(Gi, θi)) is bidder i’s evaluation value
of bundle Gi ⊆ G.

3.2 GVA: Generalized Vickrey Auction

GVA was developed from the Vickrey-Clarke-Groves mechanism [9] [1][3] which is
strategy-proof and Pareto efficient if there exists no false-name bid. We say an auc-
tion protocol is Pareto efficient when the sum of all participants’ utilities (including
that of the auctioneer), i.e., the social surplus, is maximized. If the number of goods
is one, in a Pareto efficient allocation, the good is awarded to the bidder having the
highest evaluation value corresponding the quality of the good.

In the GVA, first each agent tells his/her evaluation value vi(Gi, θi) to the seller.
We omit the “type” notation and simply write vi(Gi, θi) = vi(Gi). The efficient
allocation is calculated as an allocation to maximize the total value:

G∗ = arg max
G=(G1,...,Gn)

∑

i∈N

vi(Gi).

The auctioneer informs the payment amount to the bidders. Agent i’s payment pi

is defined as follows.
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pi =
∑

i�=j

vj(G∗
∼i) −

∑

i�=j

vj(G∗).

Here, G∗
∼i is the allocation that maximizes the sum of all agents’ evaluation

values other than agent i’s value. Except for agent i, it is the allocation in which the
total evaluation value is maximum when all agents bid their evaluation values:

G∗
∼i = arg max

G\Gi

∑

N−i

vj(Gj).

3.3 Example of shill bids

In auction research, some papers have reported the influence of false name bids in
combinatorial auctions, such as GVA [12]. These are called “shill bids.” Here, we
show an example of shill bids.

Assume there are two bidders and two items. Each agent bids for a bundle, that
is, {a1, a2, (a1, a2)}.

Agent 1’s evaluation value v1(B
a1,a2
1 ) : {$6, $6, $12}

Agent 2’s evaluation value v2(B
a1,a2
2 ) : {$0, $0, $8}

In this case, both items are allocated to agent 1 for 8 dollars. Agent 1’s utility is
calculated as 12 − 8 = 4.

If agent 1 creates a false agent 3, his/her utility increases.

Agent 1’s evaluation value v1(B
a1,a2
1 ) : {$6, $0, $6}

Agent 2’s evaluation value v2(B
a1,a2
2 ) : {$0, $0, $8}

Agent 3’s evaluation value v3(B
a1,a2
3 ) : {$0, $6, $6}

Agent 1 can purchase item a1 and agent 3 can purchase item a2. Each agent’s
payment amount is 8 − 6 = 2 and each agent’s utility is calculated as 6 − 2 = 4.
Namely, agent 1’s utility is 8 dollars (because agent 3 is the same as agent 1).

3.4 Impossibility Theorem

Yokoo et al. examined the effect of false-name bids on combinatorial auction pro-
tocols [12]. False-name bids are bids submitted by a single bidder using multiple
identifiers such as multiple e-mail addresses. They showed a formal model of com-
binatorial auction protocols in which false-name bids are possible. The obtained re-
sults are summarized as follows: (1) the Vickrey-Clarke-Groves (VCG) mechanism,
which is strategy-proof and Pareto efficient when there exists no false-name bid,
is not falsename-proof; (2) there exists no false-name-proof combinatorial auction
protocol that satisfies Pareto efficiency; (3) one sufficient condition where the VCG
mechanism is false-name-proof is identified, i.e., the concavity of a surplus function
over bidders.
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4 Shill-biddable Allocation

4.1 Definition

We define a shill-biddable allocation as an allocation where an agent can increase
his/her utility by creating shill bidders The word “shill bid” has generally multiple
meanings. In our paper, “shill bid” is used as same meaning with false-name bid,
that is a sheme agent produces false-agents.1 Some early works show and discuss
concerned with false-name bidding, which a bidder agent makes false-agents and
he/she can increase the utility producing the shill bidders. In our work, we use a term
of the “shill bidding”, that is an extended conception of false-name bid. Then, how
can we judge and know that the allocation is shill-biddable In general, shill bidders
are produced by a bidder who is up to increasing his/her utility. We propose a method
for judging and discovering allocations that may be susceptible to shill bids (“shill-
biddable allocation”). When shill bidders are created, the number of agents increases
in the situation where no shill bidder is created. When the number of real bidders is
n and the total number of bids is n + n′, we find that the number of shill bidders is
n′. However, we can know what kind auctions have shill biddable possibility.

Definition 1 (Shill-biddable allocation). A shill biddable allocation is an allocation
where agents who create shill bidders can increase their utility over that of an agent
who does not create shill bidders in an auction.

When agents create shill bidders in the auction, the agents’ utilities increase.
For example, we assume that winner agent i’s utility is ui(B

a1,...,ak,...,am

i ) in an
auction. ui(B

a1,...,am

i ) is agent i’s total utilities including a set of bundled items
(a1, . . . , am), where agent i does not create shill bidders in the auction.

Here, we consider the situation where the agent creates shill bidder u′
i. The orig-

inal agent bids a set of bundled items (a1, . . . , ak) and the shill agent bids another set
of bundled items (ak+1, . . . , am). We assume that each agent can purchase items for
which he/she bids. The original agent’s utility is ui(B

a1,...,ak

i ) and the shill agent’s
utility is u′

i(B
ak+1,...,am

i ), where agent i makes a shill bidder in the auction.
A shill-biddable allocation is defined when the following equation holds.

ui(B
a1,...,ak,...,am

i ) ≤ F (ui(B
a1,...,ak

i ), u′
i(B

ak+1,...,am

i )).

In the above equation, F (·) means a kind of merge function, e.g. summation or
maximization, etc. In this paper, we assume that the merge function is a maximizing
function because maximum values are the evaluation values at which the agent can
pay for the item.

Under the Assumption 1, we can show the concrete merge equation as follows.

F (ui(B
a1,...,ak

i ), u′
i(B

ak+1,...,am

i ))
= {max{ui(B

a1,...,ak,...,am

i ), u′
i(B

a1,...,ak,...,am

i )}}
1 In general, “shill bidding” means decoy bids among participants that include sellers. In this

paper, we use the term “shill bidding” that means decoy bids among only bidders in the
same sense as the term “false-name bidding.”
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For example, we consider a merge investment by using the following two agents’
values. Agent 1’s value v1(B

a1,a2,a3
1 ) is {2, 6, 5, 8, 7, 11, 13} and agent 2’s value

v2(B
a1,a2,a3
2 ) is {5, 4, 6, 7, 10, 9, 15}. In this case, merge investment v1,2(B

a1,a2,a3
1,2 )

is {5, 6, 6, 8, 10, 11, 15}.

4.2 Hardness of Naive Computation

A feature of shill bids is that the scheming agent can increase his/her utility when
he/she bids the evaluation values divided into multiple bids. We can determine the
possibility of shill bidders by comparing the utilities between a calculation using an
individual agent’s evaluation value and one using the merged values. The number of
merged investments is calculated as 2n − n − 1, namely the computational cost is
O(2n). Furthermore, when we determine the payments for winners in VCG, we need
a computational cost of O(2n) for each winner. Therefore, a huge computational
cost is required to judge whether an allocation is shill-biddable. Consequently, we
propose a cost-cutting method for finding shill-biddable allocations and a heuristic
method for auctions involving a massive number of bidders.

5 Brute Force Algorithm

5.1 Shill-bidders must be winners

Agents who create shill bidders basically cannot increase their utilities without the
shill bidder winning in an auction. We can show this feature through the following
theorem.

Theorem 1 (Shill-bidders must be winners). An agent who creates shill bidders
can not increase his/her utility unless a shill bidder wins.

We prove that bidder agent i’s utility ui does not decrease when the agent’s shill
bidder does not win in an auction. When bidder i does not create any shill bidders,
bidder i’s payment pi can be illustrated by using the following equation.

pi =
∑

i�=j

vj(G∗
∼i) −

∑

i�=j

vj(G∗).

When the bidder agent creates shill bidders, bidder i’s payment p′i is

p′i =
∑

i�=j

vj(G′∗
∼i) −

∑

i�=j

vj(G′∗).

Here, we show p′i ≥ pi in the following proof. We assume bidder i’s shill bidders
do not win in the auction. Also, the set of allocations in the auction does not change.
Namely, G′ = G �/s holds. The difference between p′i and pi is shown as follows.
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p′i − pi =
∑

i�=j

vj(G′
∼i) −

∑

i�=j

vj(G′) − (
∑

i�=j

vj(G∼i) −
∑

i�=j

vj(G))

=
∑

i�=j

vj(G′
∼i) −

∑

i�=j

vj(G∼i).

Next, we show
∑

i�=j vj(G′
∼i) ≥

∑
i�=j vj(G∼i).

We assume that the number of items is m, where these include an a item’s set
M = {a1, a2, . . . , am}. A set of bids (bundles) is assumed to be

B = {B1, . . . , Bi−1, Bi+1, . . . , Bn} ∈ G∼i.

However, the set of bids is shown as

B′ = B ∪ {B′
1, . . . , B

′
n′} ∈ G′

∼i.

The set {B′
1, . . . , B

′
n′} is the subset of the shill bid.

The objective function of the winner determination problem solved over a strictly
larger set of bids (that is, one with additional shill bids) cannot decrease. By adding
bids the winner determination value never goes down. Thus, shill bidders’ utilities
do not increase when the shill bidder does not win.

5.2 Winner-based algorithm

Based on the above theorem1, we propose a method to determine the possibility of
shill bidding by using the winners’ evaluation values in a combinatorial auction. In
this paper, we assume the case where there is one agent who is engaging in shill
bidding, because the analysis is complicated when there are multiple agents who
create shill bidders. Shill bidders are created by separating the bids of an original
agent. Namely, the original agent can increase the utility by dividing his/her bidding
actions. When the original bidder and his/her shill bidders are winners of an auction,
we can determine how much the agent increases the utility by comparing the utilities
of divided bidding and merged investment bidding. Intuitively, we propose a winner-
based algorithm, which is based on a comparison of utilities between bidding in real
auctions and bidding based on our method. We describe our proposed algorithm in
detail.

Input: evaluation values of bundles for each player.
Output: True if there is a shill bid.

False if there is no shill bid.

Function Detecting a Shill bid
begin

Determining winners and calculating
payments based on GVA.

Creating a power set S for a set of players.
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for each s ∈ S
Merging players’ evaluation values in s

by merge function f(s).
Determining winners and calculating payments

based on merged evaluation values by GVA.
uf(s) := the utility of s after merged.
usums

:= sum of the utilities in s before merged.
if uf(s) < usums

return True
return False

end.

First, bidders bid their evaluation values based on a set of bundled items. Next,
the items’ allocation, that is, the combination where social surplus is maximized, is
computed based on the GVA’s method. Namely, winners are selected. Then, each
agent’s utility is calculated. Here, our algorithm is employed in this phase. First, all
agents’ evaluation values are merged, and the total surplus is re-calculated using the
merged evaluation value. Second, the agent’s utility in merged investment is com-
pared with the sum of the agents’ utilities in divided bidding.

Here, we define a merge function f and show the merged agents’ evaluation
values and payment from a set of agents. We assume that the set of agents who are
merged is {i, i + 1, . . . , j} ∈ N .

Definition 2 (Merge function). f is the merge function, which is defined as f(i, i +
1, . . . , j) when a set of agents {i, i + 1, . . . , j} are merged.

To compare bidder’s utilities between the case in the real auction and the case
based on merged investment, merged agents’ evaluation values v, payments p, and
utilities u is defined as follows.

vf(i,i+1,...,j) is merged evaluation values based on agents {i, i+1, . . . , j}s’ eval-
uation values . pf(i,i+1,...,j) is agents {i, i + 1, . . . , j}s’ payment amount under
merged investment.

uf(i,i+1,...,j) is agents {i, i + 1, . . . , j}s’ utilities under merged investment.
In this section, we assume that vf(i,i+1,...,j) is the following maximum function

among agents’ evaluation values for each item.

Maximum selection method The maximum selection method is shown that
vf(i,i+1,...,j) is shown as (maxi,i+1,...,j{va1

i }, maxi,i+1,...,j{va2
i },. . . ,

maxi,i+1,...,j{vi(B
a1,...,am

i }) for agent i’s evaluation value (va1
i , va2

i , . . . , vi

(Ba1,...,am

i )).

If there is the possibility of shill bidders, the following equation holds.
∑

i,i+1,...,j

ui,i+1,...,j > uf(i,i+1,...,j)

∑
i,i+1,...,j ui,i+1,...,j is the total sum of the agents’ {i, i + 1, . . . , j} utilities in the

case of divided bidding in the allocation of the same items.
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Here, we show an example of merge valuations by using the maximum selection
function. For example, assume there are four agents and three items M = (a1, a2, a3)
in an auction. Each agent bids for a bundle, that is, {(a1), (a2), (a3), (a1, a2),
(a1, a3), (a2, a3), (a1, a2, a3)}.

Agent 1’s value v1(B
a1,a2,a3
1 ) : {7, 0, 0, 7, 7, 0, 7}

Agent 2’s value v2(B
a1,a2,a3
2 ) : {0, 0, 0, 0, 0, 0, 16}

Agent 3’s value v3(B
a1,a2,a3
3 ) : {0, 6, 0, 6, 0, 6, 6}

Agent 4’s value v4(B
a1,a2,a3
4 ) : {0, 0, 8, 0, 8, 8, 8}

In GVA, winners are decided as the combination in which social surplus is max-
imum, that is, $21 when agents 1, 3 and 4 are selected. Agent 1 can purchase item
a1 for $2, agent 3 can purchase item a3 for $1, and agent 4 can purchase item a4 for
$3. Each agent’s utility is calculated for $5.

Here, to detect a shill bidder, our algorithm merges the agents’ evaluation values.
When agent 1’s and agent 3’s evaluation values are merged, the merged value vf(1,3)

is shown as {7, 6, 0, 7, 7, 6, 7}.
The merged payment of agents 1 and 3, pf(1,3), is $8, which is calculated as

16 − 8 = 8. Agent 4’s payment p4 is $3. uf(1,3) is calculated as 13 − 8 = 5.
This shows that agent 1 and 3 can increase their utilities by dividing their evaluation
values if agents 1 and 3 are identical. Namely, this situation indicates the possibility
of a shill bidder.

The combination of merged evaluation values is {vf(1,2), vf(1,3), vf(1,4), vf(2,3),
vf(2,4), vf(3,4), vf(1,2,3), vf(1,2,4), vf(1,3,4), vf(2,3,4), vf(1,2,3,4)}. When all possible
outcomes are enumerated, we can determine which agent might be a shill bidder.
However, the combinations of merged investment increase exponentially when the
number of agents and items increase. To solve this problem, we propose a greedy
algorithm in the next section.

6 Handling a Massive Number of Bidders

The combination of merged evaluation values can be computed as
∑m

l=2 mCl. For
example, when the number of agents is 10, the combination is calculated to be∑10

l=2 10Cl = 1003. Naturally, winner determination using GVA is an NP-hard prob-
lem. Namely, in the above example, the calculation of GVA’s method is conducted
1003 times.

Here, to solve the computational cost problem in a massive number of bidders,
we propose an algorithm to find shill bidders. We assume the following condition.

Assumption 4 (Possibility of shill bids) When one of the bidders’ evaluation val-
ues involves a bundle’s evaluation value that is more than the sum of all items’ eval-
uation values, shill bids can be successful. Namely, vi(B

k,k+1,...,l
i ) ≤

∑l
k vk

i .

We show the algorithm as follows. The feature of our algorithm is searching
for agents who might be shill bidders. To decrease the search space, our algorithm
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searches for agents, who might be shill bidders, based on pruning of searching can-
didate.
[Algorithm]

(Step 1) Winners are determined based on bidders’ evaluation values. The winners’
utilities ui are reserved.

(Step 2) Our system reserves winners’ evaluation values and agents’ evaluation val-
ues, which determine the winners’ payments.

(Step 3) Evaluation values as described in the above assumption are searched for.
Based on the search, the set of evaluation values is judged to fall into one of the
following two cases.

(1) The type of evaluation value shown in the above assumption does not exist.
(2) The type of evaluation value shown in the above assumption does exist.

(Step 4) In the former case (1), winners’ payment amounts are calculated. In the
latter case (2), the process moves to (step5).

(Step 5) Our system finds bidders whose payments are determined based on the
evaluation value of an agent who bids according to the above assumption.

(Step 6) Winners’ evaluation values are merged based on the method shown in Sec-
tion 4. Winners’ utilities uf(·) in each merged investment are reserved. Agents’ util-
ities ui are compared with the merged agents’ utilities uf(·).

(Step 7) Based on the comparison made in (step 5), when there are cases in which
the difference between ui and uf(·) is not equal, a list of agents who take part in
these cases is shown to the auction operator.

7 Experiments

We conducted a experiment to show the efficiency of the winner-based algorithm
shown in Section 4.2. In the experiment, we measured the average elapsed time to
judge whether the given bids can include shill bids or not. Table 1 shows a result
where the number of items is 3. We varied the number of bidders from 3 to 17.
If there is no possibility of shill bids, for simplicity, the elapsed time is defined as
the elapsed time to search all combinations of bidders. We created 1,000 different
problems for each number of bidders.

The evaluation values for player i is determined as follows: First, the evaluation
values for each single item are determined for each bidder based on uniform distribu-
tion. Second, we determined whether items in a bundle is substitute or compliment at
the probability of 0.5. Third, if the items in a bundle are compliment, the evaluation
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Table 1. Result of the experiments

Num of
bidders Brute Force Winner-based
3 1.2 1.07
4 2.9 1.13
5 3.97 1.36
6 6.76 2.01
7 11.79 1.68
8 14.12 1.6
9 52.15 1.83
10 79.72 2.18
11 145.69 2.38
12 362.98 2.57
13 834.61 2.69
14 1489.49 2.68
15 1397.02 2.49
16 5906.26 3.01
17 10096.04 3.13

value of the bundle is defined as sum of evaluation values for the items in the bundle.
If the items are substitute, the evaluation value of the bundle is defined as maximum
of evaluation values for the items in the bundle.

In the both algorithms, we need to compute combinatorial optimization problems
in GVA. Thus, in this experimentation, we utilize the BIN and the other improving
methods in the CASS algorithm [2]. The experimental environment is Java SDK
1.4.2, Mac OS X 10.3, Power PC G5 2Ghz dual, and 1.5 GB memory.

In terms of the heuristic algorithm shown in Section 5, the computation cost is
clearly similar to or less than that of the winner-based algorithm. Thus, we focus on
the winner-based algorithm shown in Section 4.2.

In the worst case, the brute force algorithm(BF) clearly needs an exponential time
to judge whether a shill bid is included or not. Thus, in the table 1, the elapsed time
of the brute force algorithm increased exponentially. On the contrary, the winner-
based algorithm we proposed needs a linear time. The reason of the efficiency of
the winner-based algorithm can be described as follows: Even the number of bidders
increases, the number of winners must be lower than the number of items. Thus, in
the winner-based algorithm, we do not need exponential number of combinations of
bidders. The number of combinations are always lower then the number of items.

8 Conclusions

This paper proposed a method for detecting shill bids in combinatorial auctions. Our
algorithm can judge whether there might be a shill bid from the results of GVA’s pro-
cedure. However, a straightforward way to detect shill bids requires an exponential
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amount of computing power because we need to check all possible combinations of
bidders. Therefore, in this paper we proposed an improved method for finding shill
bidders. The method is based on winning bidders. The results demonstrated that the
proposed method succeeds in reducing the computational cost of finding shill bids.

In actual auctions, it is important for sellers and an auctioneer to know whether
shill bidders include in an auction or not. If the auctioneer can know that shills
include in bidders, the auctioneer can close the bidding to avoid reducing sellers’
earnings. Furthermore, it is useful for the auctioneer to know who are shill bidders.
The auctioneer can protect and secure from shills who are removed in subsequent
auctions. Moreover, in the developed auction system such as an automatic bidding
system and an intelligent auction system, if the system detects shill bidders based on
the bid value data sets, auctioneers can shut out malicious users from auction sites.
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Summary. Prediction partners’ behaviors in negotiation has been an active research direc-
tion in recent years. By employing the estimation results, agents can modify their negotiation
strategies in order to achieve an agreement much quicker or to gain higher benefits. Some
of estimation strategies have been proposed by researchers, and most of them are based on
machine learning mechanisms. However the machine learning based approach may not work
well in some open and dynamic domains for the reasons of (1) lacking of sufficient data to
train the system, and (2) requesting plenty of resources in each training process. Furthermore,
because the estimation results may have errors, so single result maybe not accurate and prac-
tical enough in most situations. In order to address these issues mentioned above, we propose
a quadratic regression analysis approach to predict partners’ behaviors in this paper. The pro-
posed approach is based only on the history of the offers during the current negotiation and
does not require any training process in advance. This approach can estimate an interval of
behaviors according to an accuracy requirement. The experimental results illustrate that by
employing the proposed mechanism, agents can gain more accurate estimation results on part-
ners’ behaviors by comparing with other two estimation functions.

1 Introduction

Negotiation is a means for agents to communicate and compromise to reach mutu-
ally beneficial agreements [1] [2]. However, in most situations, agents do not have
complete information about their partners’ negotiation strategies, and may have dif-
ficulties to make a decision on future negotiation, such as how to select suitable
partners for further negotiation [3] [4] or how to generate a suitable offer in next
negotiation cycle [5]. Therefore estimation approaches which can predict uncertain
situations and possible changes in future are required for helping agents to generate
good and efficient negotiation strategies. Research on partners’ behaviors estimation
has been a very active direction in recent years. Several estimation strategies are pro-
posed [6] [7] [8] by researchers. However, as these estimation strategies are used in
real applications, some of limitations are emerged.

Machine learning is one of the popular mechanisms adopted by researchers in
agents’ behaviors estimation. In general, this kind of approaches have two steps in
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in Self-Interested Agents, Studies in Computational Intelligence (SCI) 110, 157–170 (2008)
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order to estimate the agents’ behaviors properly. In the first step, the proposed esti-
mation function is required to be well trained by training data. Therefore, in a way,
the performance of the estimation function is almost decided by the training result. In
this step, data are employed as many as possible by designers to train a system. The
training data could be both synthetic or collected from the real world. Usually, the
synthetic data are helpful in training a function to enhance its problem solving skill
for some particular issues, while the real world collected data can help the function
to improve its ability in complex problem solving. After the system being trained,
the second step is to employ the estimation function to predict partners’ behaviors
in future. However, no matter what and how many data are employed by designers
to train the proposed function, it is unsuspicious to say that the training data will be
never comprehensive enough to cover all situations in reality. Therefore, even though
an estimation function is well trained, it is also very possible that some estimation
results do not make sense at all for some kind of agents whose behaviors’ records are
not included in the training data. At present stage, as the negotiation environment be-
comes more open and dynamic, agents with different kinds of purposes, preferences
and negotiation strategies can enter and leave the negotiation dynamically. So the
machine learning based agents’ behaviors estimation functions may not work well
in some more flexible application domains for the reasons of (1) lacking of suffi-
cient data to train the system, and (2) requesting plenty of resources in each training
process.

Another insufficiency of present estimation functions is the representation of the
predication results. Most of present estimation functions can only predict a single
value but not an interval as result to represent agents’ possible behaviors. However
in agents behaviors estimation, the representation of predication results in the form
of an interval is more reasonable than a single value because (1) an interval is more
accuracy than a value to represent something uncertain; (2) an interval provides more
flexible choices for agents to modify their negotiation strategies than a value; and
(3) an interval can easily be further adopted by other AI mechanisms, such as Fuzzy
Logic mechanism, to administrate agents’ behaviors than a value. In order to increase
both the accuracy and flexibility for an agent to estimate its partners’ behaviors and to
perform a reasonable response, the behavior estimation result should be represented
in the form of an interval.

In order to address those issues mentioned above, in this paper we propose a
quadratic regression approach to analyze and estimate partners’ behaviors in negoti-
ation. According to our knowledge, this is the first time that the regression analysis
approach is employed to estimate partners’ behaviors in negotiation. By comparing
with machine learning mechanisms, the proposed approach only uses the historical
offers in the current negotiation to estimate partners’ behaviors in future negotiation
and does not require any additional training process. So the proposed approach is
very suitable to work under an open and dynamic negotiation environment, and to
make a credible judgements on partners’ behaviors timely. Also, because the pro-
posed approach does not make any assumption on agents’ purposes, preferences and
negotiation strategies, it can be employed widely in negotiation by different types
of agents. Furthermore, the proposed approach not only represents the estimation
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results in the form of interval, but also gives the probability that each individual situ-
ation may happen in future. By employing the proposed representation format, agents
can have an overview on partners’ possible behaviors and their favoritism easily, and
then modify their own strategies based on these distributions. Therefore, the pro-
posed approach provides more flexible choices to agents when they make decision
in negotiation.

The rest paper is organized as follows: Section 2 introduces both the background
and assumption of our proposed approach; Section 3 introduces the way that how
the proposed regression analysis works; Section 4 introduces the ways to predict
partners’ behaviors under different accuracy requirements based on the regression
analysis results; Section 5 illustrates the performance of the proposed quadratic re-
gression function through experiments and advantages of the proposed function by
comparing with other two estimation approaches; and Section 7 concludes this paper
and outlines future works.

2 Background

In this section, we introduce the background about the proposed quadratic regression
function for partners’ behaviors estimation in negotiation. The regression analysis is
a combination of mathematics and probability theory which can estimate the strength
of a modeled relationship between one or more dependent variables and independent
variables. In this paper, we propose a quadratic regression function to predict the
partners’ behaviors. The proposed quadratic regression function is given as follows:

u = a × t2 + b × t + c (1)

where u is the expected utility gained from a partner, t (0 ≤ t ≤ τ ) is the nego-
tiation cycle and a, b and c are parameters which are independent on t. Based on
this proposed quadratic regression function, it is noticed that four types of partners’
behaviors [9] are distinguished.

• a > 0: the rate of change in the slope is increasing, corresponding to smaller
concession in the early cycles but large concession in later cycles.

• a = 0 and b 	= 0: the rate of change in the slope is zero, corresponding to making
constant concession throughout the negotiation.

• a < 0: the rate of change in the slope is decreasing, corresponding to large
concession in early cycle but smaller concession in later cycles.

• a = 0 and b = 0: The rate of change of the slope and the slope itself are al-
ways zero, corresponding to not making any concession throughout the entire
negotiation.

In the following Section, we will introduce the proposed quadratic regression
function to analysis and estimate partners’ possible behaviors in a more efficient and
accurate way.
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3 Regression Analysis on Partners’ Behaviors

In order to simplify the problem, we firstly transfer the proposed quadratic function
1 to a linear function as follows. Let

{
x = t2

y = t
(2)

Then Equation 2 can be rewrotten as follows:

u = a × x + b × y + c (3)

where both a and b are independent on variable x and y. Let pairs (t0, û0), . . . , (tn, ûn)
are the instances from each negotiation cycle according to the time order. Then the
distance (ε) between the real utility value (ûi) and the expected value (ui) should
obey the Gaussian distribution which is ε ∼ N(0, σ2), where ε = ûi − a × xi −
b × yi − c. Because for each ûi = a × xi + b × yi + c + εi, εi ∼ N(0, σ2), ûi is
distinctive, then the joint probability density function for ûi is:

L =
n∏

i=1

1
σ
√

2π
exp[− 1

2σ2
(ûi − axi − byi − c)2] (4)

= (
1

σ
√

2π
)n exp[− 1

2σ2

n∑

i=1

(ûi − axi − byi − c)2]

where L indicates the probability that a particular ûi may happen. Because each ûi

comes from historical records, so we should keep their probabilities as L’s maximum
value. Obviously, in order to make L to achieve its maximum,

∑n
i=1(ûi−axi−byi−

c)2 should achieve its minimum value. Let

Q(a, b, c) =
n∑

i=1

(ûi − axi − byi − c)2 (5)

We calculate the first-order partial derivative for Q(a, b, c) on a, b and c respec-
tively, and let their results equal to zero, which are shown as follows:

⎧
⎪⎨

⎪⎩

∂Q
∂a = −2

∑n
i=1(ûi − axi − byi − c)xi = 0

∂Q
∂b = −2

∑n
i=1(ûi − axi − byi − c)yi = 0

∂Q
∂c = −2

∑n
i=1(ûi − axi − byi − c) = 0

(6)

then the above equations equal to:
⎧
⎪⎨

⎪⎩

(
∑n

i=1 x2
i )a + (

∑n
i=1 xiyi)b + (

∑n
i=1 xi)c =

∑n
i=1 xiûi

(
∑n

i=1 xiyi)a + (
∑n

i=1 y2
i )b + (

∑n
i=1 yi)c =

∑n
i=1 yiûi

(
∑n

i=1 xi)a + (
∑n

i=1 yi)b + nc =
∑n

i=1 ûi

(7)
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Let PU , PA, PB and PC are the coefficient matrices as follows:

PU =

∣∣∣∣∣∣

∑n
i=1 x2

i

∑n
i=1 xiyi

∑n
i=1 xi∑n

i=1 xiyi

∑n
i=1 y2

i

∑n
i=1 yi∑n

i=1 xi

∑n
i=1 yi n

∣∣∣∣∣∣
(8)

PA =

∣∣∣∣∣∣

∑n
i=1 xiûi

∑n
i=1 xiyi

∑n
i=1 xi∑n

i=1 yiûi

∑n
i=1 y2

i

∑n
i=1 yi∑n

i=1 ûi

∑n
i=1 yi n

∣∣∣∣∣∣
(9)

PB =

∣∣∣∣∣∣

∑n
i=1 x2

i

∑n
i=1 xiûi

∑n
i=1 xi∑n

i=1 xiyi

∑n
i=1 yiûi

∑n
i=1 yi∑n

i=1 xi

∑n
i=1 ûi n

∣∣∣∣∣∣
(10)

PC =

∣∣∣∣∣∣

∑n
i=1 x2

i

∑n
i=1 xiyi

∑n
i=1 xiûi∑n

i=1 xiyi

∑n
i=1 y2

i

∑n
i=1 yiûi∑n

i=1 xi

∑n
i=1 yi

∑n
i=1 ûi

∣∣∣∣∣∣
(11)

Because PU 	= 0, the parameters a, b and c have an unique solution, which is
⎧
⎪⎨

⎪⎩

a = PA
PU

b = PB
PU

c = PC
PU

(12)

By adopting the parameters above, we define a quadratic function which can be
employed to predict agents’ behaviors.

4 Partners’ Behaviors Prediction

In last section, we proposed a quadratic regression function to predict partners’ be-
haviors, and also specified how to decide parameters a, b and c. However, it has to
be mentioned that the proposed quadratic regression function can only provide an
estimation on partners’ possible behaviors, which might not exactly accord with the
partners’ real behaviors. In reality, the real behaviors should close to the estimation
behaviors, and the more closer to the estimated behaviors, the higher probability it
may happen. So we can deem that the differences (ε) between the estimation be-
haviors and the real behaviors obey the Gaussian distribution N(ε, σ2). Thus, if the
deviation σ2 can be calculated, we can make a precise decision on the range of part-
ners’ behaviors. It is known that there is more than 68% probability that partners’
expected behaviors locate in the interval [u − σ, u + σ], more than 95% that part-
ners’ expected behaviors in [u − 2σ, u + 2σ], and more than 99% in the interval
[u − 3σ, u + 3σ]. In this section, we introduce the proposed way to calculate the
deviation σ and to estimate the interval for partners’ behaviors.

In order to calculate the deviation σ, we firstly calculate the distance between the
estimation results (ui) and the real results on partners’ behaviors (ûi) as follows:
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di = ûi − ui (13)

It is known that all di (i ∈ [1, n]) obey the Gaussian distribution N(0, σ2). Then
σ can be calculated as follows:

σ =

√∑n
i=1(di − d)2

n
(14)

where,

d =
1
n

n∑

i=1

di (15)

Now we can approve that the partners’ behaviors, which obey Gaussian distri-
bution N(u, σ2). By employing the Chebyshev’s inequality [10], we can calculate
(1) the interval of partners’ behaviors according to any accuracy requirements; and
(2) the probability that any particular behavior may happen on potential partners in
future.

The Chebyshev’s inequality is given as follows:

P (|X − µ| ≥ ε) ≤ σ2

ε2
(16)

where X is an instance, µ is the mathematical expectation, σ is the deviation and ε is
the accuracy requirement. |X − µ| ≥ ε represents the interval of partners’ behaviors
and σ2

ε2 is the probability that the behavior X will happen in future.

5 Experiments

In this section, we demonstrate several experiments to test our proposed regression
analysis approach. We display the prediction results by using the proposed approach
in each negotiation cycle. Also, we compare the proposed quadratic regression ap-
proach with the Tit-For-Tat approach [9] and random approach. The experimental
results illustrate the outstanding performance of our proposed approach.

In order to simplify the implement process, all agents in our experiment employ
the NDF [11] negotiation strategy. The partners’ behaviors cover all possible situa-
tions in reality, which are conceder, linear and boulware. In experiments, we use the
average error (EA) to evaluate the experimental results. Let ui be the predict result
in cycle i and ûi be the real instance in cycle i, then the AEi is defined as follows:

AEi =
∑i

k=1 |ûi − ui|
i

(17)

The AEi indicates the difference between the estimated results and the real value.
The smaller the value of AEi, the better the prediction result.
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5.1 Scenario 1

In the first scenario, a buyer want to purchase a mouse pad from a seller. The ac-
ceptable price for the buyer is in [$0, $1.4]. The deadline for buyer to finish this
purchasing process is 11 cycles. In this experiment, the buyer adopts conceder be-
havior in the negotiation, and the seller employs the proposed approach to estimate
the buyer’s possible price in the next negotiation cycle. The estimated results are
displayed in Figure 1 and the regression function is:

u = −0.002 ∗ t2 + 0.055 ∗ t + 0.948

It can be seen that in the 8th negotiation cycle, according to instances, the pro-
posed approach estimates a price of $1.26 from the buyer in next cycle. Then accord-
ing to the historical record in the 8th cycle, the real price given by the buyer in this
cycle is $1.26 which is exactly same as the estimation price. Furthermore, it can be
seen that in cycle 4, 6, 9 and 10, the estimated prices are also same as the real value.
The estimation prices for 2th, 3th and 7th cycles are $1.05, $1.10 and $1.25 respec-
tively, and the real prices given by buyer in these cycles are $1.07, $1.13, and 1.26,
which only have very little difference between the estimated prices and real prices
in these cycles. According to Figure 1, all real prices are located in the interval of
[µ − 2σ, µ + 2σ], where µ is the estimated price and σ is the changing span. The
AE10 = 0.015, which is only 1% of buyer’s reserve price. Therefore, the prediction
results by employing the proposed approach are very reliable.

In Figure 2, we illustrate the comparison results between the proposed approach
and other two estimation approaches (Tit-For-Tat and random approach). It can be
seen that even though the Tit-For-Tat approach can follow the trend of changes in
buyer’s price, the AE10 = 0.078 which is five times of our proposed approach.
For the random approach, it even cannot catch the main trend. The AE10 for the
random approach is 0.11, which is ten times as much as our proposed approach. The
experimental results convince us that the proposed approach outperforms both Tit-
For-Tat and random approaches very much when a buyer adopts conceder negotiation
behavior.

5.2 Scenario 2

In the second scenario, a buyer wants to buy a keyboard from a seller. The desired
price for the buyer is in the interval of [$0, $14]. We let the buyer to employ the linear
negotiation strategy, and still set the deadline to 11 cycles. The seller will employ our
proposed prediction function to estimate the buyer’s offer. The estimated results are
illustrated in Figure 3 and the estimated quadratic regression function is:

u = −0.015 ∗ t2 + 1.178 ∗ t − 0.439

It can be seen that in the 3th, 5th and 8th cycles, the estimated prices are ex-
actly same as the real offers given by the buyer. The biggest difference between the
estimated price and the real value is just 0.4, which happens in the 9th cycle. The
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Fig. 1. Prediction results for scenario 1

Fig. 2. Prediction results comparison for scenario 1
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average error in this experiment is only AE10 = 0.24, which is no more the 2% of
the buyer’s reserve price. The estimated quadratic regression function fits the real
prices very well.

In Figure 4, the comparison results among Tit-For-Tat approach, random ap-
proach and our proposed approach are illustrated. It can be seen that the proposed
approach is much more close the real price than the other two approaches. The aver-
age error for the Tit-For-Tat approach is AE10 = 2.52, which is 18% of the buyer’s
reserve price. The average error for the random approach is very high, which is
AE10 = 4.82 and 34% of the buyer’s reserve price. The second experimental re-
sults demonstrate that when partners perform as the linear behaviors, the proposed
approach also outperforms other two approaches.

Fig. 3. Prediction results for scenario 2

5.3 Scenario 3

In the third scenario, a buyer wants to purchase a monitor from a seller. The suitable
price for the buyer is in [$0, $250]. In this experiment, the buyer employs a boulware
strategy in the negotiation. The deadline is still 11 cycles. The estimated quadratic
function is:

u = 3.038 ∗ t2 − 12.568 ∗ t + 15.632
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Fig. 4. Prediction results comparison for scenario 2

The estimated results are shown in Figure 5, it can be seen that the proposed
quadratic regression approach predicted buyer’s prices successfully and accurately.
Except the 4th and 8th cycles, others estimated prices almost have no difference
with the buyer’s real offers. The average error in this experiment is only AE10 =
4.07, which is only 1.6% of the buyer’s reserver price. Therefore, it is confident to
say that from this estimation results, the seller can make very accurate judgement
on the buyer’s negotiation strategy, and make very reasonable responses in order to
maximize its own benefit.

Finally, the Figure 6 illustrates the comparison results with other two estimation
functions for the same scenario. For the Tit-For-Tat approach, the average error is
AE10 = 57.74, which is 23% of the buyer’s reserve price. For the random approach,
the average error is AE10 = 83.12, which is 33% of the buyer’s reserve price. There-
fore, it can be seen that when the agent performs a boulware behavior, the proposed
approach outperforms other two approaches very much.

From these experimental results in the above, we can say that the estimated
quadratic function regression approach can estimate partners’ potential behaviors
successfully, and also the estimation results are accurate and reasonable enough to
be adopted by agents to modify their strategies in negotiation. The comparison re-
sults among three types of agents’ behaviors estimation approaches also demonstrate
the outstanding performance of our proposed approach.
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Fig. 5. Prediction results for scenario 3

Fig. 6. Prediction results comparison for scenario 3
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6 Related Work

In this section, we introduce some related works and give discussions on the pro-
posed approach. In [12], Schapire et. al. proposed a machine learning approach
based on a boosting algorithm. In the first place, the estimation problem is reduced
to a classification problem. All training data are arranged in ascending order and then
partitioned into groups equally. For each of the breakpoints, a learning algorithm is
employed to estimate the probability that a new bid at least should be greater than
the breakpoint. The final result of this learning approach is a function which gives
minimal error rate between the estimated bid and the real one. Based on this func-
tion, agents’ behaviors can be estimated. However, the accuracy of this approach is
limited by the training data and classification approach. So applications based on
this approach can hardly achieve a satisfactory level when negotiations happen in an
open and dynamic environment.

In [13], Gal and Pfeffer presented another machine learning approach based on a
statistical method. The proposed approach is trained by agents’ behaviors according
to their types firstly. Then for an unknown agent, it will be classified into a known
kind of agents according to their similarities. Finally, based on these probabilities, the
unknown agent’s behavior is estimated by combining all known agents’ behaviors.
The limitation of this approach is that, in reality, it is impossible to train a system
with all different types of agents. Therefore if an unknown agent belongs to a type
which is excluded in the system, the estimation result may not reach an acceptable
accuracy level.

Chajewska et. al. [8] proposed a decision-tree approach to learn and estimate
agent’s utility function. The authors assumed that each agent is rational which looks
for maximum expected utility in negotiation. Firstly, a decision tree is established
which contains all possible endings for the negotiation. Each possible ending is as-
signed with a particular utility value and possibility. Based on the partner’s previous
decisions on the decision tree, a linear function can be generated to analogy the part-
ner’s utility function, and each item in the function comes from an internal node
on the decision tree. The limitation of this approach is the requirement that all pos-
sible negotiation endings and the corresponding probabilities should be estimated
in advance, which is impossible in some application domains when the variance of
negotiation issues is discrete or the negotiation environment is open and dynamic.

Brzostowski and Kowalczyk [14] presented a way to estimate partners’ behaviors
based only on the historical offers in the current negotiation. In this first place, part-
ners’ types are estimated based on the given functions. For each type of agents, a dis-
tinct prediction function is given to estimate agents’ behaviors. Therefore, based on
the classification about partners’ types and their individual estimation functions, the
proposed approach can predict partners’ behaviors in next negotiation cycle. How-
ever, a partner can only perform as a time-dependent agent or a behavior-dependent
agent, which limits some applications. Also the accuracy of classification on part-
ners’ types may impact the accuracy of prediction result.

By comparing our approach with the above estimation strategies on agents’ be-
haviors, our proposed approach has two attractive merits. (1) The proposed approach
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do not need any training or preparation in advance, and it can estimate partners’
behaviors based only on the current historical records and generate reasonable and
accurate estimation results quickly and timely. Therefore, agents can save both space
and time resources by employing the proposed approach; and (2) the proposed ap-
proach estimates partners’ possible behaviors in the form of interval, and the proba-
bility that each particular behavior will happen in the future is also represented by the
proposed quadratic regression function. Therefore, agents can adopt the estimation
results by the proposed approach much easier and more convenient to administrate
their own negotiation behaviors in future.

7 Conclusion and Future Work

In this paper, we proposed quadratic regression approach to estimate partners’ be-
haviors in negotiation. We introduced the procedures to calculate the parameters in
the regression function, and the method to predict partners possible behaviors. The
experimental results demonstrate that the proposed approach is novel and valuable
for the agents’ behaviors estimation because (1) it is the first time that the regression
analysis approach is applied on the agents’ behaviors estimation; (2) the proposed
approach does not need any training process in advance; (3) the representation for-
mat of the estimation results is easy to be further adopted by agents; and (4) the
probability that each estimation behavior will happen in future on partners is also a
significant criterion for agents to dominate their own behaviors in future.

The future works of this research will focus on two directions. Firstly, the multi-
attribute negotiation is another promoting issue in recent years. Therefore, one of the
emphases in our future works is to extend the proposed approach from the single-
issue negotiation to the multi-issue negotiation. Secondly, as the negotiation environ-
ment becomes more open and dynamic, the proposed approach should be extended in
order to predict not only agents’ possible behaviors, but also impacts from potential
changes on the negotiation environment.
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